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ABSTRACT

Explainable recommender system has recently drawn
increasing attention due to its capability of providing justifi-
cation to recommendation. Rather than focusing on certain
topics or specific item features, the explanation generated
by existing works are too general without the guidance of
aspects. However, such information is not given in the prac-
tical scenario. To address this issue, we propose a novel
Explainable recommender system with BERT-guided ex-
planation generator, named ExBERT to generate reliable
explanation with finer granularity. More specifically, a multi-
head self-attention based encoder is employed to incorporate
pseudo user and item profiles into semantic representation.
Moreover, we propose a novel matched explanation predic-
tion task with discriminative ability to enable personalization
of the generated sentence. Extensive experiments conducted
on two real-world explainable recommendation datasets sig-
nificantly outperform the state-of-the-art in generation.

Index Terms— Explanation generation, BERT, matched
explanation prediction.

1. INTRODUCTION

Recommendation system has become essential to alleviate the
problem of information explosion and considerable research
efforts are devoted to enhance the recommendation perfor-
mance, ranging from collaborative filtering [1], latent factor
model [2, 3] to deep neural network [4, 5] and graph neural
network [6, 7, 8], etc. However, recommender system still
remains a black-box. To increase its persuasiveness, explain-
able recommendation is an emerging topic which sheds light
on the uncertainties with convincing explanation.

Current works on generating explanation for recommen-
dation are categorized into two types: 1) template-based
approaches [12, 13, 14] with predefined templates, which
suffer from the flexibility and domain knowledge is required;
and 2) natural language generation approaches [10, 9, 15]
with sequence-to-sequence models, which suffer from the
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Table 1. An example of generated explanations by the state-
of-the-art methods and the proposed ExBERT. Highlighted
green and red words denote the correctly and wrongly gener-
ated fine-grained item details, respectively.

Ratings Reviews

Ground Truth 5
I’m a 27 in jeans and the petite small
size fits me perfectly.

NRT [9] 4.09 It is a nice shirt.
Att2Seq [10] - It is a very nice watch.
PETER [11] 4.17 It is a nice shirt.

ExBERT 4.29 I bought a small and it fits perfectly.

long-range dependency issue (i.e., Recurrent Neural Net-
works) with long sentences as the input and the generated
sentence lacks diversity in both content and styles.

Transformer [16] and BERT [17] have recently achieved
excellent performances in a variety of natural language pro-
cessing tasks. However, integrating transformer-based mod-
els into the explainable recommendation is relatively unex-
plored and existing few attempts [11, 18] have their respective
limitations. As shown in Table 1, the generated explanation
of PETER [11] fails to justify the user’s preference towards
the items by synthesizing irrelevant description. To generate
reliable and accurate explanations, [18] proposes to feed the
aspects as the guided input to BERT in order to derive the
controllable justification. However, the fine-grained aspects
need to be pre-extracted which is subject to the performance
of the off-the-shelf toolkit and the expressiveness of the sen-
timent lexicon [12]. Moreover, in real-world scenarios, such
auxiliary knowledge is not always available.

To address the above mentioned drawbacks, we pro-
pose a framework named ExBERT which jointly generates
rating prediction and explanation sentences. More specif-
ically, a multi-head self-attention based encoder is lever-
aged to capture the relevance between the historical expla-
nations written by the user and that belonging to the target
user-item pair. To improve the personalization of gener-
ated explanation, we propose a novel matched explanation
prediction task, adapted from the next sentence prediction
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Fig. 1. The overview of the proposed ExBERT framework. Given the user u and item i, we aim to jointly generate the rating
prediction r̂ and provide explanation (ŵ1, ŵ2, ..., ŵN ).

(NSP) by regarding the concatenation of user and item ID
as the unique identity to discriminate different user’s prefer-
ences. The explanation sentences written by the particular
user towards the item pair are considered as the positive
samples otherwise negatives. Experiments on real-world
explainable recommendation datasets validate the superior-
ity of our approach in both improving the rating prediction
accuracy and generating fine-grained explanation without
pre-extracted aspects as the guidance. The code is available
at https://github.com/zhanhuijing/ExBERT.

2. METHODOLOGY

2.1. Target-Aware Self-Attention based Encoder

2.1.1. Pseudo User and Item Profile

To make the best of historical explanations, the pseudo user
profile Pu and item profile Pi are constructed. For the target
user-item pair (u, i), not all the reviews written by the user
u are of equal importance to encode the his/her preferences
towards the item i. We introduce the semantic ranking proce-
dure on the reviews and extract the highly-ranked ones as the
input to the encoder. Firstly we utilize Sentence-BERT [19]
to compute the embeddings of the historical review sentences
written by u, which carry semantic meanings. Then the simi-
larity scores between the target ground truth explanation Wu,i

and the historical review are calculated. The top-K reviews
are chosen as the pseudo profile for the user. Finally, these
top-K scored sentences are arranged in descending order and
concatenated into Pu = [P 1

u , . . . , P
K
u ] as the representation

of pseudo user profile. Due to space limitation, we will skip
the description of the pseudo item profile Pi = [P 1

i , . . . , P
K
i ],

which is constructed in the similar manner.

2.1.2. Multi-Head Self-Attention based Encoder

Self-attention based encoder employs multi-head mechanism
to calculate the importance of each word in the sentence. Re-
sults from each head are concatenated and a parameterized
linear transformation is applied. The word embedding layer
maps the input sequence X = [P 1

u , . . . , P
K
u , P 1

i , . . . , P
K
i ]

to X0 = [x1
u, . . . ,x

K
u ,x1

i , . . . ,x
K
i ], where X ∈ R|X|×dx is

the dx-dimension word embedding. To model the mutual de-
pendency relationship between each word in the sequence, L
layer of the multi-head self-attention based encoder is em-
ployed as below, where l ∈ [1, L]:

Zh
l = softmax

((
Xl−1W

Q
) (

Xl−1W
K
)T

√
dx

)(
Xl−1W

V
)

Xl = Concat(Z1
l , . . .Z

h
l , . . . ,Z

|H|
l )WO,

(1)
Xl−1 is the output from the l − 1 layer. WQ,WK ,WV ∈
Rdx×dz and WO ∈ Rdz|H|×dz are transformation matrices
and |H| indicates the number of attention heads in our multi-
head self-attention based encoder.

2.2. BERT-based Decoder

Three types of input with user and item IDs as well as the ex-
planation pass through embedding layers. After the position
embeddings is further incorporated, the content representa-
tion is obtained, denoted as Y0 =

[
y1
0, . . . ,y

|Y |
0

]
, where |Y |

is the length of the sequence and |Y | = |Wu,i|+ 4. Note that
here ⟨BOS⟩ and ⟨CLS⟩ are in the input sequence with the
length of 1. It is subsequently fed forward into L-layer BERT
calculated as below:

Al = MultiHead (Yl−1,Yl−1,Yl−1) , (2)

https://github.com/zhanhuijing/ExBERT


where Al is the output of l-th multi-head attention layer. To
integrate the output representation XL from the encoder, we
adopt a cross-attention module to model its impact on the hid-
den states of Al:

Yl = MultiHead (Al,XL,XL) , (3)

where output YL after L layers is utilized to perform the tasks
mentioned below.

2.2.1. Matched Explanation Prediction

The next sentence prediction (NSP) task in the original BERT
model is to predict whether sentence B follows the sentence
A in the same context. Its effectiveness in modeling the
sentence-level coherence has been empirically validated in
a variety of downstream tasks [17]. Inspired by this, we
propose matched explanation prediction task and adapt the
definition of “sentence” to make it suitable in our explanation
recommendation scenario. The newly designed task treats
the concatenation of the user-item ID pair as the identity sen-
tence A and the ground truth explanation Wu,i is sentence
B, labeled as IsMatched (1). While the negatives refer to the
explanations randomly selected from the corpus, labeled as
NotMatched (0). Here a special classification token ⟨CLS⟩ is
introduced to indicate the label. The prediction probability is
calculated as follows:

ĉu,i = wc tanh
(
Wcy3

L + bc
)
+ bc, (4)

where Wc ∈ Rd×d,bc ∈ Rd,wc ∈ R1×d and bc ∈ R
are weight parameters, and tanh(·) is the hyperbolic tan-
gent function. The output representation is offset by 2 since
⟨CLS⟩ follows the user and item. The cross entropy loss is
leveraged to measure the matched explanation prediction:

Lcls = − 1

|T |
∑

(u,i)∈T

cu,i log ĉu,i, (5)

where cu,i is ground truth ⟨CLS⟩ label and T = [Tpos, Tneg]
is the entire training set.

2.2.2. Rating Prediction

The first position of the representation yL,1 is corresponding
to rating prediction task. A multi-layer perceptron (MLP) is
applied after y1

L as follows:

r̂u,i = wrσ
(
Wry1

L + br
)
+ br, (6)

where Wr ∈ Rd×d,br ∈ Rd,wr ∈ R1×d and br ∈ R are
weight parameters, and σ(·) is the sigmoid function. Mean
Square Error (MSE) is utilized as rating loss function:

Lr =
1

|Tpos|
∑

(u,i)∈Tpos

(ru,i − r̂u,i)
2
, (7)

where ru,i is the ground-truth ratings.

Table 2. Statistics of the datasets.
TripAdvisor Amazon-CSJ

#users 9765 38764
#items 6280 22919
#records / user 32.77 4.62
#records / item 50.96 7.82
#words / exp 13.01 10.48

2.2.3. Explanation Generation and Context Prediction

To enable the personalization of explanation generation, the
context prediction task is incorporated to guide the explana-
tion generation similar as [11]. The word probability distribu-
tion pk over vocabulary V is computed as follows. Here the
second position of yk

L is utilized for context prediction and k
is in the range of [4, |Y |] for explanation generation.

pk = softmax
(
Wvyk

L + bv
)
, (8)

where Wv ∈ R|V|×d, bv ∈ R|V| are weight parameters, |V|
is the size of vocabulary V . The Negative Log Likelihood
Loss (NLL) loss is employed as the loss function, with the
probability pk offset by three positions for calculating Lw

and p2 utilized for computing Lctx, defined as below:

Lw(ctx) =
1

|Tpos|
∑

(u,i)∈Tpos

1

|Wu,i|

|Wu,i|∑
k=1

− logp3+k(2), (9)

where Tpos denotes the positive training set and |Wu,i| is the
length of ground truth explanation. Note that the context pre-
diction aims to map the user and item IDs onto the words in
the explanation so as to make the personalized explaination.

2.3. Multi-task Learning

Finally, the above-mentioned sub-tasks are integrated into the
multi-task learning framework, with the overall objective loss
shown as follows:

L = min
θ

(λclsLcls + λrLr + λwLw + λctxLctx), (10)

where λcls, λr, λw and λctx denote trade-off weights and θ
refer to the trainable parameters of ExBERT.

3. EXPERIMENTS

3.1. Datasets

The proposed model is evaluated on two publicly available
datasets from different domains released by NETE [15]. They
are Amazon-Clothing Shoes & Jewellery (ecommerce) and
TripAdvisor (hotel). In each piece of record, it contains user
ID and item ID, rating score (scaled from 1 to 5) and the real
review text. The statistical features of the datasets are shown
in Table 2.



Table 3. Performance comparison on Amazon-CSJ and TripAdvisor.
Recommendation Explainability Text Quality

Metrics RMSE↓ MAE↓ FMR↑ FCR↑ DIV↓ USR↑ B1↑ B4↑ R1-P↑ R1-R↑ R1-F↑ R2-P↑ R2-R↑ R2-F↑
Amazon-CSJ

NRT [9] 1.06 0.76 0.03 0.01 0.42 0.01 12.41 0.80 15.02 12.91 12.90 1.66 1.58 1.46
Att2Seq [10] - - 0.05 0.04 0.14 0.03 12.83 0.85 15.57 13.41 13.37 1.85 1.70 1.60
PETER [11] 1.05 0.83 0.10 0.14 0.14 0.11 13.32 0.96 16.36 14.46 14.25 2.20 1.93 1.84

ExBERT 1.03 0.80 0.30 0.32 0.05 0.43 18.77 2.74 25.90 21.94 22.16 6.64 5.58 5.54
TripAdvisor

NRT [9] 0.79 0.61 0.06 0.09 4.27 0.08 15.05 0.99 18.22 14.39 15.40 2.29 1.98 2.01
Att2Seq [10] - - 0.06 0.15 4.32 0.17 15.27 1.03 18.97 14.72 15.92 2.40 2.03 2.09
PETER [11] 0.81 0.63 0.07 0.13 2.95 0.08 15.96 1.11 19.07 16.09 16.48 2.33 2.17 2.09

ExBERT 0.85 0.66 0.37 0.45 1.61 0.75 25.71 4.83 34.21 28.66 29.66 10.62 9.22 9.21

Table 4. Ablation studies on Amazon-CSJ. MEP refers to the matched explanation prediction task.
Recommendation Explainability Text Quality
RMSE↓ MAE↓ FMR↑ FCR↑ DIV↓ USR↑ B1↑ B4↑ R1-P↑ R1-R↑ R1-F↑ R2-P↑ R2-R↑ R2-F↑

ExBERT (1:0.2) 1.03 0.81 0.29 0.30 0.06 0.40 18.65 2.63 25.40 21.62 21.79 6.42 5.36 5.32
ExBERT (1:0.5) 1.03 0.80 0.30 0.32 0.05 0.43 18.77 2.74 25.90 21.94 22.16 6.64 5.58 5.54
ExBERT (1:0.8) 1.03 0.80 0.30 0.33 0.05 0.44 18.73 2.80 25.86 21.85 22.13 6.53 5.55 5.51

ExBERT w/o Re-Ranking 1.06 0.85 0.08 0.07 0.35 0.05 14.42 0.83 15.53 15.19 14.41 1.67 1.69 1.52
ExBERT w/o MEP 1.05 0.85 0.28 0.21 0.06 0.35 17.63 2.46 25.77 20.88 21.55 6.41 5.11 5.21

3.2. Baselines

To evaluate the effectiveness of our model, we compare it with
three state-of-the-art baselines.
• NRT [9] simultaneously predicts the rating and gener-

ates abstractive tips with a multi-layer perceptron network
(MLP) and Gated Recurrent Unit (GRU).

• Att2Seq [10] encodes a set of attributes via MLP into la-
tent factor, which is further decoded by stacked multiple
layers of RNN for review generation. It is worth noting that
Att2Seq only generates review sentences.

• PETER [11] is built on a small unpretrained transformer
backbone. It bridges the personalization factor (i.e., user
and item IDs) and review words via context prediction mod-
ule.

3.3. Implementation Details

Following the experimental settings of [11], we split both
datasets into training, validation, and testing sets with the ra-
tio as 8:1:1. For fair comparison, the average results of five
repetitive experiments are reported. In particular, low fre-
quency words in the review texts are removed and a vocab-
ulary dictionary V of 20,000 common words is built for each
dataset. The baselines and our method are implemented on
Pytorch. The proposed ExBERT trains from scratch with a
2-layer light-weight BERT model [17] and stochastic gradi-
ent descent (SGD) is utilized as the optimizer [20]. The batch
size is fixed to 128. The initial learning rate is set as 1.0 and
is multiplied by 0.8 when the loss stops decreasing. And the
training is terminated if the number of loss drop reaches 10.

3.4. Performance Comparison and Ablation Study

The experimental results are demonstrated in Table 3. It can
be seen the proposed approach improved over the state-of-
the-art with a significant margin in terms of all the metrics
utilized. To validate the essence of the designed modules
in our framework, we provide an ablation study conducted
on Amazon-Clothing Shoes & Jewellery (Amazon-CSJ), as
shown in Table 4. Different ratios of positive-negatives (see
Sec 2.2.1) are shown: [1:0.2, 1:0.5, 1:0.8]. The results re-
veal that the best performance is achieved when ratio set as
1:0.5. We replace the top-K scored ranked review history (see
Sec 2.1.1) with randomly ranked ones, denoted as “ExBERT
w/o Re-Ranking”. We find the explainability and text qual-
ity of generated reviews as well as the recommendation per-
formance drop dramatically. When removing the matched
explanation prediction task (see Sec 2.2.1), denoted as w/o
MEP, the performance over all metrics decreases consistently,
which proves the effectiveness of classification task.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we develop a novel BERT-guided explanation
recommender system, ExBERT to simultaneously perform
the rating prediction and explanation generation. Without
the guidance of aspects, the proposed framework is capable
of generating high-quality explanation sentence with finer-
grained details. The historical reviews are explored to extract
the user’s interests and item’s characteristics. A new matched
explanation prediction task is proposed to distinguish posi-
tive and negative samples with the user and item ID as the
personalization factor. Experimental results on two pub-
lic datasets demonstrate the superiority of ExBERT in both
recommendation and explanation.
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