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ABSTRACT

Every length-(n + 1) sequence of orthogonal polynomials is uniquely represented
by two length-(n + 1) sequences of coefficients o and 8. We make this rep-
resentation learnable by gradient-based methods. Orthogonal polynomial opera-
tions may be automatically differentiated, but this uses O(n?) memory and is very
slow in practice. By exploiting reversibility, we derive a differentiation algorithm
which uses O(n) memory and is much faster in practice. Using this algorithm,
fixed polynomial transforms (e.g. discrete cosine transforms) can be replaced by
learnable layers. These are more expressive, but they retain the computational
efficiency and analytic tractability of orthogonal polynomials.

As another application, we present an algorithm for approximating the minimal
value f(w™*) of a general nonconvex objective f, without finding the minimizer
w*. It follows a scheme recently proposed by Lasserre (2020), whose core al-
gorithmic problem is to find the sequence of polynomials orthogonal to a given
probability distribution. Despite the general intractability of this problem, we ob-

serve encouraging initial results on some test cases.

1 INTRODUCTION

Sequences pg, p1, - - - , Pn Of orthogonal polynomials — such as the Chebyshev, Laguerre, and Her-
mite sequences — are fundamental in many areas of scientific computing. Their core operation is
evaluation (or transformation): given a polynomial f, represented as coefficients cg, ..., ¢, in the
basis py, . . . , Pn, compute f(x;) at n + 1 distinct points z, . . . ,xnﬂ The inverse operation is inter-
polation: given the points x; and corresponding outputs y;, compute the coefficients of the unique
f satisfying f(x;) = y;. Computing the Jacobian determinant |0 f(x)/dc| is useful in applications
such as normalizing flows (Rezende & Mohamed, 2015).

This work enables gradient-based optimization over the set of orthogonal polynomial sequences.
These can be written recursively in terms of scalar sequences « and f3, the latter positive:

p_1(z) =0;po(z) =1; pj+1(x) = (z — ay)p;(x) — Bjpj—1(z) foray,Bist. 5; >0 (1)

The correspondence between the orthogonal polynomial sequences p and coefficients (v, 3) is exact.
(A more formal statement is given in Section 2.) We make («, /3) a learnable representation. We
derive the gradients, with respect to («, 3), of the evaluation and interpolation operations. Compared
to automatic differentiations, our algorithms use O(n) (rather than O(n?)) memory, and are much
faster in practice. We explore two applications of this new optimization capability.

Learned polynomial transforms. Currently, orthogonal polynomials transforms are manually cho-
sen based on intuitions about their suitability. Informally, Chebyshev polynomials resemble cosines;
Laguerre polynomials are similar to cosines multiplied by exponentials; Hermite polynomials are
roughly cosines divided by Gaussians (Valiant,|2016). These sequences are orthogonal with respect
to different distributions p over their inputs x; see Figure[I] Their corresponding transforms are
generalized by our learnable AnyPT layer, which has fast algorithms for its forward, backward,
inverse, and log-determinant passes. By unobtrusively replacing the DCT and IDCT within JPEG
compression, we obtain better tradeoffs between visual quality and compression. It may be possible
to gently improve many signal processing pipelines in this manner.

! Zero-indexing vectors of length n + 1 is a standard convention for polynomial transforms.
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Transform | x; | o | 8=+ | 1

Cosine-III | cos(-Z5)(i+3) |0 Bo=mP1=7%Bk=1 2 Beta(3, 3) —
Legendre | (Bogaert, 2014) 0 Bo =2, Br = k?/(4k? — 1) | Unif(—1,1)
Hermite (Press et al.,|1992) | O Bo =7, B =k/2 Normal(0, %)
Laguerre | (Pressetal)[1992) | 2k +1 | By = 1,8, = k? Exp(1)

Figure 1: Parameters of classic orthonormal polynomial transforms, up to diagonal scaling. Cosine-
III (short for the Discrete Cosine Transform, type III) is formed from the Chebyshev polynomials.
The evaluation points z; are taken to be the roots of p,, 1. They may not have a closed form, but can
be calculted by the cited algorithms. Coefficient sequences may be obtained from (Gautschi| (2005);
Leibon et al.| (2008) and Chapter 4.5 of |Press et al.| (1992)). u is the probability distribution which
renders the polynomial sequence p-orthogonal.

Minimal values of optimization problems. We present an algorithm, called Mop, for approximat-
ing the minimal value f(w™) of a continuous function f, without finding its minimizer w*. In recent
work, [Lasserre] (2020) reduced this difficult problem to the following one: given access to a distri-
bution  over R, find the sequence of orthogonal polynomials (represented as coefficients v and /3)
which are orthogonal with respect to p. Our approach to solve the latter problem uses stochastic
gradient descent.

Our contributions are: (1) memory-efficient algorithms, with fast CUDA implementations, for com-
puting the vector-Jacobian products of evaluation and interpolation, (2) the learnable AnyPT layer,
which demonstrates reduced error when applied to image compression, and (3) Mop, an iterative
algorithm for estimating the minimal value f* of a continuous function f.

2 PRELIMINARIES

The following background material is found in references on orthogonal polynomials (Gautschi,
20045 20055 Ismail et al., 2005) and numerical linear algebra (Higham), [2002)).

Measures and moments. Let i be a measure over R. It is positive if p(B) > 0 for all nonempty
open sets B. Its moments are m; = [ x’du(x) for i > 0. These define a linear functional L(p),
over polynomials p, via L(z¥) = mj,. Positive measures 1, moment sequences m whose Hankel
matrices are positive definite, and positive linear functionals (satisfying L(p) > 0 for all nonnegative
polynomials p) uniquely correspond to one another.

Orthogonal polynomials. A measure x defines an inner product (p;,p;) = [ pi(x)p;(x)du(z)
over polynomials. p; and p; are p-orthogonal if (p;, p;) = 0. A sequence [po,pl, . 7pn] = pof
polynomials is p-orthogonal if p; and p; are p-orthogonal when ¢ # j. A polynomial is monic if its

coefficient on ™ is 1. A polynomial ¢ is orthonormal if its norm ||¢; || = /{qi, ¢;) = 1.
Three-term recurrence. For every positive i, the sequence of p-orthogonal monic polynomials

satisfies the three-term recurrence for some « and 5. An orthonormal polynomial sequence
qo, q1, - - - satisfies the following three-term recurrence:

a-1(x) =0; q@)=7"  Yrg+1(2)= (2 —0;)g(@) —vg-1(z) fory; >0 (2)

The orthonormal polynomial sequence ¢ defined by (c,~y) corresponds to the monic polynomial
sequence p defined by (v, ) where ; = +/; for i > 0. The Jacobi matrix, truncated to order n,
organizes the coefficients («, 8) in the following n x n tridiagonal matrix:

(7)) \/BT 0 0 0
VB a1 VB2 0 0
Jo=| 0 VB oz VB 0 3)

0 e 0 67},—1 Qp—1
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Operation Inputs Output | O(n?)-time Algorithm O(nlog? n)-time Algorithm
Evaluation z,a,B,¢c | Ve (Smith] [1965) (Potts,, |2003))

Interpolation | z,a, B3,y | V~'y | Dual in|Higham|(1988) | R

Derivative z,a,B,c | Ve (Smith[1965)

Evaluation

Transpose z,o,B,¢ | VTe Appendix (Driscoll et al., |1997)
Multiply

Transpose z,a, B,y | V- Ty | Primal in|Higham|(1988) | (Bostan et al.,2010)

Solving

Determinant x,a, 8 det(V) | Formula in Sec. 2.1 (Gohberg & Olshevsky,[1994)
Eigenvalues a, B Ai(Jn) (Coakley & Rokhlin,2013)

Figure 2: Algorithms for orthogonal polynomials. The O(n?) algorithms can be parallelized. In
particular, a version of Clenshaw’s algorithm for evaluation takes O(n) parallel time (Barriol |2000).
Interpolate (the dual in |Higham| (1988)) takes O(n) parallel time, since the inner loop over j can
be run by O(n) threads, each operating on three entries of ¢. O(nlog?n)-time algorithms for
interpolation and derivative evaluation are not plainly written in the literature, to our knowledge.

Favard’s theorem Given any sequence of monic polynomials p defined by o and S in the re-
currence |1} define L via L(pg) = Sy and L(p;) = 0 for ¢ > 0. Then L is positive, and thereby
corresponds to a positive measure p for which p are p-orthogonal.

Normalization. The norm of a degree-k monic polynomial is ||py || = H?:o B;. Neither the three-

term recurrence (1) nor the Jacobi matrix involve (3y. This is because 3y = ||po||* = [ 1du(z) is
the normalizing constant of u. By fixing Sy = 1, we restrict attention to probability distributions.

Vandermonde systems. Evaluation and interpolation can be viewed as matrix-vector multiplication
and linear system solving, respectively, with a polynomial Vandermonde matrix V':

Ve=y where V;; =p;(z;) (indexed from zero) )

V' generalizes the Vandermonde matrix from monomials to orthogonal polynomials. Its determinant
is the same as the Vandermonde matrix: det(V) = [[,.; <, (z; — 2;) (Barnett, 1975). V is

invertible when the z; are distinct. The derivative Vandermonde matrix has entries V;; = p’;(;).

Numerical stability. The Evaluate algorithm in Figure [3] (i.e. Clenshaw’s algorithm) is known to
be numerically stable (Smoktunowicz, [2002). By contrast, Interpolate can be unstable for moder-
ate n (Gohberg & Olshevsky, |1997; Higham, [1990). Fortunately, various mitigations have been
developed for this issue. Furthermore, the instability in Interpolate can be resolved entirely using
program transformation techniques. We do not encounter numerical instability in our present work,
but discuss this issue further in the appendix.

3 GRADIENT-BASED OPTIMIZATION OVER ORTHOGONAL POLYNOMIALS

Efficient reverse-mode differentiation (backpropagation) amounts to implementation of the vector-
Jacobian product (VJP). Here is an example of our notation for the evaluation operation, i.e. com-
putingy = Ve. Let V,y = % be the Jacobian matrix of y with respect to z. The VJIP operation is
(z,v) = vTV,y. In reverse mode, z = §'V,y is the application at (z,¥), where § was computed
similarly. &, 3, and ¢ are similarly defined for the other arguments «, /3, and c.

VIPs may be computed automatically from a forward computation graph. However, this stores
intermediate computations of the forward pass, which requires memory scaling with depth. Evaluate
and Interpolate have depth O(n), so O(n?) memory would be used. Furthermore, they involve
sparse updates in nested loops, which are faster in plain CPU/GPU code.

We manually derive the VJPs in the appendix. By exploiting reversibility, we reduce their memory
requirement to O(n). The complete algorithms are displayed in Figure As illustrated in Figure [}
they are substantially faster than automatic differentions, even when memory is not a concern.

2This is also by Shohat, Stone, etc., so it is also called the spectral theorem of orthogonal polynomials.
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procedure Evaluate(z, o, 3, ¢)
U= [Cpy..yCpl
v=10,...,0]
forken—1,...,0] do
T=u
u=(x—ax) u
—Br1v + ¢k
v=T
return

Figure 3: Algorithms for polynomial
evaluation and interpolation. All the
inputs are vectors in R™*!. Both algo-
rithms return a vector in R"*!, Eval-
uate is the Clenshaw algorithm. Inter-
polate is the dual algorithm of [Higham
(1988). DivDiffs(z,y) computes the
first row of the table of divided differ-
ences of y with respect to x; see the
appendix for its definition.

procedure Evaluate(z, o, 5, u, v, @)

=750 (V'c)

c=VTy

7=0

a=p=]0,...,0]

fork €[0,...,n—1] do
w:ﬁkil(—u—i—(x—ak) v

+ek)

ay = —ulv
Br+1 = —utw
U,V =V, W
T=1Uu
u=v+u-(x—ag)
U=—7"Pr+1

return z, &, 3, ¢

Figure 4: These algorithms compute
the vector-Jacobian products of Eval-
uate and Interpolate. The arguments
u, v of Evaluate are the corresponding
values computed during the forward
pass, and u is an alias of ¢.
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0.100

0.010
0.001} W

1 1 1 1 L
200 400 600 800 1000

procedure Interpolate(zx, «, 3, y)

0 = DivDiffs(x, y)

return ChangeBasis(z, a, 3, J)
procedure DivDiffs(z,y) (naive)

b=y
fork€[0,...,n—1] do
A =
forjek+1,...,n|do
T = 5j
8; = (0; = A)/(zj — 1)
A=
return §
procedure ChangeBasis(z, o, 3, 9)
c=90

Cn—1 % (g — Tp-1)cn
forken—2,...,0] do
ek £ (o — 2k)Chr1 + Bicko
forje[l,...,n—2—k]do
Chtj £ (0 — k) Chpjrr + Bj1Crtjte
Cn—1 %t (0m—p—1 — x)Cn
return c

procedure Interpolate(z, o, 3, y, ¢, ¢)

g=V-"T¢e
z=—go(V'e)
a,p=10,...,0]

fork €[0,...,n—2]do
Cn—1 - (057L—k—1 - xk)cn
Op—k—1 t Cn—1"Cn
Cp = Cp—1- (an—k—l - l‘k)
forjen—2—k, ...,1 do
Chyj & — (0 =2k )Chijr1—Bjr1Chrjr2
O £ Chtj - Chtjtl
Bit+1 £ Chtj - Chtjt2
Chijt2 = Chij - i
Chtj+1 £ Chyj - (o — )
e £ — (o — Tg)ep1 — Bick+2
aop L ¢k crg
Br1tck-cryo
Cl4+1 ¢ (040 - a:k)
Chy2 ek P
Cn-1E — (00 — Tp—1)Cn
6&0 s En—l *Cnp
return z, @, 3,y

1 Figure 5: Runtime comparisons of standard (JAX) and cus-
tom (CUDA) implementations. The latter is orders of magni-
tudes faster than the former, for both the forward and back-
ward passes. Presently, algorithms involving sparse updates
within nested loops are an edge case for compilers. We expect
this situation to improve, but our present investigation would
not have been possible without custom implementation.
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Losos—4é3 10 15 20 25 30 50 100 Figure 6: Learning both AnyPT and quantization tables
(red) achieves lower loss than learning just the tables (blue).
_sl The difference is minimal at lower values of A\, where the
target PSNRs are roughly 35-40. This is the regime where
-10} the standard JPEG tables are designed to operate. However,
as A increases (and the target PSNR decreases), AnyPT can

-15¢ express a substantially different transform.

4 LEARNED POLYNOMIAL TRANSFORMS

The differentiable AnyPT layer encapsulates the Evaluate and Interpolate algorithms. Its parameters
are the evaluation points z € R™*! and the coefficients o, 3 € R™*!. Its forward pass is Evaluate
and its inverse pass is Interpolate. It is invertible when the x; are distinct. Its Jacobian is V, whose
log-determinant is calculated by an algorithm from Section 2}

4.1 LEARNED JPEG

Perhaps the most widely-used orthogonal polynomial transform is the discrete cosine transform
(DCT) within JPEG image compression (Wallacel|1992). At a high level, JPEG converts RGB chan-
nels to one luma (brightness channel) and two chroma (color) channels, and operates on each channel
separately. It splits the image into 8x8 patches and applies the 2D DCT, which is equivalent to the
DCT applied to each column, followed by the DCT applied to each row. The transformed patches
are quantized (rounded to the nearest integer) after pointwise division by an 8x8 quantization table,
in which larger values correspond to less visually significant components. The human visual system
is less sensitive to high-frequency stimuli. Since the DCT expresses the patch as a combination of
different-frequency components, the standard tables can readily discard high-frequency information.
Finally, the sequence of integers is losslessly compressed with an entropy-based method.

The quantization tables are learnable parameters of JPEG. They can be learned by proxy objectives
(Fung & Parker, [1995)) or zero-order methods (Hopkins et al., 2018). By replacing rounding with
a smooth approximation, JPEG becomes differentiable (Shin & Song| 2017)); thus, the quantization
tables can be learned with first-order methods (Luo et al.| 2020). We investigate the additional benefit
of replacing the DCT by AnyPT. To do so, we use a simple objective which (loosely) captures the
tradeoff between visual distortion and compression rate, whose relative importance is set by A > 0.
To measure the former, we use PSNR, which is a normalized log-squared error. To measure the latter,
it is typical to jointly train a measure of entropy, which can be used for the lossless compression step.
Since we don’t aim to replace this step, we simply use a linear penalty for higher-value coefficients.

We evaluate AnyPT on the CLIC 2020 dataset, from the eponymous image compression challenge
(Toderici et al 2020). As shown in Figure [f] replacing AnyPT with the DCT consistently reduces
error. These improvements are modest, but there are other advantages to keeping the compression
pipeline mostly intact. The first is interpretability: the explanation of JPEG quantizing visually
unimportant components remains valid. Another is ease of training: there are only 24 additional
parameters to be trained on a multi-gigabyte dataset.

5 MINIMAL VALUES OF GENERAL OPTIMIZATION PROBLEMS

5.1 BACKGROUND

Let W C RY be a compact set and let f : W — R be a continuous function which (for simplicity)
attains its minimum over W. f* = min,ew f(w) is that minimum value. Approximating f* is NP-
hard in general, but may be possible for some practically relevant f. The minimal value f* should
not be confused with the minimizer w* € R¥ achieving f(w*) = f*. In general, it is unclear if
knowing f* helps obtain w*. Nonetheless, knowing f* could be practically useful for debugging.
For example, if a model is trained to have parameters w, and its loss f(w) is much larger than f*,
then blame lies with the model’s training, rather than its raw expressiveness.
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Chebyshev Legendre

Figure 7: Plots of 3 for classical orthogonal polynomials. These are
formed from B = 1024 samples and the correct «, /3, s listed in Figure
so X should be close to identity. The Chebyshev and Legendre poly-

nomials behave as desired. The Hermite and Laguerre polynomials suffer
Hermite Laguerre

in the bottom-right entries involving higher-degree polynomials. This is
because Hermite and Laguerre 1 have unbounded support, along which
high-degree polynomials quickly diverge. The Chebyshev and Legendre

w are supported on [—1, 1]. f should ideally be bounded.

Lasserre| (2020) recently proposed the following approximation scheme for f*. Suppose p is some
probability distribution on W which (for simplicity) is absolutely continuous to Lebesgue measure.
We call it a prior since it is ideally concentrated around w*. Then u(X) = p(f~1(X)) is the
distribution of f(w), where f~1(X) = {w € W : f(w) € X} is the preimage of f. Let o and
£ be the (unique) recurrence coefficients of the sequence of polynomials orthogonal with respect to
p. Let A be the minimum eigenvalue of .J,, (or, equivalently, the smallest root of p,,11). [Lasserre
(2020) shows that, as n — oo, A — f* from abovelLaurent & Slot| (2020) prove this convergence
has rate O(log? n/n?) if W satisfies a mild geometric condition.

To implement this scheme, [Lasserre| (2020) observes that the smallest eigenvalue of J,, coincides
with the smallest generalized eigenvalue of two n x n matrices formed from the moments E f (w)* =
Ez". In particular, X is the largest value satisfying [E<*t7 1] = A[E2**7]7",_;. In principle,
these moments can be computed if p can be sampled and f can be evaluated. However, unless f
has special structure, the computation is challenging for large n and N. In particular, the sample
complexity of estimating the moments (i.e. the number of evaluations of f) is exponential in 7.

5.2 OUR APPROACH

The core problem in this scheme is: given sampling access to the distribution u, find the unique
sequence ¢* of p-orthonormal polynomials, defined by the coefficients (a*, 5*). By definition,
these satisfy I = E,,[ ¢; (z)g; (x)]; ;. This can be rephrased in terms of mean and covariance
using go(x) = 1 and, via Favard’s theorem, E ¢ (x) = 0 fori > 0. Letr = [¢1(x), ..., qn(z)] be
the rest of ¢(z), and let o = E r. We want to minimize (over « and 3) some loss L(o, X) between 0
and o, and between I and X = E(r —o)(r — )T o and X are unknown, but may be estimated from

a batch of data. Consider the (regularized) estimators & = Er and 3 = %E(r —6)(r—06)T+461,

where § > 0 and E is the batch mean. When L is convex, L(c, %) < E L(6, ), and the latter can
be iteratively minimized. This yields the Mop algorithm (Figure 8], so-named because it reveals the
“floor” f*, or at least abbreviates Minimal value of Optimization Problem.

Implementation. Mop is readily implemented using NEvaluate (Figure [I2]in the appendix). Let

Zg, ..., 2T, € Rhave be drawn iid from p, let V' be formed from these points, and let e¢; be the ith co-
ordinate vector. Then Ve; = [g;(zx)]r and E%HT((Vei)o(Vej)) =E 5 Yo ai(z)gi(er) =

Eqi(2)q;(x). Thus, & and 3 are obtained by calling NEvaluate, with a batch of z, on ey, ..., e,

Choice of L. An obvious choice for L is the squared Frobenius norm Ly (6, %) = ||6]2+||I — 2| |2.
In our experience, we encountered more success with Lk,(5, ) = ||| +tr X —log det ¥ — (n+1),

which is the Kullback-Leibler divergence between a standard normal distribution and N (&, 5)) One
possible explanation is that the sampling distributions of the estimators are normal. Another is a low
Jensen gap in B Lir,(3) = tr(2) + 32, Elog \;(2).

Stochastic optimization. Our approach extends beyond deterministic objectives f to stochastic
objectives which predominate machine learning (Srebro & Tewari, 2010). In this setting, D is a
distribution over examples z — for example, input-output pairs in supervised learning. f,(w) is
typically the loss of weights w on example 2. The stochastic objective F'(w) = E,..pf.(w) is
handled in Mop by combining the sampling of z ~ D and w ~ p in p. In other terms, p is
the posterior loss (or negative log-likelihood), over the data distribution D, of a Bayesian neural
network with prior p over its parameters w.
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procedure Mop(f, D, p)

procedure /.

z~D

w e~ p

x = f.(w)

return )
@, = argmin, 53 E L(6,3)
where 6 = E [q1(2), ..., gn(z)]
and X o< B [(gi(x) — 6:)(q; () — 63)]7 ;1
A = smallest eigenvalue of J,

Figure 8: Mop iteratively draws a batch from
1, forms the estimates & and 2, and descends
on their loss. f.(w) is the loss of parame-
ters w on the example z. p is the prior over
w and D is the data distribution of z. u is
a distribution over R. Larger n trades more
computation for better approximation. The
expectation E, is over x € R drawn iid p.
E is the empirical expectation formed from a
batch. Recall J,, is defined in (EI)

return \

Limitations and failure modes. As mentioned, approximating f* is a computationally intractable
problem. Furthermore, Mop is a statistical query algorithm (Kearns| [1998): it uses gradient esti-
mates computed from batches of data, and does not directly manipulate individual examples. It is
therefore subject to stronger (information-theoretic) lower bounds than the previously-mentioned
NP-hardness of minimal value approximation (Reyzin, [2020)). Accordingly, there are different ways
in which Mop can fail or demand exorbitant resources. It is possible to encounter local minima or
saddle points of L with respect to « and . The approximation of f* by A occurs asymptotically
as n grows, so a large n may be required for some f. Larger n, in turn, demand more samples
of f. A — f* from above for J,, defined by the optimal (a*, 5*); this is not necessarily true for
suboptimal (&, 3) obtained by an inexact algorithm. Furthermore, Lasserre’s result does not take
finite-sample approximation of moments (or in our setting, covariances) into consideration.

5.3 BASIC EMPIRICAL EVALUATION

As a preliminary test, we apply the algorithm to f with known f*. Some of these problems are easy,
and Mop is able to solve them. One of them is impossible to solve, so Mop fails. Details of these
experiments are given in the appendix.

1. Recovering classical orthogonal polynomials. Mop defines y in terms of f and p. Before doing
that, let us simply take the p listed in Figure , and see if minimizing L(§, i?) recovers the listed
coefficients (a*, 3*). As depicted in Figure [9] success depends on the choice of L and p. In all
cases, Lkr, achieved lower error than L. The Chebyshev and Legendre coefficents were easier to
recover than the Hermite and Laguerre ones. This agrees with the intuitions in Figure

2. Test polynomials. Lasserre’s scheme has been run on 4 standard test polynomials (Lasserre,
2020). These are bivariate (N = 2) and have minimum value f* = 0 on W = [-1,1]". We
normalized the polynomials to take values in [0, 1]. To distinguish the algorithm’s behavior from
trivially returning 0, we added constants (either 0.2,0.4,0.6, or 0.8), shifting the f*. Figure
shows Lkr, reasonably approximates f*, whereas the Ly does not. Due to the normalization, our
results are quantitatively different than those previously reported, but are qualitatively the same: the
Matyas polynomial is the easiest, and the camel polynomial is the hardest (Laurent & Slot, [2020).
Note that A produced midway during optimization are neither upper nor lower bounds of f*; it is
important to completely optimize « and .

3. Learning halfspaces / noisy parities. Let = be uniform on the hypercube {—1,1}¥. For some
noise rate > 0, y is the parity of x with probability 1 — 7, and is negated with probability 7. Let
f* = argmin, cpn —Eh,(x)y be the (negated) correlation of the best possible (smooth) halfspace
hy(x) = tanh(w’x). Using a statistical query algorithm, it is impossible to distinguish f* from
zero, by the reduction of |Kalai et al.| (2008) to learning noisy parities (Blum et al., [1994). For
N =16 and = 0 we attempt to use Mop to approximate f*. For varying values of n, we run Mop
samples (x, y). For distinguishment, we run it on (z, ) where § are random signs. In Figure we
see that Mop does not distinguish these distributions, regardless of n.
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Reversibility underpins low-memory, reverse-mode automatic differentiation (Gomez et al., [2017).
Besides our manual derivation, there are other ways to obtain our VIPs, though they would require
comparable effort, and may not be as practical. If an algorithm is written in a reversible programming
language — which is not a trivial rewriting — then its VJPs can be computed with low memory
overhead (Liu & Zhaol 2020). Forward mode differentiation uses O(n) memory, but generally
requires a factor O(n) more computation, and needs software support to intermix with reverse mode.

Learned image compression algorithms usually replace traditional compression pipelines with neu-
ral networks (Jiang| [1999). They tend to achieve excellent compression results at the expense of
computational complexity. Even as machine learning hardware becomes faster, there will likely be
a role for fast, simple compression algorithms. This is amply demonstrated by the most powerful
GPU ever released, which adds five dedicated cores for JPEG decoding (Lisiecki et al.,[2020).

Orthogonal polynomial transforms are subsumed by recently-developed representations of struc-
tured linear maps, such as tridiagonal factorizations of low-displacement rank operators (Thomas
et al., |2018), and butterfly factorizations culminating in the Kaleidoscope hierarchy (Dao et al.,
2019; 2020). It is appropriate to think of unstructured matrices, Kaleidoscope, AnyPT, and fixed
polynomial transforms as varying tradeoffs between expressive power and tractability.

Our results partially extend to the complex domain. The Fast Fourier Transform, perhaps the most
well-known orthogonal polynomial transform, involves the monomials (o« = 3 = 0) of the roots of
unity z; € C. This can be handled by our algorithms, and indeed the original version of Interpolate
(Bjorck & Pereyra, [1970). The Szegd polynomials, which are orthogonal with respect to a Hermitian
inner product on the unit circle, need a variant of Interpolate (Bella et al.| 2007).

The problem of finding the orthogonal polynomials (as «, 3) which match the given distribution (as
moments m) was first studied by Chebyshev. The map m — (a, ) is ill-conditioned (Gautschi,
1967)), so it is preferable to begin with “modified” moments (Gautschil 2004).

7 CONCLUSIONS AND FUTURE WORK

This work enables gradient-based optimization over sequences of orthogonal polynomials, and takes
an initial foray into such optimization problems. Based on the algorithm of [Bella et al.|(2009), our
core techniques might extend from polynomial Vandermonde matrices to quasiseparable matrices.
With sufficient computational resources, Mop could be applied larger problems, especially modern
neural networks whose minima are unknown. It may be possible to develop satisfactory theory for
Mop: it has a well-defined optimum (a*, 5*) which achieves a known (true) loss of 0, is simultane-
ously understood via Lassere’s moment-based approach.
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procedure NEvaluate(z, o, v, ¢) procedure NlInterpolate(x, a, v, )

U= [Cpy..yCnl 0 = DivDiffs(x, y)
v=10,...,0] return NChangeBasis(x, a, 7, 0)
forken—1,...,0] do

T=u procedure NChangeBasis(x, «, 7, 0)

u= ((CU%— k) /Y1) - u c=9

eVt ek Cno1® (0 — Tpo1)en

v="T Cn = Y1Cn
= u/o fork e [n—2,...,0]do
return 4. ck £ (a0 — Tr)chg1 + YiChe2

forje[l,...,n—2—k]do
Chaj = ViChts + (0 — Tk)Chijia
TV +1Ck+j+2
Cp—1 = Yn—k—1Cn—1 + (an—k—l - xk)cn
Cp = Yn—kCn

o="Y"¢C
return o

Figure 12: Variants of Evaluate and
Interpolate for orthonormal polyno-
mial sequences. As in Interpolate,
DivDiffs is the first row of the table
of divided differences.

procedure VTMultiply(x, a, B,¢) procedure NVTMultiply(fr7 Qa, v, )

q=10,...,0] g=0,...,0]
p=1[1,...,1] p:[v&l,...,val]
y=10,...,0] y=10,...,0]

fori e [0,...,n] do
for j €[0,...,n| do

fori e [0,...,n]do
forj € [0,...,n]do

Yi £pj - ¢ Yitpj- ¢
if © < n then if - < n then
T =Dpj T=0p;
pj = (v; —i)p; — Big; pi = ((z; — i) /vi+1)p; — 5754
return y return y

Figure 13: Transpose Vandermonde multiplication for monic orthogonal (left) and orthonormal
(right) polynomial sequences. These use O(n?) time using O(n) space. They are used in the
following algorithms for VJPs.

A APPENDIX

A.1 NUMERICAL STABILITY OF INTERPOLATE

The divided differences of y at z are the following % (n + 1)(n + 2) recursively-defined values:

ylzil =y ylwo, 1] = %ﬂfd ylzj, .. ] =

y[xj-‘rh"'a'rk] _y['x], axk—l]
T — Ty

&)

DivDiffs(z, y) = [y[zo], y[zo, ¥1], - -, y[zo, - - ., 2,]] € F*FLis called the first row of the table of
divided differences. They are also known as the coefficients of the Newton interpolant of the data
(z,y) (Berrut & Trefethen, [2004). Interpolate starts by computing these coefficients §. Then, it
changes the basis of these coefficients to the specified orthogonal polynomial sequence. The blame
for its instability lies with the first step: naive calculation of divided differences, according to the
definition (B, can lead to severe numerical error.

This error can be ameliorated in some simple ways. The most appropriate way depends on the
amount of control over the input data. If x can be chosen arbitrarily, then complex nodes can
be more stable (Gautschi, |1990). In particular, consider setting xj = e~2mizk where z is low-
discrepancy sequence, such as the van der Corput sequence. Intuitively, such sequences will keep
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denominators x; —x; close to uniform. If z is real, then stability strongly depends on the ordering of
Zg, ..., T, (Gohberg & Olshevsky,|1997; Higham,|1990). Choosing = randomly, as is typical when
training a neural network, is a poor choice. If x is in increasing order, then divided differencing is
(relatively) stable (Higham), 1987). If some points are nonnegative, then the Leja ordering explicitly
maximizes the relevant denominators x; — x; (Higham) 1990). If all these options are exhausted,
iterative refinement can eliminate moderate amounts of error (Highamy, |1991)).

The aforementioned fixes may work in specific scenarios, but they do not satisfactorily solve the
numerical instability of divided differencing. Fortunately, there is a principled, general solution to
this problem. Divided differencing, like differentiation, is a composable function transformation
(Reps & Rall, 2003): given a function f, the function z — f[xo,...,2,] computing its divided
difference can be automatically derived. Existing software packages for machine learning support
the addition of such transformations (Bradbury et al.| 2018).

Thus, the Interpolate algorithm of Higham| (1988))’s algorithm is both simple and worthwhile in
the long term. The Parker algorithm, which computes V' ~! and then dense-multiplies V =1y, is
known to be more numerically stable (Gohberg & Olshevskyl (1997} (Calvetti & Reichel, [1993).
However, it requires O(n?) memory. Specialized Gaussian elimination with partial pivoting (Kailath
& Olshevsky, [1997) takes O(n?) time and O(n) memory. However, its implementation is involved,
and is asymptotically slower than Fourier-based methods. Some of the cited O(n log® n) algorithms
in Figure E]may also be numerically unstable; see, for example, Remark 4.2 in Bella et al.|(2008).

A.2  VECTOR-JACOBIAN PRODUCTS FOR EVALUATE AND INTERPOLATE

The following algorithms have been numerically checked against finite differencing. We use stan-
dard “overbar” notation for adjoints (Baydin et al.,[2017). Let ¢ be the final scalar loss produced in
the entire forward pass. The adjoint of each intermediate variable u; is u; = daf .

A.2.1 EVALUATE

By linearity, ¢ = 57 V.Ve = (y7V)T = V. By similarly elementary operations:

p=g"[5F] =[S a1 =mp ], = [ pws], =507

dxk. -
J

Now we derive the VJPs with respect to a and (5. Here is Evaluate written with indexed notation for
u, which distinguishes the intermediate values.

procedure Evaluate(z, o, 3, ¢)
u™ = en, ..., cn)
() =10,...,0]
forken—1,...,0 do
u®) = (z — ap) - u®D) — B w2 ¢

return u (%)

The adjoints are computed via standard reverse accumulation. Also, exploiting reversibility, prior
values u(**2) can be computed from later values u(*+1)

a(k+1) :a(k) . (g: _ ak)
a2 =) (=B 40)
ag :a(k) . (_u(k+1))
Bk+1 - (
(

u 52 —

Performing these computations, in the reverse order of Evaluate, yields the VJP for o and /.
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procedure Evaluate(z, o, 8, u(®, ™) a(®) a(1)
a=p8=10,...,0
fork € [0,...,n— 1] do
ap = —aF) -kt
Bray = —a®) . yk+2)
ak+D) £ (k) . (x —ay)
a* 2 = a®) . (=B y1)

return &, 3

Note that v = 0 since it is computed during the forward pass, but is not part of the output of Evaluate.
The full VIP for Evaluate, given in Figure ] includes the computation of Z and ¢, and elides the
indexing of intermediate values.

A.2.2 INTERPOLATE

It is known that ETVyc is the solution gto VTy = ¢ (Abadi et al., 2015). Also, ¢/ Vyc = —gc’.
By the chain rule, V¢ = G%‘j o 9V By the definition of V/, 6V7 2 = 1(i = k)p);(xx). Therefore,

similarly to the previous derlvatlon for evaluation:

szthz[—mfodv}k=[E:—w@1@=kmﬂ%ﬂk:[E:—%%%@Wﬂk

4,7 J

For & and 3, we write ChangeBasis in the indexed notation of Higham!| (1988).

procedure ChangeBasis(x, o, 3, §)

cn) = §
5::11) (n) 1+ (o — 2 1)C’I(’Ln)
’Eln 1) _ gln)

fork € [n—2,...,0] do
(k+1) (k+1)

k k+1
I(c):cl(ch )+( xk)ckJrl + B1c o
forje[l,...,n—2—k]do

k) (k+D) (k+1)
Chij = Cuyy T (g — TR)ogy +
3 C(k-‘rl)
s O k+1 k+1
6517)17(+)+(ank171k)(+)

) kD)
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We derive the reverse-mode adjoints in the usual manner.

C1(’Lk) _ Cglk+1)
Cglk,)l = Cglkj_ll) + (an—k—l - xk)cgtk+1)

(k) (k+1)

_ (k+1)
Chti = Ck+tj

k+1
+ (o — xk)ck+j+1 .

+ Bj+1Ck1 )42

k k k k
4 = 1 (g — )i 4 el

C»SLn_l) — Cgln)

D =)+ (a0 — o)

E%kﬂ) :E%k)
Eglkj 11) :Egi) 1

D =e (o — @)

Qnp_1 £ e . cktD)
62'1?1) =E§ffﬁj
e =al) - (g —an)
e =Tty - Bian
a; el e
B 6 eyl
6](€1c+1) :51(ck)
e’ =e - (a0 — ax)
s =a - B
ol i)
B ey

asln) :E%n—l)

oy =l

édm =" - (ag — zpn)

ap t e e

Observe that the reverse accumulation involves values (%) for k > 0. As with Evaluate, we can

compute ¢**1 from (%),

cglk) = CngJrl) —

0512)1 = cﬁkff) +(appo1 —zp)elf T =

CI(cIij = cl(c]f:;‘l) + (a; — xk)@z(€1$31+)1 + ﬁj‘*‘lcl(cli—;ir)? =
o = eV + (a0 — a)el Y + pie) =
Cglnfl) _ CgLn) —

' =)+ (a0 — wna)el) =

D) — )
D = ey — (anopor — 2p)eFHY

Cgf:;'l) 1(9]23 — (o — xk)Ciﬁﬁl - BJ‘+1C§£J;'1+)2
A"V =) — (a0 — o) - piel

o) — on=1)

ey =" = (o — wn1)el

Combining the adjoint equations with the reversed computation of c¢(*), we obtain the VIP with
respect to « and . The full algorithm in Figure [ elides no-ops and the indexed notation.
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procedure ChangeBasis(z, a, 3, 8, ¢(9, &(0))

&, B = [0’ ) 0}
fork € [0,...,n— 2] do
(k+1) c(Lk)
glk—&-ll) (kjl - (an—k L x ) glk+1)
Op—k—1 z cnk,1 ’I(’Lk+1)
Y =& (ko1 — )
(k+1) _ (k
n—1 — Cn=
forjen—2-k...,1do
k+1 k k+ k+1
I(c+j )= l(c—g] — (o — Ik)céﬂ-s-)l 5j+101(c+j-|22

.+ &®) L kD)
J = k+(g \ k+(]+1 )
_{k k+1
+
Biv1 2845 - Ciyyign
E(k+1) + (k /3
k4j+2 = Crrj Pi+1
~(k+1) 4 (k) ,
Chgji1 = Cropy - (05 — T)
S(k+1) _ (k)
Chti = Ck+tj

() L () )eB D g D)

. Ck(k_ )(040 Cr+1 k42
+1
a0 ey oy
B (k) (k+1)
Cr+2
(o) _ _ &b

Cgﬁl) : cl(ck) (a0 — )

e
(n) _ (n=1)

Cn = Cn

Cv(zn)l = C’I(’Ln 11) (a0 — xn,l)c;”)

S

o)
Egln) _ Egln—l)
Egtn) - 631_711) . (aO - xn—l)

_(n _(n—1
ng—)l = 051;1 :

return &, 3

A.2.3 VECTOR-JACOBIAN PRODUCT IN ac AND v FOR NEVALUATE

In the notation of |[Higham|(1990), the three-term recurrence is:

p—1(x) =0;po(z) =1; pjg1(x) =0;(x — B)pj(x) —v;pj—1(x)

Their 6, 5;, and 7; correspond to our 1/v;j41, /741, and 7;/7;+1, respectively. Under their
normalization po(z) = 1, suppose the solution of their algorithm is ¢. Then the solution under

po(x) =y !, as in the orthonormal polynomials, is 7 - ¢. Following the template of the previous
VIJP derivations, here is NEvaluate written in indexed notation.

procedure NEvaluate(z, o, 7, ¢)
u™ = [c,, ..., cn)
forken—1,...,0] do
uk) = ((m _ Olk:)/’chJrl) Cq(RFL) Dkt (K42) + e

7k+2
p=u® /o
return u
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The adjoints and u are derived as before.

1 =f/vo
ul®) =H-70
7O == ul® /8
gk £ (k) | (z — ar)/Yes1
ﬂ(k+2) :ﬂ(’f) . _Vkt1
VE+2
an =alF) . (— (k+1)/%+1)
Vet —u(’“) (—(2 — ap)u™ D 42 — w2 fy )
Vie+2 =k . (“Yk+1u /’713+2)
u(k+2) ’Yk+2( u® 4 ((x — o) [Yws1) - wFD 4 cr)
Vk+1

Computing these quantities in reverse order yields the VJP algorithm.

procedure NEvaluate(z, o, v, p, u?), i, u(1))
a=v=10,...,0]
u® =y
a® = fi/yo
Yo = —fi - ul® /5
fork € [0,...,n—1] do

w2 = 222 () 4 (@ — ) ) - a4 )

ay = —u®) - (U(k+1)/%+1)

Fepr £ —a® - ((z— ap)ultTD 42+ a2 o)
Yepz = ® - (Y u®TD /42 ,)

a2 a® (2 — ) [y

alk+2) — k) | (_ e
Ye+2

return &, 3

The final algorithm elides no-ops and indexing, and is given below.
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procedure NEvaluate(z, o, 7, i, v, &)

=0

a=p=][0,...,0]

U= (-

= [/

Yo = =i u/vg

fork €[0,...,n—1] do
ay = " v/ Y1

Vi1 £ —u” (x — ag) 'U/’Ylg-i-l
if £t <n —1then

_ Yk+2 T—Og
w=_—(—u VT C
'Yk+1( + Yk+1 + k)

Vo1 £ — T w/Yryo ,
V2 = U W Vo1 /Viigo

U,V =V, W
T=1u
T=0+a- (2 — o)/
U= —7 . Lot
Yk+2
return a, 3

A.3 EXPERIMENT DETAILS

Op Benchmarks (Figure [5). The comparison implementation is written in JAX (Bradbury et al.|
2018), with for loops specially expressed as structured control flow. Python’s timeit is used to
perform timing, taking the best of 4 runs, each having 2 repetitions. A batch size of 32 is used.

Learnable JPEG. Adagrad is used as the optimizer. Learning rates of 0.2 and 2.0 performed best
with and without AnyPT, respectively. The standard train/test split of CLIC is used. The batch size
is 1.

Mop Experiment 1. n = 8, B = 4096, and § = 0. The initialization is «; = 0 and ; = 1/2. 5o,
Bn, and o, are not in J,,, and so are not measured as part of the relative error. The error of « is not
plotted because it follows the same pattern.

Mop Experiment 2. n = 8, B = 8192, and 6 = 0. « was initialized with a Glorot normal and /3 by
random U (0, 1). The optimizer is RMSprop with learning rate 0.05 and gradient clipping.

Mop Experiment 3. n = 8, B = 4096. Various optimizers (including SGD and RMSprop) were
attempted, and none changed the (lack of) results.
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