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ABSTRACT

The performance of Large Language Models (LLMs) often degrades when crucial
information is in the middle of a long context, a “lost-in-the-middle” phenomenon
that mirrors the primacy and recency effects in human memory. We propose that
this behavior is not simply a flaw indicative of information loss but an adaptation
to different information retrieval demands during pre-training: some tasks require
uniform recall across the entire input (a long-term memory demand), while others
prioritize the most recent information (a short-term memory demand). Consis-
tent with this view, we show that this U-shaped performance curve emerges when
LLMs (GPT-2 and Llama variants) are trained from scratch on two simple hu-
man memory paradigms simulating long-term and short-term memory demands.
Our analysis reveals that while the recency effect directly aligns with short-term
memory demand in the training data, the primacy effect is induced by the uni-
form long-term memory demand and is additionally influenced by the model’s
autoregressive properties and the formation of attention sinks. Our main findings
from simple human memory paradigms also generalize to a sequence completion
task, which more closely resembles the next-token prediction process in LLM pre-
training. Together, our findings reveal how information retrieval demands, model
architecture, and structural attention dynamics during model training can jointly
produce positional bias observed in LLMs.

1 INTRODUCTION

When answering questions over exceedingly long context information, Large Language Models
(LLMs) exhibit a “lost-in-the-middle” phenomenon in which accuracy drops significantly for in-
formation near the center of the context window (Liu et al., 2023). This phenomenon is strikingly
similar to serial position effects found in human memory literature (Figure 1), where people pref-
erentially recall items from the beginning (primacy) and end (recency) of a study list with higher
accuracy, producing a characteristic U-shaped curve (Murdock & Bennet, 1962). Despite the lost-
in-the-middle effect being reproduced and studied in a variety of contexts and tasks (Janik, 2023;
Hsieh et al., 2024a), a complete understanding of its underlying mechanisms has yet to be estab-
lished, with evidence pointing to the role of LLMs’ intrinsic attention biases (Hsieh et al., 2024b;
Xiao et al., 2023; Gu et al., 2024) and architectural biases (Wu et al., 2025). While much of the work
on the lost-in-the-middle effect has considered it a model bias and focused on eliminating the effect
altogether (Hsieh et al., 2024b; Zhang et al., 2024; Wang et al., 2024), our current work provides
an alternative perspective, considering it as an emergent property under the information retrieval
demands during LLM pre-training.

An LLM’s ability to perform real-world tasks using its context window critically depends on retriev-
ing the correct contextual information in the first place (Veseli et al., 2025). While the role of infor-
mation retrieval demands during LLM pre-training and its connection to lost-in-the-middle behavior
remains unclear, cognitive psychology offers a vast literature to understand human behavior under
different memory demands. This literature primarily distinguishes between the short-term memory
demand, when a task requires recalling recent events (Bunting et al., 2006), and the long-term mem-
ory demand, when a task requires recalling events further in the past (Murdock & Bennet, 1962;
Roberts, 1972). Theoretical frameworks such as rational analysis (Anderson, 1990) and resource-
rational analysis (Lieder & Griffiths, 2020) are used to understand if specific behaviors are emergent
properties that arise from meeting task demands under cognitive architectural constraints. From this
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perspective, many cognitive behaviors once considered biases or flaws are now understood as ratio-
nal adaptations to environmental challenges (Lieder et al., 2018; Callaway et al., 2024; Huttenlocher
et al., 2000). Similarly, an LLM’s behavior is shaped by the interplay between its model architecture
and the goal it was trained to accomplish (McCoy et al., 2024).
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Figure 1: (A) The “lost-in-the-middle” behavior in LLMs, where accuracy drops significantly for
information near the center of the context window. (B) Serial position effects in human memory,
where items from the beginning (primacy) and end (recency) of a study list are recalled with higher
accuracy, producing a characteristic U-shaped curve.

Within this framework, the recency effect, as observed in the human memory literature, has been
interpreted as a rational adaptation to the short-term memory demand in the environment, where
recent information is more important and more likely to reappear (Anderson & Milson, 1989). This
hypothesis is supported by observations that the forgetting curve in human memory aligns with sta-
tistical patterns found in real-world environments like news articles, emails, and social media posts
(Anderson et al., 2022; Anderson & Milson, 1989). In contrast, when memory demands are placed
uniformly across an entire sequence, theoretical analysis shows that the primacy effect, emphasizing
recall from the beginning of a sequence, emerges as an optimal strategy for maximizing memory
performance (Zhang et al., 2021). Together, primacy and recency effects contribute to the serial
position effects, or lost-in-the-middle behavior, commonly observed in human memory. They are
not cognitive flaws, but adaptive behaviors that support task performance.
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Figure 2: Lost-in-the-middle behavior in LLMs arises from adaptations to short-term and long-
term memory demands during training. (A) The free recall task involves recalling all items from the
presented sequence in any order, which places a long-term memory demand equally across the entire
list. (B) The running span task involves recalling the last N items preceding a specified location
(i.e., recall token), which places a short-term memory demand on only the most recent information.
(C) Our findings reveal that when LLMs are trained jointly on both tasks from scratch, lost-in-the-
middle behavior emerges.

Inspired by the human memory literature, our research examines whether the lost-in-the-middle
behavior in LLMs arises from similar principles: a rational adaptation to short-term and long-term
information retrieval demands under architectural constraints. Supporting this hypothesis, we show
that lost-in-the-middle behavior emerges when LLMs (GPT-2 and Llama-3.2 variants in our work)
are trained from scratch on two classic human memory tasks (Figure 2C). We used the free recall
task (i.e., recalling a sequence in any order; Figure 2A) to induce long-term information retrieval
demand and the running span task (i.e., recalling only the last few items of a sequence in any order;
Figure 2B) to induce short-term information retrieval demand. Although other combinations of tasks
and data distributions may also give rise to the lost-in-the-middle behavior after model training,
here, we present a minimal set of task demands where the lost-in-the-middle behavior emerges
from task optimization. To further validate our findings, we replicated our results using a masked
sequence completion task, which more closely resembles the next-token prediction process in LLM
pre-training. We use two different variations of this task to replicate the long-term and short-term
memory demands imposed by the memory tasks: one where the masked subsequence can come from
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anywhere in the original sequence (long-term information retrieval demand) and one where masked
subsequences only appear near the end of the list (short-term information retrieval demand).

While the recency effect (higher end-of-list recall in Figure 2C) aligns with the shape of short-term
information retrieval demand in the training data (Figure 2B), it is less intuitive why the primacy ef-
fect (higher beginning-of-list recall in Figure 2C) emerges from the long-term information retrieval
demand placed uniformly across an entire sequence (Figure 2A). We hypothesize that the primacy
effect arises from the interaction between the uniform long-term retrieval demand and the autore-
gressive nature of LLMs, specifically the causal masking that biases attention toward earlier tokens.
Past work has linked positional bias observed in LLMs with causal masking (Wu et al., 2025). If
the primacy effect arises from the combination of a uniform long-term retrieval demand and the
autoregressive nature of LLMs enabled by causal masking, then we should expect the same training
process to produce this effect in other autoregressive architectures. Consistent with our hypothesis,
we found that the primacy effect emerges when a uniform, long-term retrieval demand is paired with
an autoregressive architecture (RNNs), but not with a bidirectional encoder-decoder (T5), suggesting
that both the task demand and causal-style processing are necessary conditions for primacy.

In addition to architectural biases, we hypothesize that attention sinks are a key mechanism link-
ing transformer attention dynamics to the lost-in-the-middle behavior. Attention sinks describe the
phenomenon where the initial tokens of a sequence disproportionately attract most of the attention
weight across several attention heads, despite carrying little semantic content (Xiao et al., 2023).
They appear throughout the training process across a broad range of architectures, model scales,
and tasks, suggesting they are byproducts of fundamental elements of the transformer architecture
(Gu et al., 2024). Given the previously established links between attention sinks and positional bias
in transformers, we conducted an ablation study in which we disrupted attention sinks throughout
models trained on each of the memory tasks. Although attention sinks emerge consistently across
all our tasks, disrupting them had selective effects: it eliminated the primacy effect and impaired
performance on the free recall task (long-term memory demand), but had no impact on the running
span task (short-term memory demand). These results indicate that attention sinks are an important
mechanism for supporting tasks that place long-term memory demands.

To summarize our contributions, we identified a minimal set of task demands, long-term memory
demand, and short-term memory demand, that produce lost-in-the-middle behavior. We trained
GPT-2 (Small/Large) and Llama-3.2 1B from scratch on two classic memory paradigms simulating
these task demands, and reproduced primacy under the free recall task, recency under the running
span task, and U-shape behavior when the two tasks are trained jointly. While the recency effect
directly aligns with the shape of short-term memory demand in the training data, the primacy effect
is induced by the uniform long-term memory demand and is additionally influenced by the model’s
autoregressive properties and the formation of attention sinks. Together, our findings support the idea
that lost-in-the-middle behavior is not simply a flaw indicative of information loss but an optimal
adaptation to different information retrieval demands under model architectural constraints.

2 METHODS

2.1 TASK DEFINITIONS

To investigate the effects of different information retrieval demands, we train GPT-2 Small, GPT-2
Large, and Llama 3.2 1B on three memory tasks: Free Recall, Running Span, and Combined Free
Recall and Running Span (i.e., jointly training Free Recall and Running Span), as well as a masked
sequence completion task (full formal definitions can be found in the Appendix). Each task presents
a list of discrete items, Wpresentation = (w1, ..., wM ), between sequence tokens <SoS> and <EoS>,
and differs only in what the model is asked to retrieve.

Free Recall (FR). After the list presentation, the model is expected to output all items from the list
in any order. That is, for a presented sequence of the form IFR =

[
<SoS> Wpresentation <EoS>

]
,

the expected response is any unordered set of the original items in the list. This imposes a uniform
long-term information retrieval demand across the list (Fig. 2A).

Running Span (RS). The presented list of items is followed by a cue token <RECALL n>, with the
model input taking the form: IRS =

[
<SoS> Wpresentation <RECALL n> <EoS>

]
. Based on the
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cue token found in the sequence, the model is expected to output the last n items that precede the
cue, in any order. In our experiments, each trial has a value of n randomly sampled between 1 and
7, with items nearer to the cue token being included in relatively more trials than items farther away.
This concentrates short-term demand near the end of the list (Fig. 2B).

Combined (FR+RS). In this task, the presented sequence is equivalent to that of the running span
task, but with the model expected to perform two separate recall tasks. The model is expected to
(i) recall the last n items (order-agnostic) and (ii) recall the entire list (order-agnostic). This mixes
uniform long-term memory demand with an end-weighted short-term memory demand, yielding a
mixed demand condition.

Masked Sequence Completion. For the masked sequence completion task, after presenting the list,
we reveal a contiguous subsequence from the study list followed by blanks, with model input taking
the following form: ISCT =

[
<SoS> Wpresentation <EoS> ws, . . . , ws+r−1, · · ·︸ ︷︷ ︸

b blanks

]
. Based on

this presented sequence, the model is expected to fill the blanks with the next b items in original order
as they are presented in the list. We test three sampling regimes to mirror memory demands imposed
by the three memory tasks: (i) Uniform (positions chosen uniformly), (ii) Recency-weighted (later
positions sampled more often), and (iii) Combined (one uniform prompt and one recency-weighted
prompt per trial). Full details of how this sampling is performed can be found in the Appendix.

2.2 IMPLEMENTATION AND BEHAVIORAL MEASURES

We train GPT-2 Small, GPT-2 Large, and LLama 3.2-1B on each of the described memory tasks,
using randomly shuffled target sequences to encourage order-agnostic recall. In order to assess the
effect of architectural bias on “lost-in-the-middle” behavior, we train and evaluate an RNN-based
seq2seq and T5 encoder-decoder model on the free recall task. For all tasks, we use sequence
lengths of 64 items, i.e., randomly sampled nouns in the memory tasks and randomly sampled
single symbols (e.g., ’#’, ’G’, ’9’, etc.) in the masked sequence completion tasks, and train all
models from random initializations on 100,000 randomly sampled sequences for 25 epochs. For
the memory tasks (not including the masked sequence completion task), we introduce 10 random
shuffles of each target recall sequence during model training.

To evaluate the model behavior elicited by each task, we apply analytical tools from cognitive psy-
chology traditionally used to study human memory: serial position curves, probability of first recall,
and conditional response probability (Murdock & Bennet, 1962; Kahana, 1996).

Serial position curves (SPC) tracks recall accuracy as a function of item position in the input
list, typically revealing primacy and recency effects. Formally, the probability that an item from
serial position i in the study list is recalled at all during the recall period is given by PSPC(i) =
1
N

∑N
n=1 Rn,i, where N is the number of trials, and i is the serial position in the list, where i ∈

{1, 2, . . . , L}. The indicator variable Rn,i is equal to 1 if the item at position i in trial n is recalled,
and 0 otherwise.

Probability of first recall (PFR) measures where in the list recall tends to begin, offering insights
into the model’s initial output strategy. The probability that the first item recalled comes from serial
position i is given by PPFR(i) =

1
N

∑N
n=1 Fn,i, where Fn,i is an indicator variable that equals 1 if,

in trial n, the first recalled item was presented at position i, and 0 otherwise.

Conditional response probability (CRP) characterizes the patterns of recall transitions. Formally,
CRP at lag t is the probability that, after recalling an item at position i in the list, the next recalled
item comes from position i + t. This is computed as the number of observed transitions with lag t
divided by the number of possible transitions with lag t, i.e., CRP (t) = observedt

possiblet
. The numerator

counts all actual recall transitions with lag t, while the denominator corresponds to opportunities
where the item at position i + t had not been recalled yet. For example, in a list W = (w1, ..., w5)
with corresponding recalled sequence (w3, w1, w4), the transition w3 → w1 contributes to a lag of
−2 and w1 → w4 contributes to lag +3. For a lag of +1, no transitions occur, but there is one
possible opportunity (w3 → w4) resulting in CRP (+1) = 0

1 = 0.0.
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3 RESULTS

3.1 LOST-IN-THE-MIDDLE ARISES FROM JOINT OPTIMIZATION ON SHORT-TERM AND
LONG-TERM MEMORY DEMANDS

In this section, we examine whether the lost-in-the-middle behavior in LLMs can emerge from opti-
mal adaptation to tasks with different information retrieval demands. Figure 3 shows the behavioral
results when training each model on three memory tasks: the free recall task (long-term memory
demand), the running span task (short-term memory demand), and the joint training of free recall
and running span tasks (mixed memory demand).
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Figure 3: Recall behavior results for all models across each task experiment. (A-C) Serial position
curve, probability of first recall, and conditional response probability for each model on the free
recall task. (D-F) Relative-to-end recall probability (i.e., recall probability for positions offset from
the <RECALL n> token), probability of first recall, and conditional response probability for each
model on the running span task. (G-I) Serial position curve (free recall response), probability of first
recall (free recall response), and relative-to-end recall probability (running span response) when
models are trained simultaneously on the free recall and the running span tasks.

When trained from scratch on the free recall task, all models displayed near-perfect recall perfor-
mance (Figure 3A). Their behavior mimicked the classic human primacy effect, characterized by
a strong tendency to initiate recall from the beginning of the list (Murdock & Bennet, 1962, Fig-
ure 3B), and a tendency to recall items in consecutive order (Kahana, 1996, Figure 3C). In contrast,
models trained on the running span task demonstrated recency effects (Figure 3DE), specifically,
higher recall probabilities for items relatively closer to the end of the list (Murdock & Bennet,
1962), indicating a short-term information retrieval demand.

The most intriguing recall patterns emerge under the combined training regime. For GPT-2 models,
the serial position curve shifts toward a U-shape, exhibiting both primacy and recency effects, which
in turn resulted in a lost-in-the-middle behavior (Figure 3G). Though Llama-3.2 1B continues to
perform nearly flawlessly on the overall recall performance (Figure 3G), its probability of first recall
indicates that it initiates recall from both the beginning and the end of the list (Figure 3H), suggesting
a change to its underlying recall behavior similar to that of the smaller GPT-2 models. This result
provides further evidence that, in many instances, increased model complexity leads to a reduction
in the lost-in-the-middle behavior (Guo & Vosoughi, 2024; Liu et al., 2023). These findings support
our hypothesis that the lost-in-the-middle behavior can emerge from optimal adaptation to short-
term and long-term information retrieval demands during model training.
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3.2 PRIMACY RELATES TO ARCHITECTURAL BIASES

While the recency effect aligns well with the shape of short-term information retrieval demand in
the training data, it is less obvious why the primacy effect emerges from the long-term information
retrieval demand placed uniformly across an entire list. To test whether the primacy effect – which
emerges from optimizing models on a free recall task (Figure 3B) – is additionally shaped by causal
masking in LLMs, we train two additional models on the same task: an autoregressive recurrent
seq2seq model and a bidirectional T5 encoder–decoder. The autoregressive RNN-based seq2seq
model exhibits strong primacy effects with near-perfect recall near the beginning of the list (Figure
4A), and a high probability of initiating recall from the first item of the sequence (Figure 4B). It also
demonstrated a preference for transitioning forward through the sequence, as evidenced by the high
conditional response probability for +1 lags (Figure 4C). In contrast, T5 lacks the primacy effect,
with about equal probability of initiating recall from anywhere in the sequence (Figure 4DE). The
behavioral differences between these two models suggests that the primacy effects seen in decoder-
only LLMs and RNNs may largely stem from their autoregressive design, while models like T5,
without this constraint, avoid such biases.
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Figure 4: Free recall behavior for alternative model architectures. (A-C) Free recall behavior for
an RNN-based seq2seq model. This is an example of another autoregressive model that exhibits
the primacy effect similar to decoder-only LLMs. (D-F) Free recall behavior for T5. This encoder-
decoder model exhibits a flat recall curve and a uniform probability of first recall.

3.3 LINKING PRIMACY BEHAVIOR TO ATTENTION SINKS

Although we have established that alternative autoregressive models exhibit similar primacy biases,
the underlying cause for this bias in decoder-only transformers, such as GPT-2, is not immediately
apparent. By disproportionately focusing on the beginning of the sequence, attention sinks may be
a possible mechanism for anchoring recall to early tokens. If so, ablating these sinks should weaken
primacy while leaving recency-focused performance relatively unaffected. We examined the poten-
tial functional role of attention sinks in our memory tasks by adopting a quantitative metric from
(Gu et al., 2024), which proposed a threshold-based method for identifying and measuring attention
sinks across transformer layers and heads. For each attention head h in layer l, the importance score
for the k-th token is defined as the average attention it receives across all tokens from position k to
the end of the sequence of length T :

αl
h(k) =

1

T − k + 1

T∑
i=k

Al
i,k (1)

An attention head is considered to exhibit an attention sink if αl
h(k) exceeds a chosen threshold,

ϵ. Using this metric, we analyzed each model and task condition in our experiments. Figure 5A-C
presents heatmaps of attention weights for heads deemed attention sinks at various sink metric val-
ues. To understand the functional role that attention sinks may play in the positional bias observed
in LLMs, we conducted a set of intervention experiments. We performed targeted disruptions by ap-
plying dropout to entire attention layers identified as exhibiting attention sink behavior. Layers were
selected based on exceeding the attention sink threshold of ε = 0.8 on the first token, corresponding
to the heatmap visualization in Figure 5C, which demonstrates clear attention sink behavior. Figure
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5D-F depicts recall behavior results before and after the attention dropout, applied to the free recall,
running span, and combined tasks. In the free recall task, the largest negative effect on performance
was observed at the first token in all instances, consistent with the role of attention sinks in support-
ing primacy; additionally, the decline in performance extended across the entire sequence (Figure
5D). Our additional analyses (Appendix A.2) show that this negative impact on the entirety of the
sequence is unique to attention sink dropout: disrupting attention at other positions throughout the
sequence leads to only a local negative impact on recall performance, but only disrupting the first
token (i.e., the attention sink) leads to negative performance across the entire sequence.

When we applied the same intervention to models performing the running span task (Figure 5E),
we observed a much smaller impact on recall accuracy across all models, which were tested to be
non-significant (Figure 5G). On the combined free recall and running span task (Figure 5F), we see
both a significant drop in recall performance as well as a marked change in recall behavior across all
models. Although the Llama model exhibits a reduction in performance only near the beginning of
the list, similarly to the free recall task, the GPT-2 Small and Large models additionally see a com-
plete loss of the U-shape in their recall curves. Not only do both models exhibit a significant drop
in recall near the beginning of the list, but they also show a negative impact on recall performance
across the entire list. Overall, we show that attention sinks removal selectively influences the perfor-
mance of tasks with long-term information retrieval demands (the free recall task and the combined
task) but not tasks with short-term information retrieval demands (the running span task), as shown
in Figure 5G, and that removing attention sinks also removes the primacy effect. These findings
provide a link between the lost-in-the-middle behavior and the underlying attention mechanisms.
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Figure 5: Attention sink and head ablation behavioral results. (A-C) These attention heatmaps
show attention scores for sample heads identified as sinks at various thresholds. At ϵ = 0.8, we
see a clear attention sink form and use this threshold for ablation testing. (D-F) Recall behavior
curves for each model on each task before and after attention sink head dropout. Both free recall
and combined tasks show significant drops in performance, both at the primacy region and across the
entire list. (G) Each bar represents the averaged recall accuracy of a model on a given task with or
without attention sink dropout. For each pair of model-testing conditions, we perform a paired t-test
(for aligned inputs) to determine the significance of the performance difference in the unablated and
ablated performance metrics (* : p < 0.05, ** : p < 0.01, *** : p < 0.001, n.s. : not significant).
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3.4 MASKED SEQUENCE COMPLETION TASK EXHIBITS SIMILAR POSITIONAL BIASES AS
MEMORY TASKS

In the masked sequence completion task, we investigate whether the emergence of lost-in-the-middle
behavior we observed in human memory paradigms can be generalized to a task that more closely
resembles the next-token prediction process in LLM pre-training. If the same information retrieval
demands and architectural biases are involved, we should expect to observe primacy, recency, and
U-shaped recall patterns, along with effects of attention sink ablation. Importantly, by manipulating
the position from which the target answer is drawn (uniform sampling, recency sampling, and a
combination of uniform sampling and recency sampling), we can systematically impose memory
demands analogous to those in the free recall and running span tasks. We analyze the models’
accuracy and behavior as a function of the masked subsequence’s position in the original sequence
using the same behavioral metrics from our memory experiments. Results for all three task variations
are shown in Figure 6A-C.
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Figure 6: Model behavior and attention sink ablation results for three variants of the masked se-
quence completion task, simulating long-term information retrieval demand (uniform sampling),
short-term information retrieval demand (recency sampling), and mixed information retrieval de-
mand (combined sampling), respectively. (A-C) Serial position curves for each model across each
of the three sampling conditions. (D-F) Serial position curves for each model across three sampling
conditions with attention sink dropout, using a threshold value of ϵ = 0.8. (G) Averaged model
accuracy before and after attention sink dropout (* : p < 0.05, ** : p < 0.01, *** : p < 0.001, n.s.
: not significant).

For all models, we see performance saturation in both the uniform- and recency-sampled condi-
tions (Figures 6AB), and additionally see the emergence of a characteristic U-shaped recall curve
in the combined masked sequence completion task (Figure 6C). While both the GPT2-Small and
Large models show a pronounced lost-in-the-middle behavior, the Llama-3.2 model exhibits a much
smaller U-shaped curve, consistent with our previous observations in the memory experiments.

We repeat the attention sink dropout analysis for the masked sequence completion experiments, and
evaluate each model on the corresponding tasks with attention heads ablated using the attention sink
threshold of ϵ = 0.8. The behavior results for models evaluated with attention head ablation are
shown in Figures 6D-F, while the averaged performance results and significance tests are displayed
in Figure 6G. Although not as pronounced as in the free recall experiment, we see a significant
drop in performance in the uniformly-sampled sequence completion task for both GPT2-Small and
Large, where both models show a drop in recall near the beginning of the list (depicted in Figure
6D). However, we do not see any significant drop in performance for the larger Llama-3.2 model,
which is consistent with the negligible impact observed in the free recall task (Figure 5D). In the
recency-sampled task (Figure 6E), no models show any significant change in recall performance or
behavior, supporting the hypothesis that short-term memory demand tasks do not exhibit reliance on
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attention sinks. Conversely, the combined sampling condition shows a significant effect of attention
sink dropout on both performance (Figure 6G) and overall behavior (Figure 6F). Overall, we find
that the model recall behaviors in three variants of sequence completion tasks align with the three
memory tasks, with the combined training condition exhibiting the lost-in-the-middle behavior, and
only the conditions with long-term information retrieval demands (uniform sampling and combined
sampling) being significantly impacted by attention sink removal.

4 DISCUSSION

Short-term and long-term memory demands explain lost-in-the-middle behavior. Our core
finding is that lost-in-the-middle behavior can be induced in LLMs by manipulating their training
objectives. Training models from scratch on a free recall task (uniform long-term memory demand)
yields primacy, training on a running span task (end-weighted short-term memory demand) yields
recency, and joint training on both tasks produces the canonical U-shaped curve associated with
the lost-in-the-middle behavior (Liu et al., 2023). The fact that these effects emerge in simple task
paradigms, without pre-training or confounding elements of natural text, strengthens the interpreta-
tion that they are consequences of optimization under task constraints rather than artifacts of specific
datasets. This aligns with resource-rational perspectives in cognitive psychology (Lieder & Griffiths,
2020), which explain the emergence of primacy and recency effects as rational adaptations to envi-
ronmental goals and computational constraints (Anderson & Milson, 1989; Zhang et al., 2021). Our
serial position curves and the probability of first recall patterns closely mirror human data (Murdock
& Bennet, 1962), pointing to future avenues in uncovering the connections between artificial and
biological systems.

Architectural biases shape serial-position curves. We observe strong primacy in autoregressive
models (RNN seq2seq and GPT-2), while a bidirectional encoder–decoder (T5) exhibits a flatter
serial position curve and equal preference for initiating recall from anywhere in the sequence. These
results agree with prior studies suggesting that autoregressive processing encourages concentrating
more attention towards early tokens (Xiao et al., 2023; Wu et al., 2025), and that encoder–decoders
trained on fixed-length sequences exhibit reduced positional biases (Liu et al., 2023). Model com-
plexity also matters: we find that larger models (e.g., Llama-3.2 1B) exhibit reduced or eliminated
U-shaped curves and maintain high overall recall, consistent with prior results that increased model
complexity reduces lost-in-the-middle severity (Guo & Vosoughi, 2024; Liu et al., 2023). Together,
these observations suggest that architectural biases and model scale interact with a task’s information
retrieval demand to produce the observed positional bias in LLMs.

Attention sinks support primacy under long-term memory demand. Attention sinks appear
widely across transformers, but whether sinks are functionally meaningful remains debated. Some
work argues they are largely dormant (Sandoval-Segura et al., 2025), others that they stabilize com-
putation or can be harnessed for streaming or calibration along large context windows (Guo et al.,
2024; Xiao et al., 2023; Yu et al., 2024). Using the thresholded sink metric adapted from Gu et al.
(2024), our targeted ablations reveal a selective, functional contribution: disrupting attention sinks
impairs tasks with long-term memory demands (free recall and the combined tasks), while leav-
ing the short-term running span performance largely intact (running span task). The asymmetry in
performance indicates that attention sinks play a direct role in the retrieval of information over the
entire sequence. In contexts where the task demand is placed on more recent information, the system
is comparatively insensitive to sink ablation, suggesting at least partially separable mechanisms for
short-term versus long-term information retrieval in LLMs.

Relation to mitigation and evaluation practices. Prior work has shown that lost-in-the-middle
can be reduced at inference or training time via rotary-embedding rescaling (Zhang et al., 2024),
attention offsetting (Hsieh et al., 2024b), context reordering (Peysakhovich & Lerer, 2023), and
through position-agnostic training or modified attention schemes (Wang et al., 2024). Our results
complement these findings by pinpointing why and when mitigation improve performance. Inter-
ventions that flatten or re-weight positional attention should have the most impact when tasks impose
mixed or long-range information retrieval demands that would otherwise rely on primacy mecha-
nisms. Conversely, in tasks dominated by short-term information retrieval demand (running span,
recency-sampled sentence completion), mitigation tactics that weaken primacy may be ineffective.
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A APPENDIX

A.1 FORMAL TASK DEFINITIONS

A.1.1 FREE RECALL

A list of items, Wpresentation, is presented between sequence tokens <SoS> and <EoS>. After the
initial presentation, the model must output all presented items, in any order (order-agnostic recall).
The task imposes memory demands uniformly across the entire sequence, as depicted in Figure 2A.
We can formally define this task as follows:

Let X ∈ RT×F be a sequence of words , with start/end markers at indices tSoS and tEoS, where
tSoS < tEoS. Here, T refers to the total length, in tokens, of the input sequence where ti refers to a
particular token at position i, while F is the embedding dimension of each input token. Inside the
range [tSoS +1, tEoS −1] lie M ∈ N+ item tokens W = (w1, . . . , wM ), with each wi ∈ {1, . . . , F}.
The target for this task is the multiset Wpresentation = {w1, . . . , wM}, i.e. any unordered set of the
original items appearing in the presentation list.

The form of each trial is as follows:

IFR =
[
<SoS> {w1, . . . , wM} <EoS>

]
A.1.2 RUNNING SPAN

In this task, a list of items is presented with start/end tokens, defined similarly as in the free recall
task, and an additional terminal cue token <RECALL n>. The model is tasked with recalling the
last n items preceding this cue token, in any order. For our experiments, the value of n is randomly
sampled between 1 and 7 for each individual trial. As such, a recall token of n = 3 would have
a ground-truth response of wn−3 wn−2 wn−1 (with any order of these elements being acceptable),
where wn−x corresponds to the word appearing x positions before the recall token in the presented
list. This sampling process will naturally lead to items closer to the recall token more frequently
appearing in task trials, leading to the asymmetric memory demand curve appearing Figure 2B.

The task is defined formally as follows: Let X ∈ RT×F contain sequence tokens <SoS> at tSoS,
<EoS> at tEoS, and a special recall cue token <RECALL n> at tc with tSoS < tc < tEoS. In our
experiments, we only cue end-of-list recalls, such that tc = tEoS − 1. Items appear as a sequence
W = (w1, . . . , wM ) in (tSoS, tEoS). Each trial is presented in the following form:

IRS =
[
<SoS> w1, . . . , wM <RECALL n> <EoS>

]
Define mc = |{i ∈ {1, . . . ,M} : pos(wi) < tc}| and assume n ≤ mc. The target for the task is the
multiset of possible sets of the target items

Wpre
n = {wmc−n+1, . . . , wmc

}.

A model must output any permutation of Wpre
n , i.e., recall the tokens preceding the recall cue token

in any order.

A.1.3 COMBINED RUNNING-SPAN + FREE-RECALL

In the combined task condition, the cue <RECALL n> appears at the end of the list in addition to
standard start/end tokens, as previously described in the running span task. The model must (i) recall
the last n items that precede the cue (order-agnostic), and (ii) recall all items that appear in the entire
list (also order-agnostic). This combined task condition imposes mixed memory demands, which
include a uniform demand on all tokens (words) with an asymmetric increase to demand placed on
the final 7 items of the list (as imposed by the running span portion of the task).

The formal definition is as follows: Let X ∈ RT×F contain <SoS> at tSoS, <RECALL n> at tc, and
<EoS> at tEoS, with tSoS < tc < tEoS. Items W = (w1, . . . , wM ) lie between <SoS> and <EoS>.
Each trial is presented in a form identical to the running span task:

ICOMBO =
[
<SoS> Wpresentation <RECALL n> <EoS>

]
,
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Let mc be the count of items before the recall cue and assume n ≤ mc. Define

Wpre
n = {wmc−n+1, . . . , wmc }, Wpost = {w1, . . . , wM}

The target is the ordered pair of multisets
(
Wpre

n , Wpost
)
. A model must output both multisets

(order within each is irrelevant).

A.1.4 MASKED SEQUENCE COMPLETION TASK

We draw inspiration from masked language modeling objectives widely used in pre-training, such
as the masked sequence prediction task introduced in BERT (Devlin et al., 2019) and the span
corruption objective in T5 (Raffel et al., 2019). In our adaptation, a list of items (individual symbols,
in this case) is presented between <SoS> and <EoS>, after which a cue consisting of several items
from the original list followed by blanks is shown. The formal definition of the task is as follows:

Let X ∈ RT×F be the sequence of the symbols with markers at tSoS < tEoS, and let the items within
be W = (w1, . . . , wM ). Choose integers r ∈ N+ (the revealed length of the sequence), b ∈ N+

(number of blanks), and a start index s ∈ {1, . . . ,M − r − b + 1}. The cue after <EoS> reveals
the contiguous subsequence (ws, . . . , ws+r−1) and then provides b blanks. The target completion
is the ordered tuple C = (ws+r, . . . , ws+r+b−1), i.e. the b items that follow the revealed items in
the original sequence Wpresentation. The model must output the expected b items in the order in which
they were originally presented. The input format of this task can be written as:

ISCT =
[
<SoS> Wpresentation <EoS> ws, . . . , ws+r−1, · · ·︸ ︷︷ ︸

b blanks

]
,

We present this task in three variations: uniform sampling, recency-weighted sampling, and com-
bined sampling. In the uniform sampling condition, each cue window is chosen with equal proba-
bility, so that all items in the list are equally likely to be tested. This mirrors the uniform memory
demand of the free recall task. In the recency-weighted sampling condition, cue windows are cho-
sen with probability proportional to the recency of their blank positions. Formally, we can define a
recency range K ∈ N+ (in our experiments K = 7) and a minimum sampling weight ϵ. Each item
position, i ∈ {1, ...,M}, is given a weight according to:

u(i) =

ϵ, i ≤ M −K,

ϵ+
i− (M −K)

K
, i > M −K,

where this weight increases linearly toward the end of the list. For a cue window starting at index s
with r revealed items and b blanks, the window weight is defined as:

W (s) =

b−1∑
j=0

u(s+ r + j)

which results in a sampling probability of:

Pr(s) =
W (s)∑
s′ W (s′)

This concentrates sampling on items nearer to the end of the list, matching the memory demand
imposed by the running span task. In the combined sampling condition, each trial contains both
a uniformly sampled cue window and a recency-weighted cue window, ensuring that all items are
tested while ensuring the last K items are sampled at a higher rate. This combined condition mirrors
the demands imposed by the combined free recall and running span task.
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A.2 ATTENTION DROPOUT ACROSS SERIAL POSITIONS

In addition to attention sink dropout at token position 0, we also performed a series of trial evalua-
tions for the long-term retrieval demand tasks (i.e., free recall in Figure 7A and uniformly-sampled
sequence completion in Figure 7B) with attention disrupted at various positions throughout the se-
quence. We find that disrupting attention at specific positions in the sequence leads to a drop in
recall performance at the position corresponding to the disrupted attention, as well as the positions
immediately before and after the disrupted position. However, only when attention is disrupted on
the first token of the sequence (i.e., the attention sink) do we see a negative impact on recall that
extends across the entirety of the input sequence. This disparity in the disruption effect provides
evidence that the attention sink has a role in enabling information retrieval across the entire context
window, not only for tokens near the beginning of the input sequence.
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Figure 7: Serial Position Curves with Attention Dropout. (A) Serial position curve for GPT-2
Small evaluated on the free recall task. (B) Serial position curve for GPT-2 Small evaluated on
the uniformly-sampled masked sequence completion task. Each curve corresponds to attention dis-
ruption at different serial positions throughout the input sequence. We find that attention disruption
leads to a local negative impact to recall performance in all cases except position 0 (i.e., the attention
sink), which leads to a consistent negative impact across the entire sequence.
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