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Abstract

This paper introduces UnSeenTimeQA, a001
novel data contamination-free time-sensitive002
question-answering (TSQA) benchmark. It003
differs from existing TSQA benchmarks by004
avoiding web-searchable queries grounded in005
the real-world. We present a series of time-006
sensitive event scenarios based on synthetically007
generated facts. It requires large language mod-008
els (LLMs) to engage in genuine temporal rea-009
soning without depending on the factual knowl-010
edge acquired during the pre-training phase.011
We designed three types of time-sensitive ques-012
tions to test LLMs’ temporal reasoning abilities013
over sequential and parallel event occurrences.014
Our evaluation of five LLMs on synthetic fact-015
based TSQA reveals mixed results: while they016
perform well on simpler subsets, their overall017
performance remains inferior as compared to018
real-world fact-based TSQA. Error analysis of019
LLM-generated reasoning chains indicates that020
LLMs face difficulties in reasoning over long-021
range event dependencies and parallel event022
timelines that unfold concurrently.023

1 Introduction024

Time-sensitive question-answering (TSQA) in-025

volves responding to queries that require an un-026

derstanding of time and events (Chen et al., 2021).027

For example: Which football club did Leo Messi028

play for in 2010? and Which football club did Leo029

Messi play for in 2023? are time-sensitive ques-030

tions because they require extracting information031

based on the temporal anchor in the questions (i.e.,032

2010, 2023). Also, answering more complex time-033

sensitive questions such as Which football club did034

Leo Messi play for after FC Barcelona? demands035

reasoning over multiple events’ timestamps, dura-036

tions, and how they are temporally related.037

TSQA benchmarks such as TimeQA (Chen038

et al., 2021), TempReason (Tan et al., 2023), and039

MenatQA (Wei et al., 2023), primarily focus on an-040

swering time-evolving factual questions grounded041

in the real-world. The questions are derived from 042

Wikidata (Vrandečić and Krötzsch, 2014), and 043

cover the employment histories of individuals (e.g., 044

athletes, politicians). For instance, as Figure 1 high- 045

lights, Which team did Corey Graham play for from 046

2012 to 2013? is a factual question that can be an- 047

swered by searching the web. Since LLMs are 048

pre-trained on vast text data from the web, includ- 049

ing the entire Wikipedia, using these benchmarks 050

might not fully test models’ abilities for TSQA. 051

It is possible that LLMs rely on memorized facts 052

acquired during the pre-training phase to answer 053

time-sensitive questions (Dhingra et al., 2022; Geva 054

et al., 2023; Mallen et al., 2023; Fatemi et al., 2024) 055

rather than demonstrating temporal reasoning. 056

RealTimeQA (Kasai et al., 2023), FreshQA (Vu 057

et al., 2024), and TAQA (Zhao et al., 2024) are 058

designed to avoid data contamination by collect- 059

ing questions beyond the LLMs pre-training cut- 060

off date. These benchmarks require periodic man- 061

ual updates. If the manual updates are discontin- 062

ued, the data-contamination issue will appear with 063

newly released LLMs. For instance, RealtimeQA 064

stopped its manual updates in January 2024—it 065

is likely that new LLMs (pre-training cut-off after 066

January 2024) will be exposed to the publicly avail- 067

able web sources related to RealtimeQA during 068

the pre-training phase. Meem et al. (2024) pro- 069

posed a self-updating TSQA benchmark by creat- 070

ing present-anchored questions. However, updates 071

occur only after new information has been added 072

to the Wikidata knowledge base. 073

In this work, we introduce UnSeenTimeQA—an 074

evaluation benchmark for TSQA that avoids factual 075

questions grounded in the real-world and extends 076

TSQA for complex parallel event occurrences. Our 077

approach eliminates the need for external knowl- 078

edge bases or periodic manual annotations by treat- 079

ing events as synthetic facts. This ensures a data 080

contamination-free evaluation for TSQA. Addition- 081

ally, existing TSQA benchmarks (Suzgun et al., 082
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Q: Which team did Corey Graham play for from
2012 to 2013?
A: Baltimore Ravens

Dataset Sample Question and Answer Synthetic
Facts

Non-Web
Sources

Q: Which employer did Lee Anna Clark work
for after Southern Methodist University?
A: University of Iowa

Q: Kamala Harris took which position from
1991 to 1997?
A: Deputy District Attorney

Q1: Where is the package p2 at 09:47
PM? A1: l1_1, t1 
Q2: Where is the package p1 2  hours before
12:36 AM? A2: t1
Q3: If loading package p1 into truck t1 at
location l1_1 is delayed by 42 minutes, Where
is the package p2 at 11:41 PM? A3: t1

Parallel
EventsContext

...Graham signed with the Baltimore Ravens on 
March 23, 2012. He was named the CBS player 
of the game for the Baltimore Ravens 2012...
...Lee Anna Clark is a professor...Prior to her 
appointment at the University of Iowa, she was a 
professor of psychology at Southern Methodist 
University in Dallas, Texas...
…In 1990, Harris was hired as a deputy district 
attorney in Alameda County…In February 1998 , 
San Francisco district attorney Terence Hallinan 
recruited Harris as an assistant district attorney…

...From 09:15 PM to 09:46 PM package p2 
 loaded into truck t1 at location l1_1. Package p1
is loaded into truck t1 at location l1_1 starting at
09:49 PM and continues for 32 minutes. From
location l1_1, truck t1 moves to location l1_0
starting at 10:34 PM and finishing at 11:13 PM...

Figure 1: Examples from three TSQA benchmarks (top). These questions are based on real-world facts. Also,
relevant information to answer these time-sensitive questions exactly matches publicly available web sources. In
contrast, we developed the UnSeenTimeQA benchmark (bottom), where the questions are based on synthetic facts
and do not exactly align with any web sources. We also include parallel event scenarios for benchmarking TSQA.

2023) fall short by treating events as sequential083

occurrences. They ignore the scenarios where mul-084

tiple events happen concurrently (e.g., the initiation085

of one event affects the outcome of other events).086

While some benchmarks (Chen et al., 2021; Su087

et al., 2024) include overlapping events (e.g., a088

person holding two jobs simultaneously), these089

are often simplistic as they are grounded in real-090

world facts. Consider a complex reasoning sce-091

nario, for example, where two packages simultane-092

ously loaded into a truck. The overall completion093

time should be determined by the maximum dura-094

tion among these two events. This kind of reason-095

ing is missing in existing TSQA benchmarks.096

To create the new benchmark, we draw inspira-097

tion from the logistics problems (Long et al., 2000)098

of the International Planning Competitions (IPC).099

The resulting data samples are self-contained and100

only require temporal reasoning to determine the101

answers. We discuss the benchmark development102

process in Section 4. Our major contributions are:103

• Demonstrating that LLMs depend on memo-104

rized facts to answer time-sensitive questions105

from existing TSQA benchmarks (Section 3).106

• Introducing UnSeenTimeQA—a data contam-107

ination free benchmark to evaluate LLMs’108

time-sensitive question-answering capabilities109

on sequential and parallel event occurrences.110

• Evaluating five LLMs using UnSeenTimeQA111

and analyzing reasoning chains to find the112

most common error types.113

2 Previous Work 114

Temporal reasoning enables NLP systems to in- 115

terpret event sequences and their relationships as 116

described in textual data. At its core, temporal rea- 117

soning involves determining event relations (Ning 118

et al., 2017, 2020), and event ordering (Cassidy 119

et al., 2014; Zhang et al., 2020; Zhou et al., 2022). 120

Chu et al. (2024) categorized temporal reasoning 121

tasks into three main categories: Symbolic, Com- 122

monsense, and Event Temporal Reasoning. Sym- 123

bolic temporal reasoning (Tan et al., 2023; Thukral 124

et al., 2021) focuses on the comprehension of the 125

abstract temporal expressions. Both temporal com- 126

monsense reasoning (Zhou et al., 2019, 2021) and 127

event temporal reasoning (Chen et al., 2021) fo- 128

cus on understanding how events unfold over time. 129

Temporal commonsense reasoning is based on gen- 130

eral knowledge and assumptions about the events, 131

whereas event temporal reasoning focuses on spe- 132

cific facts, precise timing, and the order of events 133

within a given context. Time-sensitive question 134

answering (TSQA) is an event temporal reasoning 135

task that uses specific event details to accurately 136

answer questions about event timing and sequence. 137

Initially, TSQA benchmarks (Jia et al., 2018; 138

Saxena et al., 2021) were developed using temporal 139

knowledge bases. As a result, their scope remains 140

limited to the entities within the knowledge bases. 141

TimeQA (Chen et al., 2021) is one of the largest 142

benchmarks to tackle time-sensitive questions de- 143
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rived from natural language. It requires significant144

annotation effort to align the Wikipedia knowledge145

base with corresponding articles. The questions146

in TimeQA require reasoning over event-time re-147

lationships. To enhance the complexity, Tan et al.148

(2023) introduced TempReason, a benchmark that149

addresses both event-time and event-event relations.150

MenatQA (Wei et al., 2023) adds an additional151

layer of complexity by integrating counterfactual152

temporal factors into the TSQA benchmarks. Also,153

TempTabQA (Gupta et al., 2023) is developed to154

benchmark TSQA from semi-structured data. Re-155

gardless of the temporal coverage of these bench-156

marks, solely relying on real-world facts for time-157

sensitive questions makes these benchmarks highly158

susceptible to data contamination due to the pre-159

training frameworks of LLMs. To tackle this, de-160

veloping TSQA benchmarks (Kasai et al., 2023; Vu161

et al., 2024; Zhao et al., 2024) beyond LLMs pre-162

training knowledge cut-off dates is proposed. How-163

ever, this requires frequent updates to the bench-164

marks, making the approach unsustainable in the165

long run given the rapid release of new LLMs.166

In contrast, we propose a new benchmark, draw-167

ing inspiration from complex planning problems.168

Our benchmark is resistant to data contamination169

because it does not rely on real-world facts to gen-170

erate time-sensitive questions. Also, introducing171

parallel event execution to UnSeenTimeQA is novel172

as compared to any existing TSQA benchmarks.173

3 Do Existing TSQA Benchmarks174

Address Temporal Reasoning?175

Existing TSQA benchmarks include questions176

about real-world facts that might have been present177

in LLMs pre-training data. For instance, ques-178

tions such as “Who was the US President in 2008?”179

can be answered by recalling LLMs’ memorized180

knowledge rather than temporal reasoning. To181

evaluate LLMs’ temporal reasoning capability, we182

conducted several experiments with six TSQA183

benchmarks. The first group includes traditional184

TSQA benchmarks (i.e., TimeQA, TempReason,185

MenatQA), which are highly likely to be present in186

LLMs pretraining data. The second group includes187

TSQA benchmarks designed to tackle data contam-188

ination (i.e., FreshQA, RealtimeQA, and TAQA),189

less likely to be present in LLMs pretraining data.190

We randomly sampled 1650 questions from six191

benchmarks; see Appendix A for more details.192

Dataset w/o C w/ GC w/ AC w/ ACQ

TimeQA
Easy (150) 44% 74% 52% 46%
Hard (150) 39% 71% 56% 37%

TempReason
Time-Time (150) 97% N/A N/A N/A
Event-Time (150) 40% 66% 28% 32%
Event-Event (150) 35% 69% 40% 37%

MenatQA
Scope (150) 39% 80% 53% 41%
Order (150) 35% 75% 57% 43%
Counterfactual (150) 33% 54% N/A N/A

Table 1: Results with three TSQA datasets—TimeQA,
TempReason, and MenatQA—under four conditions:
no context (w/o C), gold context (w/ GC), altered con-
text (w/ AC), and altered context and questions (w/
ACQ). The answer accuracy of the GPT-4 model is
similar to (a) answering time-sensitive questions with-
out gold contexts, (b) altering the gold contexts and
the questions. This indicates the GPT-4 model answers
the time-sensitive questions based on memorized facts
rather than using temporal reasoning and information
from the provided context. Altering the context is not
applicable for two splits: Time-Time (TempReason) and
Counterfactual (MenatQA). This is because these splits
do not have contexts that contain the gold answers.

3.1 Traditional TSQA Benchmarks 193

In traditional TSQA benchmarks, each question is 194

paired with a source document to formulate an an- 195

swer. We hypothesize that if the LLM relies on real- 196

world memorized facts to answer time-sensitive 197

questions, then modifying the entities (related to an 198

answer) in the source documents could impair the 199

LLM performance. We initially set a baseline by 200

asking the time-sensitive questions without provid- 201

ing any source documents (without context). Then 202

we evaluate the model’s performance using three 203

variations of the source documents to compare the 204

accuracy depending on whether facts are grounded 205

in the real-world. We ask all the questions to a 206

GPT-4 model. The variations are: 207

With gold context: Asking the time-sensitive ques- 208

tions along with the source documents. 209

With altered context: Asking time-sensitive ques- 210

tions based on altered source documents where the 211

original answers (such as a team an athlete played 212

for) have been replaced with random entities. 213

With altered context and question: Asking time- 214

sensitive questions based on altered source docu- 215

ments, where named entities in the questions and 216

documents are replaced with new ones. The modi- 217

fied gold answers remain the same as the previous 218

alteration. This modification requires the model 219

to reason with entirely new entities and rely solely 220
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on the modified source document to formulate an-221

swers. We replace entities by exact matches in222

the source documents, which may lead to incon-223

sistencies in some samples. However, our manual224

analysis shows these instances are negligible (7225

inconsistencies out of 100 samples).226

Results in Table 1 shows the GPT-4 model can227

correctly answer 33% to 44% of time-sensitive228

questions from the existing benchmarks without229

providing the source documents. Adding the source230

documents in the prompt allows the model to an-231

swer more accurately. However, altering the gold232

answers with random entities in the source docu-233

ments leads to lower performance. Altering entities234

in both contexts and questions reduces the model’s235

performance almost to the level of asking questions236

without providing any source documents. This per-237

formance drop across all three benchmarks hints at238

possible memorization of time-sensitive facts.239

We also engage three human reviewers to find240

web articles that precisely match the answers to the241

time-sensitive questions. Reviewers are limited to242

browsing five articles per question. If the review-243

ers are able to find time-sensitive facts in publicly244

available web articles, it indicates a high likelihood245

that the LLMs were exposed to these articles dur-246

ing pre-training. We found that in 88%-98.8% of247

cases reviewers found answers to the time-sensitive248

questions using Google searches. The task for re-249

viewers involves no reasoning; they simply find250

answers directly from the web. Similarly, when251

LLMs generate answers, they might recall memo-252

rized knowledge acquired during the pre-training253

phase, rather than engaging in temporal reasoning.254

3.2 TSQA Benchmarks Beyond LLMs255

Knowledge Cut-off256

Recent efforts to mitigate data contamination257

involve developing TSQA benchmarks (i.e.,258

FreshQA, RealtimeQA, and TAQA) beyond the259

LLMs pre-training knowledge cut-off. However,260

these benchmarks rely on continuous manual up-261

dates to remain effective. If this manual updating262

stops (for instance, RealtimeQA stopped updat-263

ing questions in January 2024), these benchmarks264

can be easily contaminated because newer LLMs265

with updated knowledge cut-offs may have been266

exposed to these time-sensitive real-world facts267

during their pre-training phase.268

To empirically evaluate this, we randomly sam-269

pled 150 questions and their answers (as of 2023)270

RealTimeQA FreshQA TAQA
0

10

20

30

40

Ac
cu

ra
cy

 (%
)

 176.9%
 153.8%

 100.0%

GPT-4 (Sep 2021) GPT-4 (Dec 2023)

Figure 2: Results with three recent TSQA benchmarks.
We evaluate the same LLM with different knowledge
cut-offs. Since the questions are anchored in 2023, the
old GPT-4 model, with knowledge upto September 2021,
shows lower performance. In contrast, the new GPT-4
model, with knowledge updated until December 2023,
answers the questions with much higher accuracy, rang-
ing from 100% to 177% increase.

from each benchmark. We asked these questions 271

(without support documents) to two different ver- 272

sions of a GPT-41 model. Results in Figure 2 in- 273

dicate that the newer GPT-4 model with updated 274

knowledge cut-off up to December 2023 can an- 275

swer time-sensitive questions using pre-trained 276

knowledge as compared to the older GPT-4 model 277

with knowledge cut-off dating back to September 278

2021. Specifically, we observed improvements 279

ranging from 100% to 177% when compared to 280

the old GPT-4 version. So, manually updating the 281

contamination-free TSQA benchmarks is a never- 282

ending process and not sustainable in the long term. 283

While existing benchmarks have provided a start- 284

ing point, their reliance on real-world facts under- 285

mines TSQA evaluation. Based on our analyses, a 286

more reliable TSQA benchmark is needed to avoid 287

data contamination and the need for frequent man- 288

ual updates for time-sensitive questions. 289

4 UnSeenTimeQA Benchmark 290

4.1 Data Source 291

We choose the logistics domain (Long et al., 2000) 292

from the International Planning Competition (IPC) 293

to develop the UnSeenTimeQA benchmark. This 294

domain includes multiple cities, and each city has 295

certain locations. The planning task requires trans- 296

porting packages from their initial locations to spec- 297

ified destinations. Within this predefined environ- 298

ment, six distinct events can occur. These events 299

are: load truck, unload truck, drive truck, load 300

airplane, unload airplane, and fly airplane. 301

1Since the architectural details of the GPT-4 models are
not publicly available, we assume that the knowledge cut-off
date is the primary differentiator between the two models.
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A plan solver must create a valid sequence of302

events that relocates each package from its initial303

location to its designated destination. We take these304

valid event sequences and add a random duration to305

each event to make time-sensitive scenarios. For in-306

stance, consider a scenario where loading a product307

into a truck takes place at a specific location for 30308

minutes. Afterward, the truck travels to another lo-309

cation, taking 50 minutes. Adding duration to each310

event helps to incorporate the time-sensitive nature311

of the product’s location, which changes over time.312

The valid plans are generated using the313

data generation pipeline from ActionReasoning-314

Bench (Handa et al., 2024). The events in the valid315

plans are translated into natural language descrip-316

tions. We use multiple templates to ensure linguis-317

tic variety and avoid uniformity. See the templates318

in Appendix C. In total, we employ 10 planning sce-319

narios, each containing between 25 and 33 events.320

4.2 Event Temporal Information321

Temporal information specifies the timing of events.322

We use three formats: Easy, Medium, and Hard.323

Figure 3 shows illustrative examples for all three324

temporal information.325

Easy: Events are marked by a start and end times-326

tamps (e.g., 08:11 AM to 08:54 PM). Such tempo-327

ral information facilitates straightforward interpre-328

tations of the event order.329

Medium: Events are marked by a start time and330

a duration (e.g., 08:11 AM, 43 minutes). This for-331

mat indicates when the events begin, but requires332

models to infer the end times.333

Hard: Events are marked by a duration only (e.g.,334

43 minutes). The absence of any specific indicator335

of the event start or end times adds complexity to336

determining the order of events. Moreover, this337

format facilitates the parallel event execution in338

addition to the existing sequential event execution.339

4.3 Question Types340

All the questions in the UnSeenTimeQA benchmark341

focus on determining the locations of the packages342

at different times. These questions are categorized343

into three groups, based on the temporal modifiers.344

Static-Time: This type of question involve asking345

about the location of a package at a specific time.346

For example, given a list of events occurring at347

different times, a static-time query is: “Where is348

package p0 at 10:53 PM?”349

Relative-Time: This type of questions involve ask-350

ing about the location of a package modified by a351

S E S E

Load Truck T1 Drive Truck T1

S S

Load Truck T1 Drive Truck T1

D D

Load Truck T1 Drive Truck T1

D D

Load Truck T1

Load Truck T1

Drive Truck T1

D

D

D

Easy

Medium

Hard
(Serial)

Hard
(Parallel)

Load Truck T2

D

time

Figure 3: Example events from the UnSeenTimeQA
benchmark. The benchmark is structured into four dif-
ficulty levels: easy, medium, hard (serial), and hard
(parallel). In the easy level, the start (S) and end (E)
times of each event are given. The medium level in-
cludes the start time (S) and duration (D) of each event.
The hard (serial) level presents only the duration (D)
of events, assuming sequential event occurrence. The
hard (parallel) level also includes only durations (D),
but events can occur simultaneously (Two products are
loaded in the Truck T1 before starting the driving).

certain temporal offset from a specified time. For 352

example, given a list of events occurring at different 353

times, a relative-time query is: “Where is package 354

p0 2 hours after 8:13 PM?” 355

Hypothetical-Time: This type of question in- 356

volves creating hypothetical scenarios by altering 357

the duration of an event in the given sequence. 358

This approach forces the model to reason over a 359

trajectory that differs from the narrated sequence 360

of events. For example, after presenting a list of 361

events occurring at specific times, a hypothetical- 362

time question is: “If driving truck t1 from location 363

l1_1 to location l1_0 is delayed by 66 minutes, 364

Where is the product p0 at 10:18 PM?” Answering 365

such questions requires the model to anticipate on 366

possible outcomes and the implications of timing 367

changes on the overall event trajectory. 368

4.4 Questions and Answers Generation 369

We have developed an event-tracking system that 370

formulates an interlinked event dictionary. This 371

dictionary keeps track of a series of interconnected 372

events for each package, tracing its journey from 373

the initial pickup to the final delivery. For instance, 374
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Model Easy Medium

Static-Time Relative-Time Hypothetical-Time Average Static-Time Relative-Time Hypothetical-Time Average

Gemma-2-9B 79.11±3.67 59.66±1.22 45.55±3.86 61.44 79.55±1.57 60.22±2.52 43.22±3.00 61.00
Gemma-2-27B 75.22±1.83 67.66±1.52 57.88±3.59 66.92 71.77±1.26 68.00±7.83 51.33±2.30 63.70
Llama-3.1-8B 75.77±3.33 45.00±1.00 49.00±1.45 56.59 70.44±0.50 36.44±5.33 48.77±5.27 51.88
Llama-3.1-70B 97.00±0.66 95.33±1.76 85.55±1.34 92.62 97.44±0.50 88.33±1.76 83.88±2.83 89.88
GPT-4o 96.33±1.52 94.55±2.14 90.11±1.50 93.66 96.66±2.33 92.77±2.14 89.33±2.40 92.92

Table 2: Average accuracy and standard deviation across three splits of the easy and medium level questions from the
UnSeenTimeQA. Each split has 300 questions per question types. While large models such as Llama-3.1-70B and
GPT-4o have higher performance, the smaller models face challenges in answering simple time-sensitive questions.

Model Hard (Serial) Hard (Parallel)

Static-Time Relative-Time Hypothetical-Time Average Static-Time Relative-Time Hypothetical-Time Average

Gemma-2-9B 18.44±1.83 15.55±2.67 20.77±1.83 18.25 16.22±0.69 11.44±2.03 17.33±1.67 15.00
Gemma-2-27B 13.00±1.85 14.66±0.66 17.77±0.77 15.14 12.99±1.20 12.99±2.90 15.10±2.34 13.69
Llama-3.1-8B 24.33±1.85 23.00±1.52 21.33±1.73 22.88 22.77±0.38 17.66±1.76 22.55±2.03 21.98
Llama-3.1-70B 41.50±1.64 40.00±0.47 33.66±0.94 38.38 42.50±2.12 36.16±2.12 40.33±0.94 39.66
GPT-4o 57.11±1.57 47.44±2.87 44.77±3.01 49.77 47.33±2.60 39.11±2.98 42.11±1.83 42.85

Table 3: Average accuracy and standard deviation across three splits of the hard serial and hard parallel level
questions from the UnSeenTimeQA. Each split has 300 questions per question types. Both hard serial and hard
parallel level questions are challenging for the models. Overall, the GPT-4o model performed better than other
models yet it missed more than half of the questions for hard parallel level.

if a product is picked up in event 1 and reaches a375

new location by event 3, our system will account376

for the time elapsed between these events. Based377

on these durations and the package locations, we378

can generate time-sensitive questions by traversing379

the interlinked event dictionary. For answer gen-380

eration, we consider two scenarios: if a package381

is in transit, the location of the package is desig-382

nated to the vehicle transporting it. Alternatively, if383

the package is being loaded or unloaded, both the384

physical location and the vehicle involved in the385

event are correct answers. This explicit assumption386

is stated in the domain description. Each sample387

in the UnSeenTimeQA benchmark follows a consis-388

tent data structure. Initially, we provide a domain389

description, which offers a description of the logis-390

tics problem. This description serves as a guide to391

the model about the possible events in the logistics392

environment. Following this, we detail the objects393

available in the environment and their initial states.394

Then we have a sequence of events occurring at395

different timestamps followed by a time-sensitive396

question. Example questions are in Appendix D.397

4.5 Data Statistics398

We categorize temporal information into three dif-399

ficulty levels: Easy, Medium, and Hard. The hard400

category is further divided into Serial and Parallel401

event execution types. So, there are four variations:402

Easy (Serial), Medium (Serial), Hard (Serial), and403

Hard (Parallel). To account for the complexity of404

the questions, we define a depth metric. It is the 405

absolute positional difference between the start and 406

end events relevant to a question in the given event 407

sequence. A question with higher depth entails 408

more complexity to the question. We consider the 409

depths ranging from 6 to 20 events for the Un- 410

SeenTimeQA benchmark. We randomly sample 20 411

questions for each depth, a total of 300 questions 412

for each split. This process is repeated three times, 413

resulting in three data splits for each question type 414

across the four difficulty levels. In total, UnSeen- 415

TimeQA encompass 10,800 data samples. 416

5 Experiments 417

Models: We use zero-shot chain-of-thought (Ko- 418

jima et al., 2022) prompting to evaluate LLMs’ 419

performance without any external influences when 420

answering time-sensitive questions. Each prompt 421

features a domain description, object description, 422

initial states description, an event sequence, and a 423

question. We add a formatting instruction at the end 424

of the prompt. The instruction defines the response 425

structure, including reasoning steps and the final an- 426

swer. Refer to Appendix E for the sample prompt. 427

All the experiments are conducted on five different 428

LLMs. We include both open-weight and closed- 429

weight LLMs variants. Among the open-weight 430

models, we chose Llama-3.1-8B-Instruct, Llama- 431

3.1-70B-Instruct (Dubey et al., 2024), Gemma-2- 432

8B-it, and Gemma-2-27B-it (Team et al., 2024). 433

The only closed-weight model is GPT-4o (Achiam 434
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et al., 2023). Model specific endpoints are listed435

in Appendix F. We also conducted the same exper-436

iments in few-shot setup and report the results in437

Appendix B.438

Evaluation: We report accuracy scores as model439

evaluation metric. LLM responses are split into440

two parts: 1) Reasoning steps and 2) Final answer.441

If the correct answer is found in the final answer, it442

is considered correct; otherwise, incorrect.443

6 Results444

Performance Drops as the Difficulty Increases:445

The difficulty levels in UnSeenTimeQA are defined446

based on the event temporal information. We hy-447

pothesize that LLMs will show a decreasing trend448

in accuracy as the difficulty levels increase. Ta-449

bles 2 and 3 show the overall performance drop450

with increasing difficulty. While the accuracy drop451

difference between easy and medium difficulty is452

marginal (in some specific cases, medium is bet-453

ter); the performance drop for the hard difficulty454

is higher. On average, we observe a 62% accu-455

racy drop from easy to hard (serial) difficulty and456

a 65% accuracy drop from easy to hard (parallel)457

difficulty. The accuracy drop remains nearly simi-458

lar for medium to hard (serial) and hard (parallel)459

transitions. Overall, LLMs performed higher in460

scenarios (easy and medium) where the task in-461

volves answering time-sensitive questions given462

all explicit event timestamps and durations. This463

points to models’ strength in extraction-based tasks464

where explicit information is readily available. In465

contrast, the drop in accuracy for the both hard466

difficulty levels (where the models are required to467

deduce event timings only from durations) points468

towards a potential weakness in reasoning intensive469

scenarios. It is likely that tasks demanding more ab-470

stract reasoning from less direct information pose471

greater challenges for these models.472

Performance across Question Types: We have473

three different types of time-sensitive questions.474

Results in Table 2 and Table 3 show most of475

the LLMs’ performance decreases for the easy,476

medium, and hard (serial) difficulty levels when477

question complexity increases. This suggests mod-478

els make more errors in answering hypothetical-479

time questions (where the reasoning process in-480

volves iterating over an event narrative different481

from the given narrative). However, we observe482

a different trend for question types in hard (par-483

6 8 10 12 14 16 18 20
Depth

0

20

40

60

80

100

Ac
cu

ra
cy

 (%
)

Hard (Serial)

6 8 10 12 14 16 18 20
Depth

20

40

60

80

Ac
cu

ra
cy

 (%
)

Hard (Parallel)

Static-Time Relative-Time Hypothetical-Time

Figure 4: The depth-wise accuracy of the best-
performing model (GPT-4o). Hard serial questions show
a consistent decline in accuracy with increasing depth.
The accuracy trend for the hard parallel questions is
inconsistent. This suggests depth is not a reliable indi-
cator for the hard parallel questions complexity.

allel) difficulty. The result indicates the relative- 484

time questions are harder to answer as compared to 485

static-time and hypothetical-time questions. 486

Performance across Question Depth: Question 487

depth is a complexity indicator for time-sensitive 488

questions. It refers to the number of events be- 489

tween the start to the target event time. For ex- 490

ample, “Where is product p1 at 10:20 PM?”, the 491

depth is determined by the total events occurring 492

from the start time up to 10:20 PM. Higher depth 493

means reasoning over more events to find the cor- 494

rect answers. Figure 4 shows depth-wise accuracy 495

for all three question types in hard difficulty for the 496

best-performing model (GPT-4o). For hard serial 497

question, we observe a consistent decrease in accu- 498

racy as depth increases for all question types. This 499

indicates depth is a reliable complexity metric for 500

hard serial questions. The accuracy trend for hard 501

parallel questions are also decreasing but incon- 502

sistent across depth, suggesting that depth alone 503

may not be a reliable complexity indicator. This is 504

plausible because, in parallel questions, depth can 505

be higher, but the best reasoning chain is shorter 506

due to the parallel executability of events. There- 507

fore, alternative metrics may be needed to better 508

capture the complexity of parallel time-sensitive 509

questions. We also observe a similar trend of depth 510

for the second-best model (Llama-3.1-70B) and 511

other question difficulty types (Easy, Medium). 512
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Example Event Contexts and Questions Example Wrong Step Reasoning Steps

Context: package p2 is loaded into airplane a1 at location l0_0 and
it requires 51 minutes to complete. flying airplane a1 from location
l0_0 to location l1_0 takes 97 minutes to finish. unloading package
p2 from airplane a1 at location l1_0 takes 93 minutes to finish.
package p2 is loaded into truck t1 at location l1_0 for 34 minutes.
Question: If loading package p2 into airplane a1 at location l0_1
starts at 08:17 AM, where is the package p2 at  12:27 PM?

Context: package p1 is loaded into truck t1 at location l1_1 and it 
requires 23 minutes to complete. driving truck t1 from location l1_1 
to location l1_0 takes 24 minutes to finish. package p1 is unloaded 
from truck t1 at location l1_0 and it requires 56 minutes to finish.
Question: If loading package p1 into truck t1 at location l1_1 starts 
at 06:12 PM, where is the package p1 2 hours before 09:21 PM?

Context: at location l1_1, package p4 is loaded into truck t0 and it 
takes 36 minutes to finish. truck t0 operates from location l1_1 to 
location l1_0 and it requires 45 minutes to complete. package p4 
unloaded from truck t0 at location l1_0 for 24 minutes.
Question: If loading package p4 into truck t0 at location l1_1 starts 
at 12:37 AM, where is the package p4 at 02:13 AM?

<S> Step 1: loading package p2 in airplane a1
start time: 08:17 AM, duration: 51, end time: 09:08 AM
Step 2: flying a1 from location l0_0 to l1_0
start time: 09:09 AM, duration: 97, end time: 10:46 AM
Step 3: loading p2 in truck t1
start time: 10:47 AM, duration: 34, end time: 11:21 AM <E> 

<S> Step 1: loading package p1 in truck t1
start time: 06:12 PM, duration: 23, end time: 06:35 PM
Step 2: driving t1 from location l1_1 to l1_0
start time: 06:36 AM, duration: 24, end time: 10:46 AM <E>

<S> Step 1: loading package p4 in truck t0
start time: 12:37 AM, duration: 36, end time: 01:13 AM
Step 2: driving t1 from location l3_1 to l3_0
start time: 02:36 AM, duration: 12, end time: 02:48 AM <E>

Error Types

Missing Event
in the

Reasoning
Chains

Hard (S): 60%
Hard (P): 10%

Incomplete
Reasoning

Chains

Hard (S): 25%
Hard (P): 15%

Hallucination 

Hard (S): 15%
Hard (P): 5%

Context: package p1 is loaded into truck t0 at location l0_1 and it 
requires 70 minutes to complete. package p2 is loaded into truck t0 
at location l0_1 and it takes 83 minutes to finish. driving truck t0 
from location l0_0 to location l0_1 takes 52 minutes to finish. 
Question: If loading package p1 into truck t0 at location l0_1 starts 
at 03:13 PM, where is the package p1 at 06:07 AM?

<S> Step 1: loading package p1 in truck t0
start time: 03:13 PM, duration: 70, end time: 04:23 PM
Step 2: loading package p2 in truck t0
start time: 04:24 PM, duration: 83, end time: 05:47 PM <E>

Missing
Parallel Event

Reasoning

Hard (S): 0%
Hard (P): 70%

Error: The model generates the answer based on the
reasoning chain that missed the event 3 as the final event.

Error: Missed the event of unloading p2 from the a1

Error: The second step in the reasoning chain is 
hallucinated. The event is not mentioned in the given context.

Error: For parallel events, the first and the second events 
can occur simultaneously. 

Figure 5: Error types identified in the best-performing model predictions (GPT-4o). For hard serial, GPT-4o often
misses relevant events in reasoning chain and for hard parallel, the model struggles with parallel events.

7 Error Analysis513

We conduct an error analysis of the GPT-4o (best-514

performing model) predictions, focusing on step-515

by-step reasoning chains. We randomly sampled516

60 errors each from hard serial and hard parallel517

questions. We manually identified four common518

error types, summarized in Figure 5. In cases where519

multiple errors occur within a reasoning chain, we520

categorized the error type based on the first error521

encountered to maintain consistency.522

The most common error type for hard serial ques-523

tions is missing an event in the reasoning chain,524

accounting for 60% of the errors. This occurs pri-525

marily when the model needs to track long-range526

event dependencies but fails to account for a rel-527

evant event in the reasoning chain. Another error528

type is incomplete reasoning chains (25%). This529

type of error particularly appears in relative-time530

questions. These questions use before and after531

comparators in the questions, and the model pre-532

maturely shifts focus to reasoning about the final533

time, leaving the reasoning chain incomplete. We534

also observed hallucinations in some cases (15%),535

where the model generated events or objects not536

present in the context. For hard parallel questions,537

hallucinations are less, only 5%. However, a unique538

error type emerged—missing parallel event rea-539

soning. This error type points to the model short- 540

comings in reasoning over parallel events. For 541

instance, when two packages are simultaneously 542

loaded onto the same truck, the model often misses 543

the parallel aspect and treats these two loading 544

events as sequential occurrences. In 70% of the 545

hard parallel errors, the model failed to account 546

for events that occurred in parallel, which differ- 547

entiates this from the missing events error in hard 548

serial questions. Incomplete reasoning chains are 549

also observed in 15% of the hard parallel errors. 550

8 Conclusion 551

In this work, we introduced UnSeenTimeQA, a 552

novel benchmark designed to assess the temporal 553

reasoning capabilities of LLMs. Unlike existing 554

time-sensitive question-answering (TSQA) bench- 555

marks, UnSeenTimeQA eliminates the reliance on 556

real-world factual data. Our findings highlight a 557

critical shortcoming in current LLMs: their depen- 558

dence on pre-trained data for answering TSQA. 559

By focusing on synthetic and controlled data envi- 560

ronments, we ensure that answers cannot be pre- 561

learned or leaked to the LLM. This approach allows 562

us to more accurately measure LLMs ability to rea- 563

son about time-sensitive information that reflects 564

real-world reasoning demands. 565
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Limitations566

We have introduced a novel TSQA benchmark fo-567

cusing on durations within a 24-hour range. While568

this focus offers a controlled environment for eval-569

uation, it does not encompass longer temporal du-570

rations that extend beyond a single day. We antici-571

pate that it will inspire other researchers to expand572

on longer time-sensitive scenarios as it requires573

adding more planning domains distributed across574

seconds, minutes, hours, days, weeks, months, and575

years. Thus, we acknowledge this limitation with576

a positive outlook, considering it an opportunity577

for future advancements in the field. Also, the578

UnSeenTimeQA benchmark employs a template-579

based approach for event description generation580

which often risks predictability and limited vari-581

ability. We addressed these concerns by using a582

mixture of templates. This strategy ensures that583

the generated text remains diverse and avoids a584

repetitive or monotonous appearance. Our bench-585

mark currently includes time-sensitive questions586

for which we always expect answers. To enhance587

the challenge of our work, incorporating unanswer-588

able time-sensitive questions could significantly589

improve the benchmark.590

We only work with English language. Working591

exclusively with the English language can limit592

the scope and applicability of research findings for593

other languages. We note that, UnSeenTimeQA594

could be easily extended to other languages by595

replacing the event templates.596

Ethical Considerations597

The authors state that this work is in accordance598

with the ACL Code of Ethics and does not raise eth-599

ical issues. AI assistants, specifically Grammarly600

and ChatGPT, were utilized to correct grammatical601

errors and restructure sentences.602
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Appendix828

A Additional Experimental Details for Section Existing TSQA Benchmarks829

A.1 Data Sampling Process830

In Section 3, we analyze six existing TSQA benchmarks to show why they are inadequate for evaluating831

the LLMs performance in answering time-sensitive questions. We have divided these benchmarks into832

two distinct groups. The first group consists of traditional benchmarks derived from Wikipedia, which833

are highly susceptible to data contamination. This group includes TimeQA, TempReason, and MenatQA.834

The second group consists of benchmarks that are proposed as free from data contamination. This group835

includes FreshQA, RealtimeQA, and TAQA. We randomly sampled 1650 questions from various splits of836

these benchmarks. For each split, we conducted three rounds of random sampling, selecting 50 samples837

in each round, totaling 150 samples. This is to ensure a unbiased selection compared to single-round838

sampling strategies. Table 4 presents the exact number of samples for each benchmark.839

Dataset #Samples Source Documents Time Range Real-world Facts

TimeQA (Chen et al., 2021)
Easy 150 Wikipedia 1367 - 2018 ✓
Hard 150 Wikipedia 1367 - 2018 ✓

TempReason (Tan et al., 2023)
Time-Time 150 N/A 998 - 2023 ✗
Event-Time 150 Wikipedia 998 - 2023 ✓
Event-Event 150 Wikipedia 998 - 2023 ✓

MenatQA (Wei et al., 2023)
Scope 150 Wikipedia 1367 - 2018 ✓
Order 150 Wikipedia 1367 - 2018 ✓
Counterfactual 150 Wikipedia 1367 - 2018 ✗

RealTimeQA (Kasai et al., 2023) 150 News Articles 2022 - 2024 ✓

FreshQA (Vu et al., 2024) 150 Wikipedia 2022 - Present ✓

TAQA (Zhao et al., 2024) 150 Wikipedia 2000 - 2023 ✓

Table 4: Existing TSQA benchmark used in emprical experiments in section 3. We randomly sample 1650 questions
from six TSQA benchmarks. All the benchmarks (except two specific splits) are developed using Wikipedia and
grounded in real-world facts.

A.2 Details on the Human Reviewing Process840

The primary objective of employing human reviewers was to assess to what extent time-sensitive questions841

could be answered using the information on the web. We enlisted three human reviewers for this task.842

Each reviewer was assigned a total of 150 questions. These questions were equally distributed across843

three distinct datasets: TimeQA, TempReason, and MenatQA.844

Each reviewer conducted a direct search of the question on the web using standard Google searches.845

The task was to browse and review up to a maximum of five articles per question. Here is an illustrative846

example of reviewing process: Upon receiving a question such as “Where did Leo Messi play in 2010?”,847

each reviewer would search it directly on Google. The initial search results typically present a variety848

of sources, including articles and interviews. Reviewers then scrutinize the five relevant articles of their849

choice that may explicitly mention Messi’s affiliation during the specified year. If any article confirms850

his association with “FC Barcelona” (the gold answer to the question) in 2010, the reviewer marks this851

question as answer ‘found’ on the web and records the citation.852

To ensure the reliability of the review process, each submission by a reviewer was cross-checked by a853

second reviewer. The first reviewer provided citations for the source of the information, which aided in854

the verification process. Given the objective nature of the questions and the clear process for determining855

answers, a single round of cross-checking was sufficient for ensuring accuracy, thereby mitigating the need856
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for double annotation. The review process revealed that in 88% to 98.8% of cases, reviewers successfully 857

located answers to the time-sensitive questions through web searches. 858

A.3 Example of Context and Question Altering Approaches. 859

We introduce several approaches (in Section 3.1) for altering entitites to address time-sensitive questions 860

that are not grounded in real-world scenarios. Figure 6 shows an several entity-altering approaches (i.e., 861

altered context, altered context and question) for the TSQA benchmarks. 862

...Lionel Messi made his senior debut for FC Barcelona in 2004 at the age of 17...Over the next 17 
years, he established himself as the club's most iconic player...In August 2021, due to financial 
constraints faced by FC Barcelona, Lionel Messi left the club and joined Paris Saint-Germain.

Gold
Context

Altered
Context

Altered
Context

and 
Question

Q: Which team did
Lionel Messi did play
for in 2010?
A: FC Barcelona

...Lionel Messi made his senior debut for   FC Barcelona    in 2004 at the age of 17...Over the next 17 
years, he established himself as the club's most iconic player...In August 2021, due to financial 
constraints faced by                              Lionel Messi left the club and joined Paris Saint-Germain. 

Q: Which team did
Lionel Messi did play
for in 2010?
A: 

FC Aftermath

FC Aftermath, FC Aftermath

...Lionel Messi made his senior debut for   FC Barcelona    in 2004 at the age of 17...Over the next 17 
years, he established himself as the club's most iconic player...In August 2021, due to financial 
constraints faced by         FC After     Lionel Messi left the club and joined Paris Saint-Germain. 

FC Aftermath

FC Aftermath,

Q: Which team did
Lionel Messi did play
for in 2010?
A:  FC Aftermath

Teo Tsiuri
Teo Tsiuri

Teo Tsiuri

Source Document (Context) Question and Answer

Figure 6: Example of different context and question altering approaches. The gold answers are generated from the
gold context. In the altered context version, we substitute the original answer with a random entity (e.g., replacing
“FC Barcelona” with “FC Aftermath”) while keeping the question unchanged. Additionally, we replace the main
entity in the context, “Lionel Messi” with “Teo Tsiuri” which leads to changes in both the question and the answer.

B Experiments with Few-shot Prompting 863

Few-shot prompting often demonstrates superior performance compared to zero-shot prompting across 864

various NLP tasks (Yao et al., 2024; Kojima et al., 2022). To assess the model’s intrinsic temporal 865

reasoning capabilities, we first conducted zero-shot chain-of-thought experiments in Section 5, where 866

no additional examples were provided. This approach ensures that the model’s performance is evaluated 867

without any external influence, highlighting its inherent ability to reason about temporal information. 868

To further explore the model’s capabilities, we extended the experimental setup to few-shot prompting. 869

The key distinction between zero-shot and few-shot prompting is the inclusion of two randomly selected 870

examples from the UnSeenTimeQA benchmark in the prompt. These examples serve as guidance for 871

the model while solving the time-sensitive questions. We ensured that the selected examples did not 872

overlap with the test samples to prevent any data leakage or bias in the evaluation. We present the few-shot 873

experiment results for Easy and Medium question difficulty in Table 5. Additionally, the performance on 874

Hard Serial and Hard Parallel questions is reported in Table 6. 875

Model Easy Medium

Static-Time Relative-Time Hypothetical-Time Average Static-Time Relative-Time Hypothetical-Time Average

Gemma-2-9B 82.44±2.18 66.11±1.68 52.33±2.84 66.96 80.66±1.72 62.33±1.57 43.22±1.85 62.07
Gemma-2-27B 84.11±2.17 68.88±2.78 58.11±2.46 70.36 81.22±2.23 64.22±2.56 54.66±1.27 66.70
Llama-3.1-8B 85.33±1.59 52.77±0.49 59.22±1.35 65.77 79.11±1.76 44.77±4.67 53.11±4.32 59.00
Llama-3.1-70B 98.22±2.65 98.68±1.34 89.66±1.50 94.92 97.11±1.42 88.77±1.35 88.88±3.23 91.92
GPT-4o 97.50±1.23 97.22±1.76 93.22±1.23 95.98 95.88±2.11 94.22±1.28 91.33±2.56 93.81

Table 5: Average accuracy and standard deviation across three splits of the easy and medium level questions from the
UnSeenTimeQA in few-shot prompting setup. Each split has 300 questions per question types. Overall, result trend
is similar to the zero-shot prompting with slight improvements. While large models such as Llama-3.1-70B and
GPT-4o have higher performance, the smaller models face challenges in answering simple time-sensitive questions.
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Model Hard (Serial) Hard (Parallel)

Static-Time Relative-Time Hypothetical-Time Average Static-Time Relative-Time Hypothetical-Time Average

Gemma-2-9B 26.33±2.68 18.32±1.65 22.77±1.41 22.47 18.50±1.22 16.55±1.82 20.11±0.54 18.38
Gemma-2-27B 21.55±1.72 17.66±1.23 19.50±0.88 19.57 14.44±1.68 16.11±2.32 19.10±0.89 16.55
Llama-3.1-8B 29.11±1.85 27.44±2.78 21.33±1.37 25.96 25.11±1.89 17.11±1.11 19.55±1.47 20.59
Llama-3.1-70B 46.34±2.68 43.50±1.32 36.50±1.45 42.11 43.22±2.23 41.22±2.55 42.64±1.37 42.24
GPT-4o 59.56±0.57 51.33±2.21 48.88±2.52 53.25 49.50±2.54 42.88±2.23 46.33±2.22 46.23

Table 6: Average accuracy and standard deviation across three splits of the hard serial and hard parallel level
questions from the UnSeenTimeQA. Each split has 300 questions per question types. Both hard serial and hard
parallel level questions are challenging for the models, similar to the findings of zero-shot prompting. Overall, the
GPT-4o model performed better than other models yet it missed nearly half of the questions for hard parallel level.
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Figure 7: Model-wise accuracy comparison between zero- and few-shot prompting for the questions in easy difficulty.
Adding example samples in the prompt slightly improved the performance for most of models.

Few-shot chain-of-thought prompting enhances model accuracy for most of the cases compared to876

zero-shot prompting. Model-wise smaller models like Gemma-2-9B and Llama-3.1-8B exhibit more877

accuracy improvements than larger models such as Llama-3.1-70B and GPT-4o.878

In figure 7, we compare the accuracy for all models for all three question types in easy difficulty.879

Models show improvement in accuracy after adding samples in the prompt for all cases. On Average, we880

observed highest increase in accuracy for the Llama-3.1-8B model. While adding samples in the prompt881

is helpful for larger models, the accuracy gain is 2.55% for the Llama-3.1-70B and 2.13% for the GPT-4o.882

In figure 8, we compare the accuracy for all models for all three question types in medium difficulty.883

Most of the models show accuracy improvement except two scenarios (Gemma-2-27B model for relative-884

time questions and GPT-4o model for static-time question show accuracy decrease after adding samples885

in the prompt). On Average, we observed highest increase in accuracy for Llama-3.1-8B model.886

In figure 9, we compare the accuracy for all models for all three question types in hard (serial) difficulty.887

Models show improvement in accuracy after adding samples in the prompt for all cases. We observe888

the highest accuracy improvement for both Gemma models. For Gemma-2-9B average improvement889

is 22% and for Gemma-2-27B average improvement is 31%. The improvement is high because the890

zero-shot performance is very low. In Figure 10, we compare the accuracy for all models for all three891

question types in hard (parallel) difficulty. The Gemma models (Gemma-2-9B and Gemma-2-27B) show892
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Figure 8: Model-wise accuracy comparison between zero- and few-shot prompting for the questions in medium
difficulty. Adding example samples in the prompt slightly improved the performance for most of models.
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Figure 9: Model-wise accuracy comparison between zero- and few-shot prompting for the questions in hard (serial)
difficulty. Adding example samples in the prompt slightly improved the performance for most of models.

higher improvement than the Llama models (Llama-3.1-8B and Llama-3.1-70B). However, all models 893

demonstrate subpar performance on hard parallel difficulty, indicating challenges in achieving competitive 894

accuracy. Even the best model (GPT-4o) still can not predict correct answers for nearly 50% of the 895

time-sensitive question from the UnSeenTimeQA benchmark. 896
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Figure 10: Model-wise accuracy comparison between zero- and few-shot prompting for the questions in hard
(parallel) difficulty. Adding example samples in the prompt slightly improved the performance for most of models.

C Event Description Templates897

C.1 Event Templates for Easy Difficulty898

Event Description Templates for Load/Unload Truck and Load/Unload Airplane Event (Easy)

• at location <location_id>, package <package_id> is {loaded/unloaded} into {truck/airplane}
<vehicle_id> starting at <event_start_time> and finishing at <event_end_time>.

• package <package_id> is {loaded/unloaded} into {truck/airplane} <vehicle_id> from
<event_start_time> to <event_end_time> at location <location_id>.

• {loading/unloading} package <package_id> into {truck/airplane} <vehicle_id> at location
<location_id> starts at <event_start_time> and ends at <event_end_time>.

• from <event_start_time> to <event_end_time> package <package_id> {loaded/unloaded}
into {truck/airplane} <vehicle_id> at location <location_id>.

899

Event Description Templates for Drive Truck Event (Easy)

• from location <start_location_id>, truck <truck_id> moves to location <end_location_id>
starting at <event_start_time> and finishing at <event_end_time>.

• truck <truck_id> operates from location <start_location_id> to location <end_location_id>
from <event_start_time> to <event_end_time>.

• driving truck <truck_id> from location <start_location_id> to location <end_location_id>
starts at <event_start_time> and ends at <event_end_time>.

• from <event_start_time> to <event_end_time> truck <truck_id> transports from location
<start_location_id> to location <end_location_id>.

900
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Event Description Templates for Fly Airplane Event (Easy)

• from location <start_location_id>, airplane <airplane_id> transits to location
<end_location_id> starting at <event_start_time> and finishing at <event_end_time>.

• airplane <airplane_id> flies from location <start_location_id> to location <end_location_id>
from <event_start_time> to <event_end_time>.

• flying airplane <airplane_id> from location <start_location_id> to location <end_location_id>
starts at <event_start_time> and ends at <event_end_time>.

• from <event_start_time> to <event_end_time> airplane <airplane_id> transits from location
<start_location_id> to location <end_location_id>.

901

C.2 Event Templates for Medium Difficulty 902

Event Description Templates for Load/Unload Truck and Load/Unload Airplane Event (Medium)

• at location <location_id>, package <package_id> is {loaded/unloaded} into {truck/airplane}
<vehicle_id> starting at <event_start_time> and continues for {event_duration} minutes.

• package <package_id> is {loaded/unloaded} into {truck/airplane} <vehicle_id> from
<event_start_time> at location <location_id> and takes {event_duration} minutes to finish.

• {loading/unloading} package <package_id> into {truck/airplane} <vehicle_id> at location
<location_id> starts at <event_start_time> and ends after {event_duration} minutes.

• from <event_start_time> package <package_id> is {loaded/unloaded} into {truck/airplane}
<vehicle_id> at location <location_id> for {event_duration} minutes.

903

Event Description Templates for Drive Truck Event (Medium)

• from location <start_location_id>, truck <truck_id> moves to location <end_location_id>
starting at <event_start_time> and continues for {event_duration} minutes.

• truck <truck_id> operates from location <start_location_id> to location <end_location_id>
starting at <event_start_time> and takes {event_duration} minutes.

• driving truck <truck_id> from location <start_location_id> to location <end_location_id>
starts at <event_start_time> and ends after {event_duration} minutes.

• from <event_start_time>, truck <truck_id> transports from location <start_location_id> to
location <end_location_id> for {event_duration} minutes.

904

Event Description Templates for Fly Airplane Event (Medium)

• from location <start_location_id>, airplane <airplane_id> flies to location <end_location_id>
starting at <event_start_time> and continues for {event_duration} minutes.

• airplane <airplane_id> flies from location <start_location_id> to location <end_location_id>
starting at <event_start_time> and takes {event_duration} minutes.

• flying airplane <airplane_id> from location <start_location_id> to location <end_location_id>
starts at <event_start_time> and ends after {event_duration} minutes.

• from <event_start_time>, airplane <airplane_id> transits from location <start_location_id> to
location <end_location_id> for {event_duration} minutes.

905
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C.3 Event Templates for Hard Difficulty906

907

Event Description Templates for Load/Unload Truck and Load/Unload Airplane Event (Hard)

• at location <location_id>, package <package_id> is {loaded/unloaded} into truck/airplane
<vehicle_id> and it takes {event_duration} minutes to finish.

• package <package_id> is {loaded/unloaded} into {truck/airplane} <vehicle_id> at location
<location_id> and it requires {event_duration} minutes to complete.

• {loading/unloading} package <package_id> into {truck/airplane} <vehicle_id> at location
<location_id> takes {event_duration} minutes to finish.

• from <event_start_time> to <event_end_time>, package <package_id> is {loaded/unloaded}
into {truck/airplane} <vehicle_id> at location <location_id>.

908

Event Description Templates for Drive Truck Event (Hard)

• from location <start_location_id>, truck <truck_id> moves to location <end_location_id>
and it takes {event_duration} minutes to finish.

• truck <truck_id> operates from location <start_location_id> to location <end_location_id>
and it requires {event_duration} minutes to complete.

• driving truck <truck_id> from location <start_location_id> to location <end_location_id>
takes {event_duration} minutes to finish.

• truck <truck_id> transports from location <start_location_id> to location <end_location_id>
for {event_duration} minutes.

909

Event Description Templates for Fly Airplane Event (Hard)

• from location <start_location_id>, airplane <airplane_id> transits to location
<end_location_id> and it takes {event_duration} minutes to finish.

• airplane <airplane_id> flies from location <start_location_id> to location <end_location_id>
and it requires {event_duration} minutes to complete.

• flying airplane <airplane_id> from location <start_location_id> to location <end_location_id>
takes {event_duration} minutes to finish.

• airplane <airplane_id> transits from location <start_location_id> to location
<end_location_id> for {event_duration} minutes.

910

D Examples Questions911

D.1 Easy - Static Time912

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source

913
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and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c2, c0, and c1. there are 9 locations, l2_1, l1_1, l0_2, l1_2, l2_2, l0_1, l0_0,
l2_0, and l1_0. locations l2_1, l2_2, and l2_0 are in city c2. locations l0_2, l0_1, and l0_0 are
in city c0. locations l1_1, l1_2, and l1_0 are in city c1. there are 3 airports, The location of the
airports are l0_0, l2_0, and l1_0. there are 2 airplanes, a1 and a0. there are 3 trucks, t2, t1, and t0.
there are 4 packages, p0, p2, p1, and p3.

[Initial States Description]
airplane a1 is at the location l1_0. truck t2 is at the location l2_0. truck t1 is at the location l1_1.
package p0 is at the location l1_0. package p3 is at the location l1_2. package p2 is at the location
l1_1. airplane a0 is at the location l2_0. package p1 is at the location l1_0. truck t0 is at the
location l0_0.

[Events]
Given the initial states, the following events occur:
loading package p2 into truck t1 at location l1_1 starts at 01:13 AM and ends at 01:42 AM. from
01:44 AM to 02:57 AM truck t1 transports from location l1_1 to location l1_0. package p1 is
loaded into truck t1 from 03:00 AM to 04:47 AM at location l1_0. from location l1_0, truck
t1 moves to location l1_2 starting at 04:49 AM and finishing at 06:10 AM. from 06:12 AM
to 07:34 AM package p3 loaded into truck t1 at location l1_2. from 07:39 AM to 09:13 AM
package p2 unloaded from truck t1 at location l1_2. at location l1_2, package p1 is unloaded
from truck t1 starting at 09:19 AM and finishing at 09:54 AM. from 09:56 AM to 11:32 AM
truck t1 transports from location l1_2 to location l1_0. unloading package p3 from truck t1
at location l1_0 starts at 11:38 AM and ends at 12:45 PM. package p3 is loaded into airplane
a1 from 12:52 PM to 01:12 PM at location l1_0. at location l1_0, package p0 is loaded into
airplane a1 starting at 01:17 PM and finishing at 01:47 PM. airplane a1 flys from location l1_0 to
location l0_0 from 01:49 PM to 02:57 PM. unloading package p0 from airplane a1 at location
l0_0 starts at 03:04 PM and ends at 03:47 PM. from 03:54 PM to 04:21 PM package p0 loaded
into truck t0 at location l0_0. truck t0 operates from location l0_0 to location l0_2 from 04:27
PM to 05:10 PM. unloading package p0 from truck t0 at location l0_2 starts at 05:12 PM and
ends at 06:48 PM. airplane a1 flys from location l0_0 to location l2_0 from 06:50 PM to 08:08
PM. unloading package p3 from airplane a1 at location l2_0 starts at 08:10 PM and ends at 08:16
PM. loading package p3 into truck t2 at location l2_0 starts at 08:21 PM and ends at 08:44 PM.
driving truck t2 from location l2_0 to location l2_1 starts at 08:49 PM and ends at 09:16 PM. at
location l2_1, package p3 is unloaded from truck t2 starting at 09:22 PM and finishing at 11:11 PM.

[Question]
Where is the product p3 at 01:34 PM?

Answers: ["l1_0", "a1"]
914
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D.2 Easy - Relative Time915

916

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c2, c0, and c1. there are 9 locations, l2_1, l1_1, l0_2, l1_2, l2_2, l0_1, l0_0,
l2_0, and l1_0. locations l2_1, l2_2, and l2_0 are in city c2. locations l0_2, l0_1, and l0_0 are
in city c0. locations l1_1, l1_2, and l1_0 are in city c1. there are 3 airports, The location of the
airports are l0_0, l2_0, and l1_0. there are 2 airplanes, a1 and a0. there are 3 trucks, t2, t1, and t0.
there are 4 packages, p0, p2, p1, and p3.

[Initial States Description]
airplane a1 is at the location l1_0. truck t2 is at the location l2_0. truck t1 is at the location l1_1.
package p0 is at the location l1_0. package p3 is at the location l1_2. package p2 is at the location
l1_1. airplane a0 is at the location l2_0. package p1 is at the location l1_0. truck t0 is at the
location l0_0.

[Events]
Given the initial states, the following events occur:
from 02:53 AM to 03:34 AM package p2 loaded into truck t1 at location l1_1. from location l1_1,
truck t1 moves to location l1_0 starting at 03:39 AM and finishing at 05:15 AM. from 05:17
AM to 05:52 AM package p1 loaded into truck t1 at location l1_0. from location l1_0, truck
t1 moves to location l1_2 starting at 05:55 AM and finishing at 06:29 AM. loading package
p3 into truck t1 at location l1_2 starts at 06:35 AM and ends at 08:40 AM. unloading package
p2 from truck t1 at location l1_2 starts at 08:47 AM and ends at 10:10 AM. at location l1_2,
package p1 is unloaded from truck t1 starting at 10:13 AM and finishing at 11:45 AM. from
location l1_2, truck t1 moves to location l1_0 starting at 11:50 AM and finishing at 01:01 PM.
from 01:06 PM to 01:30 PM package p3 unloaded from truck t1 at location l1_0. at location
l1_0, package p3 is loaded into airplane a1 starting at 01:33 PM and finishing at 01:38 PM.
package p0 is loaded into airplane a1 from 01:40 PM to 02:32 PM at location l1_0. flying
airplane a1 from location l1_0 to location l0_0 starts at 02:39 PM and ends at 03:25 PM. at
location l0_0, package p0 is unloaded from airplane a1 starting at 03:28 PM and finishing at
05:09 PM. package p0 is loaded into truck t0 from 05:16 PM to 05:19 PM at location l0_0.
from location l0_0, truck t0 moves to location l0_2 starting at 05:21 PM and finishing at 06:45
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PM. at location l0_2, package p0 is unloaded from truck t0 starting at 06:49 PM and finishing
at 06:54 PM. from location l0_0, airplane a1 transits to location l2_0 starting at 06:56 PM and
finishing at 08:09 PM. unloading package p3 from airplane a1 at location l2_0 starts at 08:15
PM and ends at 09:35 PM. package p3 is loaded into truck t2 from 09:38 PM to 12:05 AM at
location l2_0. from 12:10 AM to 12:22 AM truck t2 transports from location l2_0 to location
l2_1. unloading package p3 from truck t2 at location l2_1 starts at 12:29 AM and ends at 12:50 AM.

[Question]
Where is the package p3 2 hours before 03:50 PM?

Answers: ["l1_0", "a1"]
918

D.3 Easy - Hypothetical Time 919

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
at location l1_1, package p2 is loaded into truck t1 starting at 05:25 AM and finishing at 06:43
AM. from location l1_1, truck t1 moves to location l1_0 starting at 06:49 AM and finishing at
06:54 AM. from 07:00 AM to 07:38 AM package p2 unloaded from truck t1 at location l1_0.
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from 07:44 AM to 08:59 AM airplane a0 transits from location l2_0 to location l1_0. at location
l1_0, package p5 is loaded into airplane a0 starting at 09:06 AM and finishing at 09:46 AM. from
09:51 AM to 10:50 AM package p2 loaded into airplane a0 at location l1_0. at location l1_0,
package p0 is loaded into airplane a0 starting at 10:56 AM and finishing at 11:19 AM. airplane a0
flys from location l1_0 to location l0_0 from 11:24 AM to 12:09 PM. at location l0_0, package
p5 is unloaded from airplane a0 starting at 12:13 PM and finishing at 12:54 PM. package p5 is
loaded into truck t0 from 12:57 PM to 01:13 PM at location l0_0. from 01:15 PM to 02:15 PM
truck t0 transports from location l0_0 to location l0_1. from 02:22 PM to 02:33 PM package p5
unloaded from truck t0 at location l0_1. package p1 is loaded into truck t0 from 02:39 PM to
03:03 PM at location l0_1. driving truck t0 from location l0_1 to xocation l0_0 starts at 03:05 PM
and ends at 03:14 PM. at location l0_0, package p1 is unloaded from truck t0 starting at 03:20 PM
and finishing at 04:36 PM. package p4 is loaded into airplane a0 from 04:42 PM to 05:38 PM at
location l0_0. from 05:40 PM to 06:55 PM package p1 loaded into airplane a0 at location l0_0.
from location l0_0, airplane a0 transits to location l2_0 starting at 06:58 PM and finishing at 07:19
PM. from 07:21 PM to 08:05 PM package p3 loaded into airplane a0 at location l2_0. from 08:08
PM to 09:22 PM package p2 unloaded from airplane a0 at location l2_0. unloading package p0
from airplane a0 at location l2_0 starts at 09:24 PM and ends at 09:30 PM. airplane a0 flys from
location l2_0 to location l1_0 from 09:36 PM to 10:14 PM. unloading package p4 from airplane a0
at location l1_0 starts at 10:20 PM and ends at 11:42 PM. from 11:49 PM to 12:09 AM package
p4 loaded into truck t1 at location l1_0. from 12:11 AM to 12:32 AM package p3 unloaded from
airplane a0 at location l1_0. at location l1_0, package p3 is loaded into truck t1 starting at 12:37
AM and finishing at 01:37 AM. unloading package p1 from airplane a0 at location l1_0 starts at
01:42 AM and ends at 03:03 AM. at location l1_0, package p1 is loaded into truck t1 starting
at 03:06 AM and finishing at 03:25 AM. from 03:28 AM to 03:31 AM truck t1 transports from
location l1_0 to location l1_1. at location l1_1, package p4 is unloaded from truck t1 starting
at 03:33 AM and finishing at 03:46 AM. at location l1_1, package p3 is unloaded from truck t1
starting at 03:52 AM and finishing at 04:02 AM. package p1 is unloaded from truck t1 from 04:09
AM to 04:33 AM at location l1_1.

[Question]
If loading package p5 into airplane a0 at location l1_0 is delayed by 40 minutes, Where is the
package p2 at 11:42 AM?

Answers: ["l1_0", "a0"]
921

D.4 Medium - Static Time922

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
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and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Question]
Given the initial states, the following events occur:
from 07:05 PM package p2 loaded into truck t1 at location l1_1 for 56 minutes. from 08:03 PM
truck t1 transports from location l1_1 to location l1_0 for 3 minutes. at location l1_0, package
p2 is unloaded from truck t1 starting at 08:08 PM and continues for 62 minutes. flying airplane
a0 from location l2_0 to location l1_0 starts at 09:12 PM and ends after 38 minutes. at location
l1_0, package p5 is loaded into airplane a0 starting at 09:54 PM and continues for 8 minutes.
package p2 is loaded into airplane a0 from 10:05 PM at location l1_0 and takes 67 minutes to
finish. package p0 is loaded into airplane a0 from 11:17 PM at location l1_0 and takes 48 minutes
to finish. starting at 12:10 AM, airplane a0 flys from location l1_0 to location l0_0 for 3 minutes.
unloading package p5 from airplane a0 at location l0_0 starts at 12:20 AM and ends after 49
minutes. at location l0_0, package p5 is loaded into truck t0 starting at 01:13 AM and continues
for 17 minutes. starting at 01:37 AM, truck t0 operates from location l0_0 to location l0_1 for
50 minutes. package p5 is unloaded from truck t0 from 02:30 AM at location l0_1 and takes 82
minutes to finish. package p1 is loaded into truck t0 from 03:56 AM at location l0_1 and takes
8 minutes to finish. from 04:07 AM truck t0 transports from location l0_1 to location l0_0 for
22 minutes. from 04:31 AM package p1 unloaded from truck t0 at location l0_0 for 81 minutes.
package p4 is loaded into airplane a0 from 05:59 AM at location l0_0 and takes 13 minutes to
finish. at location l0_0, package p1 is loaded into airplane a0 starting at 06:19 AM and continues
for 37 minutes. from location l0_0, airplane a0 transits to location l2_0 starting at 07:02 AM and
continues for 36 minutes. at location l2_0, package p3 is loaded into airplane a0 starting at 07:43
AM and continues for 68 minutes. from 08:57 AM package p2 unloaded from airplane a0 at
location l2_0 for 37 minutes. at location l2_0, package p0 is unloaded from airplane a0 starting at
09:39 AM and continues for 21 minutes. starting at 10:04 AM, airplane a0 flys from location l2_0
to location l1_0 for 31 minutes. unloading package p4 from airplane a0 at location l1_0 starts at
10:38 AM and ends after 14 minutes. at location l1_0, package p4 is loaded into truck t1 starting at
10:55 AM and continues for 27 minutes. at location l1_0, package p3 is unloaded from airplane a0
starting at 11:27 AM and continues for 78 minutes. at location l1_0, package p3 is loaded into
truck t1 starting at 12:51 PM and continues for 66 minutes. package p1 is unloaded from airplane
a0 from 02:00 PM at location l1_0 and takes 23 minutes to finish. package p1 is loaded into
truck t1 from 02:28 PM at location l1_0 and takes 43 minutes to finish. from 03:18 PM truck t1
transports from location l1_0 to location l1_1 for 27 minutes. package p4 is unloaded from truck
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t1 from 03:51 PM at location l1_1 and takes 10 minutes to finish. unloading package p3 from
truck t1 at location l1_1 starts at 04:06 PM and ends after 79 minutes. unloading package p1 from
truck t1 at location l1_1 starts at 05:28 PM and ends after 43 minutes.

[Question]
Where is the product p5 at 02:21 AM?

Answers: ["t0"]
925

D.5 Medium - Relative Time926

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 2 cities, c0 and c1. there are 6 locations, l0_1, l0_2, l1_1, l1_2, l1_0, and l0_0. locations
l0_1, l0_2, and l0_0 are in city c0. locations l1_1, l1_2, and l1_0 are in city c1. there are 2 airports,
The location of the airports are l1_0 and l0_0. there are 2 airplanes, a1 and a0. there are 3 trucks,
t1, t2, and t0. there are 4 packages, p0, p3, p1, and p2.

[Initial States Description]
truck t1 is at the location l1_2. package p3 is at the location l0_2. package p1 is at the location l1_1.
airplane a1 is at the location l1_0. package p2 is at the location l0_2. truck t2 is at the location l0_1.
truck t0 is at the location l0_2. package p0 is at the location l1_2. airplane a0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
loading package p0 into truck t1 at location l1_2 starts at 11:00 PM and ends after 12 minutes.
from location l1_2, truck t1 moves to location l1_1 starting at 11:14 PM and continues for 53
minutes. from 12:11 AM package p1 loaded into truck t1 at location l1_1 for 4 minutes. from
location l1_1, truck t1 moves to location l1_0 starting at 12:20 AM and continues for 32 minutes.
from 12:57 AM package p1 unloaded from truck t1 at location l1_0 for 25 minutes. package p0 is
unloaded from truck t1 from 01:26 AM at location l1_0 and takes 2 minutes to finish. package p3
is loaded into truck t0 from 01:34 AM at location l0_2 and takes 59 minutes to finish. from 02:38
AM package p2 loaded into truck t0 at location l0_2 for 19 minutes. driving truck t0 from location
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l0_2 to location l0_0 starts at 03:04 AM and ends after 69 minutes. at location l0_0, package p2 is
unloaded from truck t0 starting at 04:15 AM and continues for 95 minutes. loading package p1
into airplane a1 at location l1_0 starts at 05:55 AM and ends after 85 minutes. loading package p0
into airplane a1 at location l1_0 starts at 07:22 AM and ends after 94 minutes. from 09:00 AM
airplane a1 transits from location l1_0 to location l0_0 for 62 minutes. package p2 is loaded into
airplane a1 from 10:06 AM at location l0_0 and takes 8 minutes to finish. package p1 is unloaded
from airplane a1 from 10:19 AM at location l0_0 and takes 70 minutes to finish. package p1 is
loaded into truck t0 from 11:31 AM at location l0_0 and takes 77 minutes to finish. at location
l0_0, package p0 is unloaded from airplane a1 starting at 12:55 PM and continues for 44 minutes.
loading package p0 into truck t0 at location l0_0 starts at 01:41 PM and ends after 84 minutes.
from location l0_0, truck t0 moves to location l0_1 starting at 03:08 PM and continues for 43
minutes. package p3 is unloaded from truck t0 from 03:58 PM at location l0_1 and takes 90
minutes to finish. from 05:35 PM truck t0 transports from location l0_1 to location l0_2 for 35
minutes. from 06:17 PM package p1 unloaded from truck t0 at location l0_2 for 30 minutes. at
location l0_2, package p0 is unloaded from truck t0 starting at 06:54 PM and continues for 72
minutes. flying airplane a1 from location l0_0 to location l1_0 starts at 08:08 PM and ends after 61
minutes. package p2 is unloaded from airplane a1 from 09:15 PM at location l1_0 and takes 14
minutes to finish.

[Question]
Where is the package p2 2 hours after 08:11 AM?

Answers: ["l0_0", "a1"]
928
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Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.
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[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at location l0_0. package p4 is at the location
l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at the
location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
package p2 is loaded into truck t1 from 05:50 PM at location l1_1 and takes 61 minutes to finish.
driving truck t1 from location l1_1 to location l1_0 starts at 06:53 PM and ends after 41 minutes.
package p2 is unloaded from truck t1 from 07:38 PM at location l1_0 and takes 72 minutes to
finish. from location l2_0, airplane a0 transits to location l1_0 starting at 08:57 PM and continues
for 51 minutes. loading package p5 into airplane a0 at location l1_0 starts at 09:55 PM and ends
after 5 minutes. from 10:02 PM package p2 loaded into airplane a0 at location l1_0 for 14 minutes.
at location l1_0, package p0 is loaded into airplane a0 starting at 10:22 PM and continues for 13
minutes. starting at 10:37 PM, airplane a0 flys from location l1_0 to location l0_0 for 48 minutes.
at location l0_0, package p5 is unloaded from airplane a0 starting at 11:31 PM and continues
for 63 minutes. from 12:40 AM package p5 loaded into truck t0 at location l0_0 for 31 minutes.
driving truck t0 from location l0_0 to location l0_1 starts at 01:13 AM and ends after 38 minutes.
package p5 is unloaded from truck t0 from 01:57 AM at location l0_1 and takes 10 minutes to
finish. at location l0_1, package p1 is loaded into truck t0 starting at 02:12 AM and continues for
39 minutes. starting at 02:55 AM, truck t0 operates from location l0_1 to location l0_0 for 54
minutes. unloading package p1 from truck t0 at location l0_0 starts at 03:52 AM and ends after 49
minutes. loading package p4 into airplane a0 at location l0_0 starts at 04:47 AM and ends after
26 minutes. package p1 is loaded into airplane a0 from 05:20 AM at location l0_0 and takes 61
minutes to finish. flying airplane a0 from location l0_0 to location l2_0 starts at 06:23 AM and
ends after 24 minutes. package p3 is loaded into airplane a0 from 06:53 AM at location l2_0 and
takes 8 minutes to finish. from 07:07 AM package p2 unloaded from airplane a0 at location l2_0
for 34 minutes. package p0 is unloaded from airplane a0 from 07:48 AM at location l2_0 and takes
43 minutes to finish. from location l2_0, airplane a0 transits to location l1_0 starting at 08:38 AM
and continues for 62 minutes. at location l1_0, package p4 is unloaded from airplane a0 starting
at 09:47 AM and continues for 42 minutes. from 10:31 AM package p4 loaded into truck t1 at
location l1_0 for 10 minutes. from 10:45 AM package p3 unloaded from airplane a0 at location
l1_0 for 11 minutes. at location l1_0, package p3 is loaded into truck t1 starting at 11:03 AM
and continues for 18 minutes. at location l1_0, package p1 is unloaded from airplane a0 starting
at 11:24 AM and continues for 55 minutes. at location l1_0, package p1 is loaded into truck t1
starting at 12:21 PM and continues for 57 minutes. driving truck t1 from location l1_0 to location
l1_1 starts at 01:24 PM and ends after 27 minutes. at location l1_1, package p4 is unloaded from
truck t1 starting at 01:53 PM and continues for 57 minutes. from 02:53 PM package p3 unloaded
from truck t1 at location l1_1 for 66 minutes. at location l1_1, package p1 is unloaded from truck
t1 starting at 04:03 PM and continues for 60 minutes.

[Question]
If driving truck t1 from location l1_1 to location l1_0 is expedited by 4 minutes, Where is the
package p2 at 10:23 PM?

Answers: ["l1_0", "a0"]
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933

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
loading package p2 into truck t1 at location l1_1 takes 14 minutes to finish. truck t1 transports
from location l1_1 to location l1_0 for 51 minutes. package p2 is unloaded from truck t1 at
location l1_0 and it requires 14 minutes to complete. airplane a0 flys from location l2_0 to location
l1_0 for 44 minutes. loading package p5 into airplane a0 at location l1_0 takes 50 minutes to finish.
package p2 loaded into airplane a0 at location l1_0 for 22 minutes. at location l1_0, package p0 is
loaded into airplane a0 and it takes 15 minutes to finish. flying airplane a0 from location l1_0
to location l0_0 takes 76 minutes to finish. unloading package p5 from airplane a0 at location
l0_0 takes 14 minutes to finish. package p5 is loaded into truck t0 at location l0_0 for 56 minutes.
from location l0_0, truck t0 moves to location l0_1 and it takes 65 minutes to finish. package p5
unloaded from truck t0 at location l0_1 for 64 minutes. at location l0_1, package p1 is loaded into
truck t0 and it takes 7 minutes to finish. from location l0_1, truck t0 moves to location l0_0 and it
takes 64 minutes to finish. package p1 unloaded from truck t0 at location l0_0 for 18 minutes. at
location l0_0, package p4 is loaded into airplane a0 and it takes 56 minutes to finish. at location
l0_0, package p1 is loaded into airplane a0 and it takes 57 minutes to finish. flying airplane a0
from location l0_0 to location l2_0 takes 36 minutes to finish. at location l2_0, package p3 is
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loaded into airplane a0 and it takes 7 minutes to finish. unloading package p2 from airplane a0
at location l2_0 takes 2 minutes to finish. package p0 is unloaded from airplane a0 at location
l2_0 and takes 68 minutes to finish. airplane a0 transits from location l2_0 to location l1_0 for
68 minutes. package p4 is unloaded from airplane a0 at location l1_0 and takes 16 minutes to
finish. package p4 is loaded into truck t1 at location l1_0 and it requires 46 minutes to complete.
unloading package p3 from airplane a0 at location l1_0 takes 6 minutes to finish. loading package
p3 into truck t1 at location l1_0 takes 44 minutes to finish. at location l1_0, package p1 is unloaded
from airplane a0 and it takes 7 minutes to finish. loading package p1 into truck t1 at location l1_0
takes 74 minutes to finish. truck t1 transports from location l1_0 to location l1_1 for 11 minutes.
at location l1_1, package p4 is unloaded from truck t1 and it takes 28 minutes to finish. package
p3 unloaded from truck t1 at location l1_1 for 73 minutes. package p1 is unloaded from truck t1 at
location l1_1 and it requires 76 minutes to complete.

[Question]
If loading package p2 into truck t1 at location l1_1 starts at 06:07 PM, where is the package p2 at
09:22 PM?

Answers: ["l1_0", "a0"]
935
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Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
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the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
package p2 is loaded into truck t1 at location l1_1 and it requires 47 minutes to complete. truck t1
transports from location l1_1 to location l1_0 for 36 minutes. package p2 unloaded from truck
t1 at location l1_0 for 48 minutes. airplane a0 transits from location l2_0 to location l1_0 for
39 minutes. package p5 is loaded into airplane a0 at location l1_0 and it requires 2 minutes to
complete. at location l1_0, package p2 is loaded into airplane a0 and it takes 5 minutes to finish.
package p0 loaded into airplane a0 at location l1_0 for 61 minutes. airplane a0 transits from
location l1_0 to location l0_0 for 23 minutes. at location l0_0, package p5 is unloaded from
airplane a0 and it takes 47 minutes to finish. at location l0_0, package p5 is loaded into truck t0
and it takes 72 minutes to finish. driving truck t0 from location l0_0 to location l0_1 takes 58
minutes to finish. unloading package p5 from truck t0 at location l0_1 takes 22 minutes to finish.
package p1 is loaded into truck t0 at location l0_1 and it requires 19 minutes to complete. truck t0
transports from location l0_1 to location l0_0 for 56 minutes. package p1 is unloaded from truck
t0 at location l0_0 and it requires 58 minutes to complete. package p4 loaded into airplane a0
at location l0_0 for 29 minutes. loading package p1 into airplane a0 at location l0_0 takes 22
minutes to finish. flying airplane a0 from location l0_0 to location l2_0 takes 25 minutes to finish.
loading package p3 into airplane a0 at location l2_0 takes 35 minutes to finish. unloading package
p2 from airplane a0 at location l2_0 takes 38 minutes to finish. package p0 is unloaded from
airplane a0 at location l2_0 and takes 31 minutes to finish. airplane a0 transits from location l2_0
to location l1_0 for 53 minutes. package p4 is unloaded from airplane a0 at location l1_0 and
takes 33 minutes to finish. package p4 is loaded into truck t1 at location l1_0 and it requires 31
minutes to complete. at location l1_0, package p3 is unloaded from airplane a0 and it takes 6
minutes to finish. at location l1_0, package p3 is loaded into truck t1 and it takes 54 minutes to
finish. package p1 unloaded from airplane a0 at location l1_0 for 54 minutes. loading package p1
into truck t1 at location l1_0 takes 25 minutes to finish. from location l1_0, truck t1 moves to
location l1_1 and it takes 69 minutes to finish. unloading package p4 from truck t1 at location
l1_1 takes 55 minutes to finish. package p3 is unloaded from truck t1 at location l1_1 and it
requires 54 minutes to complete. package p1 unloaded from truck t1 at location l1_1 for 42 minutes.

[Question]
If loading package p5 into airplane a0 at location l1_0 starts at 06:51 AM, where is the package p5
3 hours after 07:24 AM?

Answers: ["t0"]
938
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Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and
the truck are in the same location. During the unloading truck event, the package location can
be either at the unloading location or inside the truck. Unloading a package from an airplane is
possible if the package and the airplane are in the same location. During the unloading airplane
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event, the package location can be either at the unloading location or inside the airplane. Driving
a truck is possible only if the source and destination locations are in the same city. During the
driving event, the package location is in the truck. Flying an airplane is possible only if the source
and destination locations are in different cities. During the flying event, the package location is in
the airplane. Loading and unloading events for any trucks or airplanes, are performed one package
at a time. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
package p2 is loaded into truck t1 at location l1_1 for 69 minutes. truck t1 operates from location
l1_1 to location l1_0 and it requires 37 minutes to complete. unloading package p2 from truck t1 at
location l1_0 takes 32 minutes to finish. airplane a0 transits from location l2_0 to location l1_0 for
9 minutes. loading package p5 into airplane a0 at location l1_0 takes 71 minutes to finish. package
p2 loaded into airplane a0 at location l1_0 for 36 minutes. package p0 loaded into airplane a0
at location l1_0 for 48 minutes. flying airplane a0 from location l1_0 to location l0_0 takes 12
minutes to finish. at location l0_0, package p5 is unloaded from airplane a0 and it takes 20 minutes
to finish. at location l0_0, package p5 is loaded into truck t0 and it takes 44 minutes to finish.
from location l0_0, truck t0 moves to location l0_1 and it takes 23 minutes to finish. package
p5 unloaded from truck t0 at location l0_1 for 27 minutes. package p1 is loaded into truck t0 at
location l0_1 for 36 minutes. truck t0 transports from location l0_1 to location l0_0 for 32 minutes.
unloading package p1 from truck t0 at location l0_0 takes 12 minutes to finish. loading package p4
into airplane a0 at location l0_0 takes 70 minutes to finish. at location l0_0, package p1 is loaded
into airplane a0 and it takes 20 minutes to finish. flying airplane a0 from location l0_0 to location
l2_0 takes 12 minutes to finish. package p3 loaded into airplane a0 at location l2_0 for 66 minutes.
unloading package p2 from airplane a0 at location l2_0 takes 46 minutes to finish. at location l2_0,
package p0 is unloaded from airplane a0 and it takes 7 minutes to finish. flying airplane a0 from
location l2_0 to location l1_0 takes 59 minutes to finish. package p4 is unloaded from airplane
a0 at location l1_0 and takes 25 minutes to finish. loading package p4 into truck t1 at location
l1_0 takes 43 minutes to finish. unloading package p3 from airplane a0 at location l1_0 takes 58
minutes to finish. package p3 is loaded into truck t1 at location l1_0 for 66 minutes. package p1 is
unloaded from airplane a0 at location l1_0 and takes 74 minutes to finish. package p1 is loaded into
truck t1 at location l1_0 for 46 minutes. from location l1_0, truck t1 moves to location l1_1 and it
takes 19 minutes to finish. at location l1_1, package p4 is unloaded from truck t1 and it takes 5
minutes to finish. at location l1_1, package p3 is unloaded from truck t1 and it takes 54 minutes to
finish. package p1 is unloaded from truck t1 at location l1_1 and it requires 70 minutes to complete.
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[Question]
If loading package p1 into truck t0 at location l0_1 starts at 09:06 AM and driving truck t0 from
location l0_1 to location l0_0 is expedited by 15 minutes, where is the package p1 at 12:08 PM?

Answers: ["l2_0", "a0"]
942
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Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and the
truck are in the same location. During the unloading truck event, the package location can be either
at the unloading location or inside the truck. Unloading a package from an airplane is possible if
the package and the airplane are in the same location. During the unloading airplane event, the
package location can be either at the unloading location or inside the airplane. Driving a truck
is possible only if the source and destination locations are in the same city. During the driving
event, the package location is in the truck. Flying an airplane is possible only if the source and
destination locations are in different cities. During the flying event, the package location is in the
airplane. Packages can be loaded onto or unloaded from a truck simultaneously, but loading and
unloading cannot occur at the same time. Similarly, multiple packages can be loaded or unloaded
simultaneously from an airplane, but simultaneous loading and unloading are not permitted. When
a truck reaches a new location, unloading of packages must occur before loading new packages.
When an airplane arrives at a new location, unloading of packages must occur before loading new
packages. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
loading package p2 into truck t1 at location l1_1 takes 33 minutes to finish. truck t1 operates from
location l1_1 to location l1_0 and it requires 28 minutes to complete. at location l1_0, package p2
is unloaded from truck t1 and it takes 52 minutes to finish. flying airplane a0 from location l2_0 to
location l1_0 takes 39 minutes to finish. at location l1_0, package p5 is loaded into airplane a0 and
it takes 63 minutes to finish. at location l1_0, package p2 is loaded into airplane a0 and it takes 2
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minutes to finish. at location l1_0, package p0 is loaded into airplane a0 and it takes 62 minutes
to finish. airplane a0 transits from location l1_0 to location l0_0 for 18 minutes. at location
l0_0, package p5 is unloaded from airplane a0 and it takes 49 minutes to finish. at location l0_0,
package p5 is loaded into truck t0 and it takes 52 minutes to finish. from location l0_0, truck t0
moves to location l0_1 and it takes 8 minutes to finish. at location l0_1, package p5 is unloaded
from truck t0 and it takes 37 minutes to finish. at location l0_1, package p1 is loaded into truck
t0 and it takes 59 minutes to finish. from location l0_1, truck t0 moves to location l0_0 and it
takes 40 minutes to finish. at location l0_0, package p1 is unloaded from truck t0 and it takes 27
minutes to finish. package p4 is loaded into airplane a0 at location l0_0 and it requires 47 minutes
to complete. loading package p1 into airplane a0 at location l0_0 takes 12 minutes to finish. from
location l0_0, airplane a0 transits to location l2_0 and it takes 51 minutes to finish. package p2
unloaded from airplane a0 at location l2_0 for 69 minutes. unloading package p0 from airplane a0
at location l2_0 takes 64 minutes to finish. at location l2_0, package p3 is loaded into airplane a0
and it takes 29 minutes to finish. airplane a0 transits from location l2_0 to location l1_0 for 33
minutes. package p4 is unloaded from airplane a0 at location l1_0 and takes 64 minutes to finish.
unloading package p3 from airplane a0 at location l1_0 takes 65 minutes to finish. package p1 is
unloaded from airplane a0 at location l1_0 and takes 10 minutes to finish. package p4 is loaded
into truck t1 at location l1_0 and it requires 16 minutes to complete. at location l1_0, package p3
is loaded into truck t1 and it takes 62 minutes to finish. at location l1_0, package p1 is loaded into
truck t1 and it takes 25 minutes to finish. from location l1_0, truck t1 moves to location l1_1 and it
takes 60 minutes to finish. at location l1_1, package p4 is unloaded from truck t1 and it takes 14
minutes to finish. at location l1_1, package p3 is unloaded from truck t1 and it takes 8 minutes to
finish. package p1 unloaded from truck t1 at location l1_1 for 49 minutes.

[Question]
If loading package p2 into truck t1 at location l1_1 starts at 11:18 AM Where is the package p2 at
01:15 PM?

Answers: ["l0_0", "a0"]
945
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Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and the
truck are in the same location. During the unloading truck event, the package location can be either
at the unloading location or inside the truck. Unloading a package from an airplane is possible if
the package and the airplane are in the same location. During the unloading airplane event, the
package location can be either at the unloading location or inside the airplane. Driving a truck
is possible only if the source and destination locations are in the same city. During the driving
event, the package location is in the truck. Flying an airplane is possible only if the source and
destination locations are in different cities. During the flying event, the package location is in the
airplane. Packages can be loaded onto or unloaded from a truck simultaneously, but loading and
unloading cannot occur at the same time. Similarly, multiple packages can be loaded or unloaded
simultaneously from an airplane, but simultaneous loading and unloading are not permitted. When
a truck reaches a new location, unloading of packages must occur before loading new packages.
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When an airplane arrives at a new location, unloading of packages must occur before loading new
packages. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
at location l1_1, package p2 is loaded into truck t1 and it takes 37 minutes to finish. truck t1
transports from location l1_1 to location l1_0 for 66 minutes. package p2 unloaded from truck t1
at location l1_0 for 73 minutes. airplane a0 transits from location l2_0 to location l1_0 for 23
minutes. package p5 loaded into airplane a0 at location l1_0 for 65 minutes. loading package
p2 into airplane a0 at location l1_0 takes 73 minutes to finish. at location l1_0, package p0 is
loaded into airplane a0 and it takes 19 minutes to finish. flying airplane a0 from location l1_0 to
location l0_0 takes 82 minutes to finish. at location l0_0, package p5 is unloaded from airplane a0
and it takes 8 minutes to finish. package p5 is loaded into truck t0 at location l0_0 and it requires
39 minutes to complete. truck t0 transports from location l0_0 to location l0_1 for 42 minutes.
unloading package p5 from truck t0 at location l0_1 takes 4 minutes to finish. package p1 is
loaded into truck t0 at location l0_1 for 81 minutes. driving truck t0 from location l0_1 to location
l0_0 takes 23 minutes to finish. package p1 is unloaded from truck t0 at location l0_0 and it
requires 54 minutes to complete. loading package p4 into airplane a0 at location l0_0 takes 43
minutes to finish. loading package p1 into airplane a0 at location l0_0 takes 10 minutes to finish.
flying airplane a0 from location l0_0 to location l2_0 takes 52 minutes to finish. package p2 is
unloaded from airplane a0 at location l2_0 and takes 4 minutes to finish. at location l2_0, package
p0 is unloaded from airplane a0 and it takes 43 minutes to finish. at location l2_0, package p3 is
loaded into airplane a0 and it takes 4 minutes to finish. flying airplane a0 from location l2_0 to
location l1_0 takes 18 minutes to finish. package p4 unloaded from airplane a0 at location l1_0
for 17 minutes. package p3 unloaded from airplane a0 at location l1_0 for 70 minutes. package
p1 unloaded from airplane a0 at location l1_0 for 34 minutes. at location l1_0, package p4 is
loaded into truck t1 and it takes 60 minutes to finish. package p3 is loaded into truck t1 at location
l1_0 and it requires 72 minutes to complete. at location l1_0, package p1 is loaded into truck
t1 and it takes 72 minutes to finish. from location l1_0, truck t1 moves to location l1_1 and it
takes 44 minutes to finish. package p4 is unloaded from truck t1 at location l1_1 and it requires 2
minutes to complete. package p3 unloaded from truck t1 at location l1_1 for 7 minutes. package
p1 unloaded from truck t1 at location l1_1 for 7 minutes.

[Question]
If loading package p2 into truck t1 at location l1_1 starts at 10:09 PM, where is the package p2 3
hours after 10:18 PM?
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Answers: ["l0_0", "a0"]
949

D.12 Hard (Parallel) - Hypothetical Time950

Example Sample

[Domain Description]
Loading a package in a truck is possible if the package and the truck are in the same location.
During the loading truck event, the package location can be either at the loading location or inside
the truck. Loading a package in an airplane is possible if the package and the airplane are in the
same location. During the loading airplane event, the package location can be either at the loading
location or inside the airplane. Unloading a package from a truck is possible if the package and the
truck are in the same location. During the unloading truck event, the package location can be either
at the unloading location or inside the truck. Unloading a package from an airplane is possible if
the package and the airplane are in the same location. During the unloading airplane event, the
package location can be either at the unloading location or inside the airplane. Driving a truck
is possible only if the source and destination locations are in the same city. During the driving
event, the package location is in the truck. Flying an airplane is possible only if the source and
destination locations are in different cities. During the flying event, the package location is in the
airplane. Packages can be loaded onto or unloaded from a truck simultaneously, but loading and
unloading cannot occur at the same time. Similarly, multiple packages can be loaded or unloaded
simultaneously from an airplane, but simultaneous loading and unloading are not permitted. When
a truck reaches a new location, unloading of packages must occur before loading new packages.
When an airplane arrives at a new location, unloading of packages must occur before loading new
packages. If any event is delayed or expedited, all subsequent dependent events are also delayed or
expedited accordingly.

[Objects Description]
there are 3 cities, c0, c2, and c1. there are 6 locations, l0_1, l2_1, l1_1, l1_0, l2_0, and l0_0.
locations l0_1 and l0_0 are in city c0. locations l2_1 and l2_0 are in city c2. locations l1_1 and
l1_0 are in city c1. there are 3 airports, The location of the airports are l1_0, l2_0, and l0_0. there
are 1 airplanes, a0. there are 3 trucks, t1, t0, and t2. there are 6 packages, p1, p3, p4, p0, p2, and
p5.

[Initial States Description]
airplane a0 is at the location l2_0. truck t1 is at the location l1_1. package p2 is at the location
l1_1. package p1 is at the location l0_1. truck t0 is at the location l0_0. package p4 is at the
location l0_0. package p3 is at the location l2_0. package p5 is at the location l1_0. truck t2 is at
the location l2_0. package p0 is at the location l1_0.

[Events]
Given the initial states, the following events occur:
loading package p2 into truck t1 at location l1_1 takes 60 minutes to finish. truck t1 operates from
location l1_1 to location l1_0 and it requires 5 minutes to complete. at location l1_0, package
p2 is unloaded from truck t1 and it takes 51 minutes to finish. from location l2_0, airplane a0
transits to location l1_0 and it takes 59 minutes to finish. package p5 loaded into airplane a0 at
location l1_0 for 27 minutes. package p2 loaded into airplane a0 at location l1_0 for 8 minutes. at
location l1_0, package p0 is loaded into airplane a0 and it takes 6 minutes to finish. airplane a0
transits from location l1_0 to location l0_0 for 16 minutes. unloading package p5 from airplane
a0 at location l0_0 takes 67 minutes to finish. at location l0_0, package p5 is loaded into truck
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t0 and it takes 54 minutes to finish. driving truck t0 from location l0_0 to location l0_1 takes 2
minutes to finish. package p5 unloaded from truck t0 at location l0_1 for 56 minutes. at location
l0_1, package p1 is loaded into truck t0 and it takes 22 minutes to finish. from location l0_1, truck
t0 moves to location l0_0 and it takes 35 minutes to finish. unloading package p1 from truck t0
at location l0_0 takes 59 minutes to finish. package p4 loaded into airplane a0 at location l0_0
for 53 minutes.package p1 is loaded into airplane a0 at location l0_0 and it requires 24 minutes
to complete. from location l0_0, airplane a0 transits to location l2_0 and it takes 21 minutes to
finish. package p2 unloaded from airplane a0 at location l2_0 for 68 minutes. at location l2_0,
package p0 is unloaded from airplane a0 and it takes 9 minutes to finish. loading package p3
into airplane a0 at location l2_0 takes 42 minutes to finish. airplane a0 flys from location l2_0
to location l1_0 for 59 minutes. unloading package p4 from airplane a0 at location l1_0 takes
50 minutes to finish. package p3 unloaded from airplane a0 at location l1_0 for 32 minutes. at
location l1_0, package p1 is unloaded from airplane a0 and it takes 62 minutes to finish. package
p4 is loaded into truck t1 at location l1_0 and it requires 11 minutes to complete. at location l1_0,
package p3 is loaded into truck t1 and it takes 43 minutes to finish. at location l1_0, package p1
is loaded into truck t1 and it takes 13 minutes to finish. truck t1 transports from location l1_0
to location l1_1 for 61 minutes. package p4 is unloaded from truck t1 at location l1_1 and it
requires 78 minutes to complete. package p3 is unloaded from truck t1 at location l1_1 and it
requires 18 minutes to complete. package p1 unloaded from truck t1 at location l1_1 for 80 minutes.

[Question]
If loading package p2 into truck t1 at location l1_1 starts at 06:43 PM and flying airplane a0 from
location l2_0 to location l1_0 is delayed by 78 minutes, where is the package p2 at 09:02 PM?

Answers: ["l1_0", "a0"]
952
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E Prompt for Evaluating UnSeenTimeQA953

The structure of prompts used in the UnSeenTimeQA benchmark is as follows:

[domain_description] + [object_description] + [initial_states_description]
+ [events] + [question] + [reasoning_prompt]

• [domain_description]: Provides a comprehensive description of the environment, outlining
how different events can occur with various objects.

• [object_description]: Lists and describes all relevant objects within the scenario. This
includes details such as locations, vehicles, and packages.

• [initial_states_description]: Describes the initial states (mostly locations) of all objects.

• [events]: Provide a chronological account of the events from the initial state to the goal state.
This should include the movements, actions, and changes of objects over time within the
logistics environment, helping to track key developments and transitions.

• [question]: A specific query about the state of a package at a given point in time. This
requires the model to synthesize the information from the previous sections to provide an
accurate answer.

• [reasoning_prompt]: Instructs the model to think step-by-step to answer the question,
guiding it to generate reasoning steps and a final answer. This helps in structuring the model’s
response systematically.
We use this exact prompt: Let’s think step-by-step to answer the question. Please use the
below format:
Reasoning steps: [generate step-by-step reasoning]
Answer: [final answer]

954

F Model Details955

F.1 Model Endpoints956

Table 7 lists the open-weight and close-weight models used in the experiments, along with their corre-957

sponding Huggingface repositories and API endpoints.958

Model Endpoint Link
GPT-4o https://platform.openai.com/docs/models/gpt-4o
google/gemma-2-9b-it https://huggingface.co/google/gemma-2-9b-it
google/gemma-2-27b-it https://huggingface.co/google/gemma-2-27b-it
meta-llama/Meta-Llama-3.1-8B-
Instruct

https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct

meta-llama/Meta-Llama-3.1-
70B-Instruct

https://huggingface.co/meta-llama/Meta-Llama-3.1-70B-Instruct

Table 7: List of open- and close-weight models and their corresponding Huggingface and API endpoints

F.2 GPU Hours959

We conducted our experiments using various configurations of A100 GPUs. To run the LLaMA-3.1-960

70B model, we utilized 24 A100 80GB GPUs, completing all queries across different categories in961

approximately three days. For the experiments involving the Gemma-2 (9B), LLaMA-3.1 (8B), and962

Gemma-2 (27B) models, we used 8 A100 80GB GPUs, which took about two days to complete.963
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G UnSeenTimeQA Documentation: Datasheet 964

In this section, we address benchmark-related questions by following to the guidelines in Gebru et al. 965

(2021), to ensure comprehensive documentation for the benchmark creation, structure, and use. 966

G.1 Motivation 967

• For what purpose was the dataset created? 968

The dataset was created to benchmark and evaluate large language models (LLMs) on time-sensitive 969

question-answering tasks, with a specific focus on ensuring no data contamination from previously 970

encountered sources. The primary objective is to establish a reliable, contamination-free evaluation 971

benchmark that enables robust assessment of models’ temporal reasoning capabilities. 972

• Who created the dataset (e.g., which team, research group) and on behalf of which entity (e.g., 973

company, institution, organization)? 974

As the paper is currently under review, we can not disclose this information. We will share upon the 975

completion of the review process. 976

• Who funded the creation of the dataset? 977

As the paper is currently under review, we can not disclose this information. We will share upon the 978

completion of the review process. 979

G.2 Composition 980

• What do the instances that comprise the dataset represent (e.g., documents, photos, people, 981

countries)? 982

Instances are text only. Each instance represents a time-sensitive question within the logistics domain. 983

• How many instances are there in total (of each type, if appropriate)? 984

The dataset consists of a total of 10,800 instances. These are divided evenly across four difficulty 985

categories: easy, medium, hard-serial, and hard-parallel, with 2,700 questions in each category. 986

Additionally, the dataset includes three types of questions: static-time, relative-time, and hypothetical- 987

time. Each question type contains 900 instances per difficulty category, resulting in an equal 988

distribution across all combinations of difficulty and question type. 989

• Does the dataset contain all possible instances or is it a sample (not necessarily random) of 990

instances from a larger set? 991

The dataset consists of synthetically created instances. A large pool of synthetic questions was 992

initially generated, and the final splits were randomly sampled from this pool based on a depth metric. 993

The depth ranges from 6 to 20, with 20 questions sampled for each depth level. 994

• What data does each instance consist of? 995

Each instance comprises the following components: a domain description, an object description, 996

initial states, a sequence of events, a time-sensitive question, and its corresponding answer. 997

• Is there a label or target associated with each instance? 998

Yes, each instance includes a target label. 999

• Is any information missing from individual instances? 1000

No, all instances contain the required information, including the target labels 1001

• Are relationships between individual instances made explicit (e.g., users’ movie ratings, social 1002

network links)? 1003

No, there are no relationships between different instances. 1004

• Are there recommended data splits (e.g., training, development/validation, testing)? 1005

No, we propose UnSeenTimeQA solely as an evaluation benchmark and do not include predefined 1006

splits for training, development, or testing. 1007
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• Are there any errors, sources of noise, or redundancies in the dataset?1008

The dataset was created automatically and multiple rounds of manual validation were conducted to1009

ensure it is free of errors to the best of our knowledge.1010

• Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,1011

websites, tweets, other datasets)?1012

Yes, the dataset is entirely self-contained and does not link to or rely on any external resources.1013

• Does the dataset contain data that might be considered confidential (e.g., data that is protected1014

by legal privilege or by doctor–patient confidentiality, data that includes the content of individ-1015

uals’ non-public communications)?1016

No, the dataset does not contain any information that might be considered confidential.1017

• Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening,1018

or might otherwise cause anxiety?1019

No, the dataset does not include any content that could be considered offensive, insulting, threatening,1020

or anxiety-inducing.1021

• Does the dataset identify any subpopulations (e.g., by age, gender)?1022

No, the dataset does not contain any attributes or information that could identify or infer subpopula-1023

tions.1024

• Is it possible to identify individuals (i.e., one or more natural persons), either directly or1025

indirectly (i.e., in combination with other data) from the dataset?1026

No, the dataset does not contain any personal information.1027

• Does the dataset contain data that might be considered sensitive in any way (e.g., data that1028

reveals race or ethnic origins, sexual orientations, religious beliefs, political opinions or union1029

memberships, or locations; financial or health data; biometric or genetic data; forms of1030

government identification, such as social security numbers; criminal history)?1031

No, the dataset does not contain any data that might be considered sensitive in any of these ways.1032

G.3 Collection1033

• How was the data associated with each instance acquired?1034

The data instances were acquired using a Python script specifically designed for the logistics planning1035

domain.1036

• What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses or1037

sensors, manual human curation, software programs, software APIs)?1038

The data collection process was entirely automated, utilizing custom-developed scripts created by the1039

authors. To ensure data quality and accuracy, multiple rounds of manual validation were conducted1040

to identify and correct potential errors. Further details regarding the data collection mechanisms and1041

validation procedures are provided in the paper.1042

• If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic,1043

probabilistic with specific sampling probabilities)?1044

Final dataset was curated by evenly distributing instances across a depth metric ranging from 6 to 20,1045

ensuring a balanced representation of different levels of complexity.1046

• Who was involved in the data collection process (e.g., students, crowdworkers, contractors) and1047

how were they compensated (e.g., how much were crowdworkers paid)?1048

The authors were solely responsible for the data collection process. No external individuals or groups1049

were involved.1050
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• Over what timeframe was the data collected? 1051

The data instances were generated and curated using Python scripts. The most recent version of the 1052

dataset was finalized and collected in October 2024. 1053

• Were any ethical review processes conducted (e.g., by an institutional review board)? 1054

No formal ethical reviews were conducted, as the dataset does not contain any sensitive, personal, or 1055

harmful information. 1056

• Did you collect the data from the individuals in question directly, or obtain it via third parties 1057

or other sources (e.g., websites)? 1058

The data was not collected directly from individuals or obtained through third-party sources. 1059

G.4 Uses 1060

• Has the dataset been used for any tasks already? 1061

The dataset has been used in this paper to evaluate the temporal reasoning capabilities of large 1062

language models (LLMs) in time-sensitive question answering. It also serves as a data-contamination- 1063

free benchmark to ensure robust and reliable assessment of LLM performance in handling temporal 1064

reasoning tasks. 1065

• Is there a repository that links to any or all papers or systems that use the dataset? 1066

This is the first paper to use the dataset. However, we plan to create and maintain a repository in the 1067

future that links to all papers, systems, and projects utilizing the dataset 1068

• What (other) tasks could the dataset be used for? 1069

The dataset is well-suited for tasks involving temporal reasoning, such as event ordering, temporal 1070

relationship extraction, time-sensitive question answering, and timeline reconstruction. Additionally, 1071

it can serve as a resource for research in areas like narrative understanding, temporal information 1072

retrieval, and other applications requiring nuanced temporal context. 1073

• Is there anything about the composition of the dataset or the way it was collected and prepro- 1074

cessed/cleaned/labeled that might impact future uses? 1075

No. 1076

• Are there tasks for which the dataset should not be used? 1077

No. 1078

G.5 Distribution 1079

• Will the dataset be distributed to third parties outside of the entity (e.g., company, institution, 1080

organization) on behalf of which the dataset was created? 1081

The dataset will be publicly released on GitHub and Hugging Face after the review period. 1082

• How will the dataset be distributed (e.g., tarball on website, API, GitHub)? 1083

The dataset will be distributed through a GitHub repository and made accessible via the Hugging 1084

Face API, ensuring ease of access and usability for a wide range of users. 1085

• When will the dataset be distributed? 1086

The dataset has been shared as part of the submission. Following the review decision, we will make 1087

the dataset publicly available. 1088

• Will the dataset be distributed under a copyright or other intellectual property (IP) license, 1089

and/or under applicable terms of use (ToU)? 1090

The dataset will be released under the Creative Commons Attribution 4.0 International (CC BY 1091

4.0) license. This license allows users to share, adapt, and build upon the dataset for any purpose, 1092

including commercial use, as long as appropriate credit is given, any changes are indicated, and the 1093

terms of the license are followed. 1094
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• Have any third parties imposed IP-based or other restrictions on the data associated with the1095

instances?1096

No.1097

• Do any export controls or other regulatory restrictions apply to the dataset or to individual1098

instances?1099

No.1100

G.6 Maintenance1101

• Who will be supporting/hosting/maintaining the dataset?1102

We will share details after the completion of the review process.1103

• How can the owner/curator/manager of the dataset be contacted (e.g., email address)?1104

We will share details after the completion of the review process.1105

• Is there an erratum?1106

If any errors are identified in the future, we will update the dataset accordingly and release a revised1107

version, ensuring that all changes are documented and acknowledged1108

• Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)?1109

The dataset has been carefully curated to ensure accuracy and reliability. However, if any unforeseen1110

issues arise that require updates, such as refining data labels, adding new instances, or removing1111

specific samples, updates will be made as needed to maintain the dataset’s quality.1112

• If the dataset relates to people, are there applicable limits on the retention of the data associated1113

with the instances (e.g., were the individuals in question told that their data would be retained1114

for a fixed period of time and then deleted)?1115

This dataset does not contain any information that is specific to individuals.1116

• Will older versions of the dataset continue to be supported/hosted/maintained?1117

All versions of the dataset will remain accessible through the GitHub repository, ensuring that users1118

can access and reference previous versions as needed.1119

• If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for1120

them to do so?1121

We value any kind of contributions that build upon our dataset. The dataset will be publicly available,1122

and anyone is welcome to use it for their research, extend it, augment it, or modify it based on their1123

needs. We encourage collaboration and innovation using our data and look forward to seeing how1124

others enhance and expand upon this work.1125
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