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Abstract

Deception detection has attracted increasing at-
tention due to its importance in many practical
scenarios. Currently, data scarcity harms the
development of this field. On the one hand, it is
costly to hire participants to simulate deception
scenarios. On the other hand, it is difficult to
collect videos containing deceptive behaviors
on the Internet. To address data scarcity, this
paper proposes a new data collection pipeline.
Specifically, we use GPT-4 to simulate a role-
play between a suspect and a police officer.
During interrogation, the suspect lies to the
police officer to evade responsibility for the
crime, while the police officer uncovers the
truth and gathers evidence. Compared with pre-
vious datasets, this strategy reduces data col-
lection costs, providing a promising way to in-
crease the dataset size. Meanwhile, we extend
the traditional deception detection task to de-
ception reasoning, further providing evidence
for deceptive parts. This dataset can also be
used to evaluate the complex reasoning capabil-
ity of current large language models and serve
as a reasoning benchmark for further research.

1 Introduction

Deception is defined as an intentional attempt to
mislead others (DePaulo et al., 2003). Detecting
deceptive behaviors is challenging even for humans,
generally requiring specialized knowledge. Despite
its difficulties, deception detection is an important
research topic due to its widespread applications,
such as airport security screening, court trials, and
personal credit risk assessment (Masip, 2017).
Researchers have proposed various algorithms
and made great progress (Karnati et al., 2021; Speth
et al.,, 2021). However, deception detection re-
mains understudied due to data scarcity (Soldner
et al., 2019). Current datasets can be roughly di-
vided into two categories: laboratory-controlled
and in-the-wild datasets. The former hires partici-
pants and triggers their deceptive behaviors in well-

designed psychological paradigms (Abouelenien
et al., 2016). These datasets require plenty of time
and money costs, making them difficult to extend
to a large scale. The latter collects real-life data
and manually annotates deceptive behaviors (Sen
et al., 2020). However, it is difficult to collect data
containing deceptive behaviors. Meanwhile, the
identity information is sensitive, especially when
it comes to deception, making it difficult to open
source these datasets for subsequent research.
Recently, GPT-4 (OpenAl, 2022) has demon-
strated powerful text understanding and generation
capabilities. Since deception datasets often employ
participants and evoke their deceptive behaviors,
can we directly use GPT-4 to simulate this process?
To answer this question, we choose one of the most
widely used scenarios, mock crime (Derrick et al.,
2010; Pérez-Rosas et al., 2014). Specifically, we
use GPT-4 to simulate the role-play between a sus-
pect and a police officer. We provide complete
crime facts to the suspect and incomplete crime
facts to the police officer. During interrogation, the
suspect needs to deceive the police officer and es-
cape the crime. In contrast, the police officer needs
to find out the truth and seize evidence. Compared
with previous datasets, this strategy can reduce data
collection costs and does not include real people,
eliminating potential issues of human identity.
Besides the dataset, we further propose multi-
faced metrics to evaluate deception recognition
abilities. Traditionally, deception detection mainly
uses clues in an utterance (such as blinking, frown-
ing, and stuttering) to identify deceptive behaviors.
However, deceptive behaviors may not be conveyed
through external clues, and a more accurate judg-
ment should be based on basic facts. Hence, this
paper extends deception detection to deception rea-
soning. Specifically, we pick a potential lie and
analyze why this sentence may lie considering fac-
tual inconsistencies and intent behind it. To pro-
vide a more comprehensive evaluation of reasoning



results, we evaluate them along four dimensions:
accuracy, completeness, logic, and depth.

Meanwhile, previous works point out the data
leakage problem during LLM evaluation, where the
data related or identical to the test data may be used
unconsciously when training LLMs, which affects
the reliability of evaluation results (Zhou et al.,
2023). Differently, our data generation strategy
can generate a variety of unseen dialogues, which
points out a promising direction for dealing with
this problem. The main contributions of this paper
are summarized as follows:

* We conduct an initial attempt to use GPT-4
to generate dialogues containing deceptive be-
haviors. Compared to existing datasets, this
strategy reduces collection costs and provides
a promising way to increase the dataset size.

* We propose a new task, deception reasoning.
Different from traditional deception detection,
in this task, we further consider basic facts
and provide evidence for potential lies.

* We define multi-faced metrics for deception
reasoning and assess the performance of vari-
ous LLMs. During evaluation, we can allevi-
ate the data leakage problem to some extent
and provide more reliable evaluation results.

The rest of this paper is organized as follows: In
Section 2, we review some recent works. In Sec-
tion 3, we provide a detailed description of our data
generation pipeline. In Section 4, we illustrate our
evaluation metrics and report the reasoning perfor-
mance of various LLMs. In Section 5 and Section
6, we conclude this paper and discuss limitations.

2 Related Works

This paper explores the usage of LLMs to construct
deception datasets. Hence, we first review the exist-
ing deception datasets and LLMs. Since we focus
on deception reasoning, we further review some
works on evaluating reasoning capabilities.

2.1 Deception Corpus

Datasets are the basis for training and evaluat-
ing different algorithms. Existing datasets can be
roughly divided into two categories: laboratory-
controlled datasets and in-the-wild datasets.

For laboratory-controlled datasets, researchers
often use well-designed psychological paradigms
to induce deceptive behaviors in participants. For

example, Derrick et al. (2010) asked participants
to commit mock crimes. They received a reward
if they can convince the professional interviewer
of their innocence. Pérez-Rosas et al. (2014) and
Abouelenien et al. (2016) collected data using three
scenarios: mock crime, best friend, and abortion. In
the mock crime scenario, the participant can choose
to take or not take the money in the envelope. To
receive a reward, they should take the money but
not raise doubts from interviewers. For best friend
and abortion, participants can discuss these two
topics using their true or fake opinions. However,
the above data collection strategy is costly.

For in-the-wild datasets, researchers collect
videos containing deceptive behaviors from real-
life scenarios. Sen et al. (2020) collected videos
from public court trials and used trial outcomes
to indicate whether the subjects were deceptive.
Besides court trials, Pérez-Rosas et al. (2015) col-
lected TV shows and interviews. For example, the
participants were considered to be lying if they
expressed an opinion about a non-existent movie.
However, not all videos contain scenes involving
deception, making these datasets difficult to collect.

Different from previous works, this paper uti-
lizes LLMs to construct the deception dataset. Due
to the low cost, this strategy provides a promising
way to expand the dataset size. Meanwhile, our
dataset does not contain real people, so there is no
potential identity sensitivity issue.

2.2 Large Language Model

LLMs have shown strong text understanding and
generation capabilities. Due to their unprecedented
performance, current research interests have shifted
from traditional tasks such as fill-in-the-blanks and
translation to more challenging tasks. For example,
Gan et al. (2023) and Qiu et al. (2023) explored the
promise of LLMs in education and mental health
support. Wang et al. (2023) used LLMs to learn
character-specific language patterns and behaviors
to enhance role-playing realism and interactive ex-
periences. Park et al. (2023) leveraged LLMs to
create multiple characters and let them live in a vir-
tual environment. These characters were able to en-
gage in dialogues and spontaneous social activities,
showcasing LLMs’ strong role-playing abilities.
Among all LLMs, GPT-4 achieves remarkable
performance in various tasks and domains (Guo
et al., 2023). Therefore, this paper uses GPT-4 to
role-play and generate the deception dataset.
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Figure 1: Pipeline of dialogue generation based on legal instruments.

2.3 Reasoning Performance Evaluation

Reasoning is a necessary ability to solve real-life
sophisticated problems. For example, mathemat-
ical reasoning is the ability to reason about math
word problems (Mishra et al., 2022a,b). Logical
reasoning is a cognitive process of applying gen-
eral rules or principles to reach specific conclusions
(Flach and Hadjiantonis, 2013). In logical reason-
ing, three elements are usually included: rule, case,
and result. There are three main types of logical
reasoning: deductive (rule + case = result), in-
ductive (case + result = rule), and abductive
(result+ Rule = case). Commonsense reasoning
enables computers to understand and apply com-
mon knowledge from humans, more effectively
simulating human thought processes and decision-
making behaviors (Storks et al., 2019).

Existing reasoning datasets mainly use a form of
multiple-choice (Geva et al., 2021) or open-ended
questions (Weston et al., 2016). For the former, the
answers are predefined and the evaluation process
is straightforward. For the latter, the model needs
to generate the answer, rather than choosing from
a given set of options. For the deception reasoning
task, it is difficult to provide candidate answers, and
the multiple-choice form also limits the model’s
creativity. Therefore, we evaluate this task in the
form of open-ended questions.

To evaluate reasoning abilities, previous open-
ended questions mainly exploit the similarity be-
tween predicted answers and standard answers
(Yang et al., 2018). Considering the complexity
of deception reasoning, this paper provides a more
comprehensive evaluation covering four dimen-
sions: accuracy, completeness, logic, and depth.
More details can be found in Section 4.

3 Data Generation

In this section, we first clarify the definitions of
our deception reasoning task and some important

notations: legal instrument, target content, and
action. Then, we introduce the data generation
process. The overall pipeline is shown in Figure 1.

3.1 Task Definition

In deception reasoning, we first select a potential
lie from the dialogue and then analyze why this
sentence might be a lie considering factual incon-
sistencies and the intent behind it. Therefore, we
should generate dialogues, select potential lies, and
provide deception reasoning results.

3.2 Notation Definition

In this paper, we ask GPT-4 to conduct a mock
interrogation around the crime facts between a sus-
pect and a police officer. To obtain crime facts,
we turn our attention to legal instruments, which
include but are not limited to, details of the pros-
ecution’s charges, descriptions of the defendant’s
criminal behavior, arrests, the evidence presented,
explicit charges, and stages of the judicial process.

To mimic real interrogation, the suspect should
know the complete crime facts while the police
officer should miss some details. However, legal
instruments contain contents that can reduce uncer-
tainty during interrogation, such as explicit charges
and convictions. Hence, in legal instruments, we
only select the target content, which denotes a se-
ries of behaviors involving multiple people, places,
and times. The farget content contains multiple
actions, where an action refers to a continuous and
specific behavior performed by subjects within a
period of time. Table 1 provides examples of the
legal instrument, target content, and action.

3.3 Legal Instrument Selection

CAIL2018 (Xiao et al., 2018) encompasses 2.68
million criminal law documents, spanning 202
types of charges and 183 legal provisions. In
this dataset, legal instruments are written by legal
experts, with rigorous wording and standardized



Legal Instrument

The Tangshan Fengnan District People’s Procuratorate accuses: On July 16, 2011, at around 21:00, on the west side of the Pedestrian Street Plaza in
Fengnan District, the defendant Zhang, along with Xie Mou (already sentenced), Wang Mou (separate case), and others, demanded the phone number from
Feng Mou. After being rejected, they continued to verbally harass. Later, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others
used fists and feet to assault Ma Mou, Tao Mou, Xue Mou, and others who tried to intervene. This resulted in Ma Mou sustaining light injuries, Xue
Mou minor injuries, and Tao Mou minor injuries. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana
3000 sedan (without a license plate), was found at the Lights KTV in Fengnan District, suspected of being involved in the January 31, 2012 case at the
Fengnan District Billiard Hall. The incident was immediately reported to the Fengnan District Public Security Bureau, notifying police officer Xue Mou.
At the south entrance of Dexin Garden in Fengnan District, when police officer Xue Mou and two colleagues intercepted the defendant Zhang in a car, the
defendant Zhang stabbed Xue Mou with a knife and fled, causing minor injuries to Xue Mou. In response to the alleged facts, the public prosecution
submitted corresponding evidence. The public prosecution authorities believe that the actions of Defendant Zhang constitute the crimes of xxx and xxx and
request sentencing according to the provisions of the Criminal Law of the People’s Republic of China xxx and xxx.

Target Content

1. On July 16, 2011, around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie Mou (already
sentenced), Wang Mou (separate case), and others, demanded the phone number from Feng Mou. After being rejected, they continued to verbally harass.
Later, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and feet to assault Ma Mou, Tao Mou, Xue Mou, and
others who tried to intervene. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries, and Tao Mou minor injuries.

2. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a license plate), was found at
the Lights KTV in Fengnan District, suspected of being involved in the January 31, 2012 case at the Fengnan District Billiard Hall. The incident was
immediately reported. At the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used a knife to injure Xue Mou and fled, causing
minor injuries to Xue Mou.

Action

1. On July 16, 2011, around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie Mou and Wang
Mou, demanded the phone number from Feng Mou but was refused.

2. On July 16, 2011, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and feet to assault Ma Mou, Tao Mou,
Xue Mou. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries, and Tao Mou minor injuries.

3. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a license plate), was found at
the Lights KTV in Fengnan District. Someone suspected that he was involved in a previous case and immediately reported it to the Fengnan District Public
Security Bureau, notifying police officer Xue Mou.

4. On February 11, 2012, at the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used a knife to injure Xue Mou and fled. This
attack caused minor injuries to Xue Mou.

Table 1: Examples of the legal instrument, target content, and action.

100 Sunday afternoon, Chen shot Wu with a gun in the park.
Time Agent Patient Instrument  Location
80 At some time, Chen shot Wu with a gun in the park.
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Figure 2: Distribution of lengths after selection.

forms. These high-quality legal instruments bring
great convenience to our work.

Proper legal instruments are important for di-
alogue generation. On the one hand, short legal
instruments contain insufficient content, leading
to unclear descriptions of details and generating
low-quality dialogues. On the other hand, long le-
gal instruments may contain complex crime facts,
increasing the difficulty of dialogue generation.
Therefore, we only select legal instruments with
lengths ranging from 400 to 2,000. The distribution
of lengths after selection is shown in Figure 2.

3.4 Target Content and Action Extraction

In this section, we aim to extract the target content
from legal instruments and further disassemble it

on GPT-4, a powerful LLM with excellent perfor-
mance in understanding semantics and extracting
key information. Specifically, we adopt a two-stage
strategy. In the first stage, we extract the target con-
tent from legal instruments; in the second stage,
we disassemble it into multiple actions. For better
performance, each stage uses one-shot and chain-
of-through prompting (Wei et al., 2022). In Section
4.5, we further analyze the performance of the one-
stage strategy, i.e., merging farget content and ac-
tion extraction into one stage. We observe that the
two-stage strategy is more effective than the one-
stage strategy. Meanwhile, GPT-4 performs better
than GPT-3.5. Therefore, we choose the two-stage
strategy and use GPT-4 in this section.

3.5 Incomplete Action Generation

In real interrogations, the police officer may not
have complete crime facts and try to find missing
parts from the suspect. To mimic this process, we
generate incomplete actions for the police officer.
An action mainly involves the following seven
items: (1) agent is the entity that performs the ac-



Incomplete Action

1. At an unknown time, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie and Wang, demanded Feng’s

phone number, but was refused.

2. On July 16, 2011, the defendant Zhang and Wang, using unknown tools, along with Xie and others using fists and feet, assaulted Ma, Tao, Xue. This
assault resulted in Ma suffering minor injuries, Xue having minor injuries, and Tao having minor injuries.

3. On February 11, 2012, around 7:00 PM, the defendant Zhang drove a black Santana 3000 sedan (without a license plate), and at an unknown location, was
found by someone who immediately reported it to Fengnan District Public Security Bureau police officer Xue, suspecting involvement in a previous case.
4. On February 11, 2012, at the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used unknown tools to injure Xue and then fled.

This attack caused Xue to suffer minor injuries.

Table 2: Generated incomplete actions for actions in Table 1.

tion; (2) patient is the entity affected by the action;
(3) instrument is the object used to perform the ac-
tion; (4) goal is the direction or destination of the
action; (5) source is the place where the action orig-
inates; (6) time is the time when the action occurs;
(7) location is the place where the action occurs.
To generate incomplete actions, we randomly mask
an item in the action. Specifically, we replace the
agent and patient with someone, the instrument
with something, the location with someplace, and
the specific time with some time. We provide an
example in Figure 3. In Table 2, we provide gener-
ated incomplete actions for actions in Table 1. This
masking process is realized by GPT-4.

3.6 Mock Interrogation

We simulate the interrogation process between the
suspect and the police officer. To enhance authen-
ticity, complete and incomplete actions serve as the
information held by the suspect and the police offi-
cer, respectively. To enhance the professionalism
of the police officer, we further provide him with
additional interrogation techniques. Specifically,
we require the police officer to ask some typical
questions during interrogation (Leo, 1994):

» Control questions: These questions are used
to establish a baseline response from the inter-
rogatee. Generally, the interrogatee is honest
with these questions. For example, what is
your name? What day of the week is it today?
Answers to these questions should be truthful
so that they can be compared with answers to
subsequent questions.

* Relevant questions: They are related to the
core of the crime and are often questions to
get to the truth. For example, were you in-
volved in an event at a certain time and place?
How did you do this? The answers to these
questions are the focus of the interrogation.

» Comparison questions: These questions are
similar to control questions, but they are usu-
ally designed to be more challenging to show

a distinct physical or psychological response.
These questions should be answered in the af-
firmative. For example, have you ever done
anything dishonest? Do you lie often?

* Neutral questions: These questions are often
used to relieve tension or provide an opportu-
nity for the interrogatee to relax. They are not
related to the subject of the interrogation. For
example, what did you have for breakfast this
morning? What are your hobbies?

* Randomness and variability: Interrogators
usually randomize the order of questions to
avoid forming a fixed pattern, thereby reduc-
ing the chances that the interrogatee will be
able to prepare for or adapt to a particular
type of questioning, but neutral and control
questions often come first in an interrogation.

In this section, we propose two strategies for
dialogue generation: (1) We use two GPT-4s play-
ing two roles; (2) We use one GPT-4 to directly
generate a multi-round dialog between two roles.
For the first strategy, as the dialogue progresses, it
gradually spirals out of control, resulting in a sig-
nificant drop in quality at the end of the dialogue.
Therefore, we turn our attention to the second strat-
egy. We find this strategy can maintain the logic
and coherence of the dialog. Figure 4 provides the
generated dialogue for examples in Tables 1~2.

In deception reasoning, we pick a potential lie
and analyze why this sentence might be a lie consid-
ering factual inconsistencies and the intent behind
it. Figure 4 provides an example to illustrate this
process. Specifically, we choose a potential lie (in
the red box) and generate reasoning results.

3.7 Dataset Statistics

In this paper, we provide an initial attempt that uses
GPT-4 to construct the deception dataset. Specifi-
cally, we generate 191 dialogues, and statistics are
summarized in Table 3. We observe that our av-
erage turn per dialogue is 34.05, which is enough



@ ® )

Hello, I am the investigator in charge of this case. Please first
tell me your full name and what day of the week it is today.

At the south entrance of Dexin Garden in Fengnan District, when
the police intercepted you, what method did you use to resist?

I... T used a knife, but I just wanted to

My name is Zhang, and today is Friday. 4 didn't intond to harm th
escape and didn't intend to harm them.

Zhang, what did have for breakfast thi ing? . . . .
ang, what did you have for breaxiast this morning In these two incidents, how did you coordinate with

Xie and Wang? Was there any premeditation?

I had some bread and milk.

We didn't have a specific plan; it was just a momentary impulse.

Understood. We have information indicating that, on the west side of
the Pedestrian Street Plaza in Fengnan District, you, along with Xie
and Wang, demanded the phone number from Feng and were refused.
How do you respond to this?

Did you notice any other witnesses or people trying to stop you?

Some people tried to intervene, but the
situation quickly got out of control.

Yes, we did ask for his phone number, but he refused to give it.

Have you had similar behavior in the past?

During the conflict, as far as we know, you and your friends

No, this is the first time.
used some tools. Specifically, what tools were used?

How do you typically resolve conflicts?

I remember someone might have used roller skates. I

T usually try to avoid conflicts.
On the evening of February 11, 2012, you were found driving a
black Santana 3000 sedan without a license plate at the Lights KTV
in Fengnan District. Can you explain the situation with this car?

Why did you choose to use violence on that evening?

I was feeling very angry at that time and didn't think much.

Okay, Zhang. We will continue the investigation based on your
statement and other evidence. Thank you for your cooperation.

1 borrowed that car, and indeed, it
didn't have a license plate at the time.

Deception Reasoning:

In the dialogue with the suspect, when the police asked about the tools used during the conflict, the suspect replied, "I remember someone might have
used roller skates." This statement has several potential issues, indicating that the suspect may be lying or at least attempting to downplay his
responsibility:

1.Vague expression: The use of phrases like "I remember" and "might have" makes the statement very vague, suggesting that the suspect is attempting
an uncertain assertion, perhaps to avoid directly admitting knowledge of specific actions or participants. In reality, if he was indeed involved in the
incident, he should have a clearer understanding of what exactly happened.

2.Lack of specific details: The suspect did not provide any specific details, such as who used roller skates and how they were used as tools. This
avoidance of providing concrete information may indicate an attempt to conceal facts or mitigate his own culpability.

3.Responsibility shifting: By saying "someone might have used," the suspect seems to be trying to shift the responsibility onto others, rather than
directly admitting that he or a specific person used roller skates. This wording allows him to technically avoid direct accountability for the actions while
keeping the legal responsibility vague.

4.Contradiction with known facts: According to the police statement, there seems to be clear evidence or witness testimony indicating that roller skates
were used as tools in the incident. The complete facts reveal that the suspect also used roller skates. The suspect's response contradicts these facts,
suggesting that he may be trying to downplay his actions.

In summary, the suspect's statement exhibits signs of evasion, vagueness, and responsibility shifting, all of which are potential indicators of deception.
This needs to be verified through further investigation and evidence collection.

Figure 4: Generated dialogue, potential lie (in the red box), and reasoning results. To mimic real interrogations, we
use complete actions for the suspect (in Table 1) and incomplete actions for the police officer (in Table 2).

for a short interrogation process. Meanwhile, we
present the distributions of target content length,
number of actions, and dialogue turns in Figure 5.

4.1 Evaluation Metrics

In deception reasoning, we need to figure out why

the sentence might be a lie considering factual in-
consistencies and the intent behind it. To provide a
more comprehensive evaluation, we propose four

4 Deception Reasoning Evaluation

In this section, we first define the evaluation met-
rics and evaluator for deception reasoning. Then,
we discuss how we alleviate the data leakage prob-
lem during LLMs evaluation. Following that, we
assess different LLMs on deception reasoning and
present the evaluation results. Finally, we conduct
the ablation study and reveal the rationality of our
target content and action extraction strategy.

evaluation metrics for deception reasoning:

* Accuracy: It is used to check whether the
reasoning is consistent with the basic facts. If
the reasoning is based on the facts, the model
should receive a high score in this dimension.

* Completeness: It is used to evaluate whether
the model takes into account all details. A
good model should be comprehensive and not
miss any key information.



Metric Value
# of dialogues 191
max/min/avg # of turns per dialogue 49/23/34.05
max/min/avg # of words per utterance 177/2/19.3
max/min/avg # of words per police’s utterance 177/4/21.71
max/min/avg # of words per suspect’s utterance 101/2/16.89
max/min/avg police word count divided by suspect word count per turn | 18.67/0.14/1.54

Table 3: Statistics of our generated deception dataset.
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Figure 5: Distribution of target content length, number of actions, and dialogue turns.

* Logic: Itis used to evaluate whether the rea-
soning is logically coherent and well orga-
nized. The model is required to have common
sense and world knowledge, with deductive,
inductive, abductive, and other reasoning abil-
ities. If the reasoning is logically confused or
contradictory, the model should receive a low
score in this dimension.

* Depth: It is used to evaluate whether a model
provides an in-depth analysis or only scratches
the surface. This metric is different from com-
pleteness. Some reasoning merely restates
facts and gives a conclusion, which can be
complete but not deep. High-quality reason-
ing should be able to dig deeper into the rea-
sons and motivations behind it.

4.2 Evaluator

Considering that previous works (Zheng et al.,
2023; Lian et al., 2023) have demonstrated the con-
sistency between GPT-4 and human assessments,
this paper uses GPT-4 as the evaluator. To test its
stability, we run GPT-4 multiple times and report
the average result along with the standard devia-
tion. Experimental results are shown in Table 4.
We observe that the standard deviation is not sig-
nificant for different runs. These results prove the
reliability and stability of the GPT-4 evaluator.

4.3 Data Leakage

The data leakage problem occurs in evaluations of
LLMs (Zhou et al., 2023), i.e., LLMs are trained
and tested using related or identical data. Such a
phenomenon may be unconscious, as the content
of the future evaluation dataset is not known at the
time of preparing the pre-training corpus. However,
this problem can invalidate the benchmark and lead
to evaluation anomalies (Schaeffer, 2023).

Our deception dataset contains various unseen
dialogues and can deal with this problem to some
extent. Specifically, we randomly mask one of the
action items during data generation (see Section
3.5), which will change the question of the police
officer and further affect the suspect’s response. For
example, in Table 2 (incomplete actions), the instru-
ment is masked. Therefore, in Figure 4 (dialogue),
the police officer asks questions about the instru-
ment and the suspect’s response revolves around
the instrument. This randomness points to a promis-
ing way to deal with the problem of data leakage.

4.4 Main Results

In this section, we evaluate the deception reasoning
performance of different LLMs. Specifically, we
select mainstream LLMs, such as GPT-3.5 (Ope-
nAl, 2022), GPT-4 (Achiam et al., 2023), Falcon
(Penedo et al., 2023), Llama2-70B (Touvron et al.,
2023), and Wizardlm-13B (Xu et al., 2023). Since
our deception dataset is in Chinese, we also se-
lect some LLMs that perform well in Chinese, in-
cluding ERNIE3.5, ERNIE4.0, Qwen-14B (Bai



Model Accuracy  Completeness Logic Depth Sum

GPT-4 9.00£0.28 7.50+£0.28 8.50+£0.28 6.50=+0.28 | 31.50

ERINEA4.0 6.75+£026 637026 7.37£0.26 587+0.12 | 26.36

GPT-3.5 6.00£0.10 587+£041 6.87+0.12 5.75+0.21 | 24.49

Falcon 7.00+0.20 5.50+0.28 6.75+0.50 5.12£0.41 | 24.37

Qwen-14B 6.00+0.28 5. 75+050 6.75+£0.21 5.254+0.50 | 23.75

Llama2-70B 5.00£0.28 5.68+0.63 6.68+£0.63 5.75£1.64 | 23.11

ERINE3.5 5.25+0.26 5.12+098 6.25+1.35 5.12+£0.69 | 21.74

Baichuan2-13B | 5.24+0.55 5.00+0.85 6.25+0.78 4.62£0.55 | 21.11

Wizardlm-13B | 5.00 £0.28 4.87+£0.69 6.00£0.57 4.7040.50 | 20.57

Chatglm2-6B | 3.50+£0.21 3.25+£0.78 4.00£1.71 3.2540.50 | 14.00

Table 4: Deception reasoning performance of different LLMs.
et al., 2023), Chatglm2-6B (Du et al., 2021), and Strategy Target (1) Action (])

Baichuan2-13B (Yang et al., 2023). one-stage + GPT-3.5 47 36
In Table 4, GPT-4 outperforms other LLMs on two-stage + GPT-3.5 83 9
all evaluation metrics, demonstrating its strong text one-stage + GPT-4 69 2
understanding capabilities. Although lagging be- two-stage + GPT-4 98 0

hind GPT-4, other LLMs can also deal with decep-
tion reasoning to some extent, with appropriate use
of evidence to support the conclusions. Meanwhile,
Qwen-14B is comparable to Llama2-70B in most
metrics, although far behind in the number of pa-
rameters. The reason lies in that Llama2-70B is
mainly trained with English corpora, thereby per-
forming relatively weakly in Chinese.

4.5 Ablation Study

This paper leverages a two-stage strategy and GPT-
4 for target content and action extraction (see Sec-
tion 3.4). In this section, we compare the perfor-
mance between one-stage and two-stage strategies,
as well as GPT-3.5 and GPT-4. For target content
extraction, we use the target accuracy as the eval-
uation metric. If the system extracts non-target
content from legal instruments, it will have a low
score in this metric. For action extraction, we use
the action complexity as the metric. If the system
cannot accurately realize the action decomposition
process, it will have high action complexity. There-
fore, a good model should have high target accu-
racy and low action complexity. Table 5 shows the
experimental results for different strategies.

In Table 5, we observe that the two-stage strategy
can always achieve better performance than the one-
stage strategy. The reason lies in that if we merge
target content and action extraction into one stage,
it will increase the difficulty of the task, making
it more likely that the output does not meet the
predefined requirements.

Table 5: Performance comparison of different strategies
for target content and action extraction.

Meanwhile, GPT-4 can achieve better perfor-
mance than GPT-3.5. Target content and action
extraction require the model to understand not only
the literal meaning of the text but also its structure
and semantic content. Since GPT-4 can achieve bet-
ter performance than GPT-3.5 in text understand-
ing, it can also achieve better performance in target
content and action extraction.

5 Conclusions

This paper gives an initial attempt to construct the
deception dataset using GPT-4. Specifically, we
ask GPT-4 to mock the real interrogation between
a police officer and a suspect. During interroga-
tion, the suspect needs to deceive the police officer,
while the police officer needs to find out the truth
and seize evidence. Besides this dataset, we ex-
tend the traditional deception detection task into
deception reasoning and further define the evalua-
tion metrics and evaluators for this task. We also
evaluate the deception reasoning performance of
mainstream LLMs. Experimental results show that
GPT-4 can achieve the best performance among all
LLMs, demonstrating its strong text-understanding
abilities. This dataset can also serve as a new rea-
soning benchmark for further research on LLMs.



6 Limitations

We acknowledge several limitations that can be ad-
dressed in future research. First, the construction
of our deception dataset relies on GPT-4, which
requires a lot of API call costs. Therefore, we only
sample 191 legal instruments from CAIL2018, in-
stead of using the entire dataset for dialogue gener-
ation. Future research will consider using the entire
dataset to generate more samples. Secondly, we
assess deception reasoning in mainstream LLMs
but do not cover all existing LLMs. In the future,
we will expand the evaluation scope. Thirdly, this
paper focuses on text-based dialogues. Recently,
video generation has become increasingly popular.
In the future, we will explore generating video-
based conversations for deception reasoning.
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