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ABSTRACT

The attention mechanism is a fundamental component of the Transformer model,
contributing to interactions among distinct tokens. In general, the attention scores
are determined simply by the key-query products. However, this work’s occa-
sional trial (combining DAPE and NoPE) of including additional MLPs on atten-
tion scores without position encoding indicates that the classical key-query multi-
plication may limit the performance of Transformers. In this work, we conceptual-
ize attention as a feature map and apply the convolution operator (for neighboring
attention scores across different heads) to mimic the processing methods in com-
puter vision. Specifically, the main contribution of this paper is identifying
and interpreting the Transformer length extrapolation problem as a result of
the limited expressiveness of the naive query and key dot product, and we
successfully translate the length extrapolation issue into a well-understood
feature map processing problem. The novel insight, which can be adapted to
various attention-related models, reveals that the current Transformer architec-
ture has the potential for further evolution. Extensive experiments demonstrate
that treating attention as a feature map and applying convolution as a processing
method significantly enhances Transformer performance.

1 INTRODUCTION

Transformer-based models (Vaswani et al., 2017) have delivered exceptional performances across
widespread applications, including language processing (Zhang et al., 2020; Guo et al., 2022; Ainslie
et al., 2023), computer vision (Alexey, 2020; Touvron et al., 2021; Liu et al., 2021a; Chen et al.,
2024; Peebles & Xie, 2023), quantitative research (Zhou et al., 2024b; Liu et al., 2021b; Wu et al.,
2023), and scientific machine learning (Taylor et al., 2022; Geneva & Zabaras, 2022). However,
the quadratic cost of the key-query multiplication for processing a sequence raised much concern
about the modern architecture of Transformers especially for long context inputs. To address the
issue of storage and computation efficiency, recent research delves into developing more efficient
architectures, such as sparse structural attention (Xiao et al., 2024d; Zhu et al., 2024), adaptive key
selection (Xiao et al., 2024a; Fountas et al., 2024), and hybrid models (Lieber et al., 2024). While
these adaptations enhance efficiency, they often involve tradeoffs with model effectiveness.

At the same time, there is another voice advocating for refining the model design for tackling com-
plex tasks, rather than prioritizing efficiency. Positional encoding is one of the key components of the
attention mechanism. Although the widely recognized decoder-based Transformer can implicitly in-
corporate the positional information of tokens, growing evidence both theoretically and empirically
shows that the well-designed explicit positional encoding significantly enhances the model perfor-
mances, especially in long-context tasks (Su et al., 2024b; Press et al., 2021; Zhao et al., 2023).
In practice, Transformers depend on positional encoding to explicitly incorporate positional infor-
mation, enabling the model to make meaningful token predictions. Without these encodings, token
generation would lack the necessary contextual order. The well-recognized RoPE (Su et al., 2024b),
which is adopted in LLaMA (Touvron et al., 2023), distinguishes the token order by rotating with
different angles depending on the token position. However, it demonstrated a notable performance
degradation, failing entirely when the input length is double that of the training length (Peng et al.,
2023b; Chen et al., 2023a; Ding et al., 2024b). The undesirable performance degradation is also
observed for other positional encoding methods, e.g., ALiBi (Press et al., 2021) and Kerple (Chi
et al., 2022) . FIRE (Li et al., 2023c) alleviates the long-context extrapolation by learnable posi-
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tional encodings, trying to capture the suitable positional representation by MLPs. Recently, the
data-adaptive positional encoding method, namely DAPE (Zheng et al., 2024), which adjusts dy-
namically with context, enhances the length generalization by incorporating the attention scores and
positional information with a more complex mechanism.

In this paper, we propose that precise attention scores are crucial for improving Transformer length
extrapolation, and we introduce a new perspective on the attention mechanisms. Traditionally, at-
tention scores are computed through the dot product of the query and key vectors. As illustrated
in Figure 1, further processing these attention scores using a neural network—a general case of
DAPE (Zheng et al., 2024)—can significantly enhance the length generalization of Transformers,
even in the absence of positional encoding (NoPE). Therefore, we suggest treating attention scores as
feature maps. By conceptualizing attention as an image feature map (with dimensions [B, C, W, H|
for batch size, channel size, width, and height), we can achieve more accurate attention scores by ap-
plying techniques used in image processing. In this work, we employ different kernel sizes (such as
1x3) to process attention, finding that the perplexity (ppl) of attention decreases significantly—from
over 600 to just above 100—when trained on a sequence length of 128 and evaluated on a length of
8192.

In summary, our contributions are as follows:

1. We highlight that the coarse attention mechanism, which is the direct result of the query
and key dot product, limits the Transformer’s ability to extrapolate to longer sequences.
However, Transformers can achieve good length extrapolation performance with careful
processing of attention scores.

2. Besides developing better position encoding (Vaswani et al., 2017) or position interpola-
tion (Chen et al., 2023b) for length extrapolation, we propose the thid direction: by treating
attention scores as feature maps and refining them using image processing techniques like
convolution, we can enhance the Transformer’s extrapolation capabilities.

3. We conducted extensive experiments on language tasks to support our claims and believe
that these insights can significantly improve the Transformer’s performance in length ex-
trapolation.

2 RELATED WORKS

Absolute Positional Encoding Absolute positional encoding (APE), introduced by Vaswani et al.
(2017), enables Transformers to incorporate positional information. Specifically, at the first layer,
each position i is assigned a real-valued encoding e; € R?, which can be either learnable or a fixed
sinusoidal encoding (Vaswani et al., 2017; Kiyono et al., 2021; Likhomanenko et al., 2021; Wang
et al., 2020; Liu et al., 2020), and this encoding is then added to the input sequence. Although
this approach is straightforward, Transformers relying on APE tend to struggle with generalizing to
longer sequences (Press et al., 2021).

Relative Positional Encoding Relative positional encoding (RPE) offers an alternative for em-
bedding positional information (Shaw et al., 2018; Raffel et al., 2020; Press et al., 2021). A widely
used RPE method in large language models is rotary positional encoding (RoPE)(Su et al., 2024b;
Chowdhery et al., 2023; Touvron et al., 2023). To address length extrapolation challenges(Press
etal., 2021; Kazemnejad et al., 2024), positional interpolation (PI) has been introduced (Chen et al.,
2023b) to extend the context window. Building on this approach, models like LongLora (Chen et al.,
2023c), LongRope (Ding et al., 2024b), YaRN (Peng et al., 2023b), and CLEX (Chen et al., 2023a)
have emerged. Another notable direction involves additive positional encoding. For most additive
RPE techniques, the computation of pre-softmax attention logits can be expressed using the for-
mula: Arpr(X) = XWo(XWk)" + B, where the bias matrix B € R™*" is derived from the
positional encoding function b : N?> — R, with the (i, j)-th entry of B defined as b(i, j). Different
parameterizations of b give rise to various RPE variants. Methods supporting arbitrary sequence
lengths include T5’s RPE (Raffel et al., 2020), ALiBi (Press et al., 2021), Kerple (Chi et al., 2022),
Sandwich (Chi et al., 2023a), and FIRE (Li et al., 2023c). Recently, DAPE (Zheng et al., 2024) has
been introduced, employing MLPs to dynamically adjust bias values based on the input data.
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Data-Adaptive Related Positional Encoding. Transformer-XL (Dai et al., 2019) introduced the
use of learnable query and key biases for adaptive positional encodings. Data-Adaptive Positional
Encoding (DAPE)(Zheng et al., 2024) extends this idea by leveraging MLPs to adjust positional
encodings based on attention over the head dimension for length extrapolation, ensuring different
input data receive unique positional encodings. Contextual Positional Encoding(Golovneva et al.,
2024) further refines this by conditioning position increments on specific tokens, as determined by
the model, allowing positions to adapt based on context.”

3 METHOD

In this section, we first review the previously developed Data-Adaptive Positional Encoding method
(DAPE), which incorporates attention scores and positional information through MLPs. As a proof-
of-concept, our occasional trial on DAPE without the positional information (as shown in Figure 1)
suggests that regarding attention as a feature map and processing it with classical operators (e.g.,
convolution) can enhance the Transformers’ behavior. As discussed in some previous works the per-
plexity scores come mostly from the associative recall (i.e., copy) tasks. In addition, we theoretically
show by construction that the proposed method can explicitly realize the associative recall task, in
contrast to the implicit conduct through positional encoding in standard Transformers. The two key
differences between DAPE (Zheng et al., 2024) and this work are: 1) Insight: DAPE attributes
length extrapolation performance gains to adaptive position encoding, while this work finds DAPE
could still improve performance without position encoding so that we take a broader view, explain-
ing that the Transformer’s length extrapolation ability is limited by the expressiveness of the naive
query-key dot product, which can be enhanced using image processing techniques; 2) Performance:
As shown in Figure 1, DAPE is designed for additive RPE and may underperform with non-additive
RPE (e.g., RoPE), whereas this work suggests that increasing kernel size (e.g., with DAPE; « 3) may
improve RoPE’s performance. The DAPE; 3 implementation is shown in Appendix L.

3.1 ADDITIVE RELATIVE POSITIONAL ENCODING

For most additive relative positional encoding (ARPE) methods, the computation of pre-softmax
attention logits can be unified under the following formula:
Aprpe(X) = XWo(XWgk)" + B, (D

where the bias matrix B € R™*™ is induced by the position encoding function b : N> — R and the
(i, 7)-th entry of B is defined as b(i, j). Various formulations and parameterizations of b give rise to
different variants of RPE. Examples of additive RPE include: (1) ALiBi: b(4,j) = —r|i — j|, with
the scaler > 0 as a hyper-parameter; (2) Kerple: b(i, j) = —rilog(1 + r2|i — j|) with r; and 79

are two learnable parameters; (3) FIRE: b(i, j) = fo (#?L)Z})), where the positional encoding

function fy parameterized by 6 is learned from data and ¢ is a transformation function aimed at
assigning more model capacity to local positions.

Data-Adaptive Position Encoding (DAPE) The DAPE rewrite the Equation 1 as the following:
Apape(X) = XWo(XWk)T + fF(XWo(XWk)',B). )
Here, f : RTXT x RTXT — RTXT is an element-wise function and 7 is the sequence length.
Another variant of DAPE is with residual, which is the following:
Apape(X) = XWo(XWk)" + B+ f(XWo(XWk)", B). (3)
In practice, DAPE (Zheng et al., 2024) utilizes a two-layer LeakyReLU MLP with hidden dimension
Dpapg (default value is 32) to parameterize f(-) due to its universal approximability (Leshno et al.,
1993). All parameters are learned directly from the data during the training process. This archi-

tecture allows f(+) to dynamically adjust positional embeddings based on the input sequence data,
ensuring that the encoding method is both adaptive and dependent on the input data.

3.2 SpEcCIAL CASE OF DAPE: BIAS IS ZERO

DAPE was originally designed to dynamically adjust the positional encoding by incorporating input
data information. Generally, any additive positional encoding method that includes positional infor-
mation can be represented as the matrix B in the DAPE model, as outlined in Equation 2. Notably,
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Figure 1: The result of DAPE (Zheng et al., 2024) (equivalent to kernel 1 x 1 in our explanation) and
DAPE, «3 (kernel 1 x 3 by this work), with baseline NoPE and RoPE. The model is trained with length
128 and length 512 respectively. The DAPE .3 denotes that we use H x 1 X 3 convolutions kernel size
on the attention score with shape [B, H, T, T|. We find that DAPE can even improve the performance of
NoPE (without biased position encoding), suggesting that the explanation in Zheng et al. (2024), which
attributes the improvement to adaptive position encoding, may have a more general underlying cause.

No Positional Encoding (NoPE) (Kazemnejad et al., 2024) is a special case of additive RPE that
assigns zero value to the matrix B. The mathematical formulation of DAPE equipped with NoPE is
given by:

Apape(X) = XWo(XWgk) ' + fF(XWo(XWk)T). @)

The DAPE Zheng et al. (2024) is designed for additive RPE but not trying NoPE or RoPE, and we
present the results of DAPE-NoPE and DAPE-ROPE in the following.

The result of DAPE-NoPE Compared with the standard Transformer architecture, DAPE-NoPE
introduces additional MLPs post the key-query multiplication and prior to the softmax operator. As
shown in Figure 1, experimental evidence suggests that DAPE with NoPE significantly outperforms
the basic NoPE, prompting a reconsideration of the behaviors of standard Transformers. The addi-
tional MLPs (i.e., denoted as f(-) in Equation 4) facilitate information sharing across attention heads
and complicate the attention calculation with nonlinear transformation beyond the simple key-query
multiplication. This leads to a critical question: Is the current Transformer architecture, particularly
the attention mechanism, sufficiently expressive for real-world language tasks? Although numerous
studies aim to enhance efficiency by reducing computation and storage in standard Transformers,
these often come at the cost of effectiveness, potentially hindering the evolution of next-generation
Transformer models. Motivated by these insights and observations, we enhance the Transformer’s
expressiveness and behavior by regarding attention as a feature map and applying convolutional
operations, akin to those used in computer vision.

The result of DAPE-RoPE. Building on the hypothesis that DAPE enhances Transformer per-
formance by processing pre-softmax scores with MLPs, we explore its applicability to non-additive
positional encoding methods, specifically RoPE (Su et al., 2024b). In the DAPE-RoPE configura-
tion, DAPE-ROPE first computes the classic attention scores of key-query multiplication with RoPE,
which are then refined using the MLPs described in Equation 4. The visualized results of the vali-
dation perplexity for DAPE-ROPE and other positional encoding methods are presented in Figure 1.
The results indicate that DAPE-RoPE may degrade the performance, while DAPE; « 3-RoPE (with
kernel size 1 x 3, propsoed by this work) not only improves overall performance but also excels
in length extrapolation tasks, particularly at larger sequence lengths. This finding substantiates the
effectiveness of DAPE; » 3-RoPE, confirming its superior performance compared to standard RoPE,
attributing to the additionally introduced convolution operations to the attention scores.

3.3 DAPE V2: PROCESS ATTENTION SCORES AS FEATURE MAPS

As discussed above, improving Transformer performance necessitates refining the processing of at-
tention score computation beyond the conventional key-query multiplication. We propose regarding
the pre-softmax attention scores as feature maps (4-dimensional tensors) and applying convolutional
operators, which may could additionally involve position information with zero padding and higher
expressiveness (Kayhan & Gemert, 2020) but MLP does not involve additional position information
because there is no zero padding. This approach facilitates enhanced communication across neigh-
boring tokens and heads, drawing parallels to popular techniques used in computer vision. This
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novel method aims to leverage the spatial relationships within tokens, potentially unlocking new
aspects of model capabilities.

Rethink the DAPE formulation. In DAPE (Zheng et al., 2024), MLPs are utilized to process
and integrate attention and biases. Notably, these MLP operations can be equated to convolution
operations with 1 x 1 kernel (Krizhevsky et al., 2012; Simonyan & Zisserman, 2014; He et al.,
2016), a stride of one, and no padding. Consequently, we can reformulate the DAPE in Equation 3
as the following:

Apape(X) = XWo(XWk)" + B + Conv(tril (XWo(XWk) ", B)). (5)

where X is the input embedding, X Wy, gives the query embedding and the X Wi gives the kery
embedding. Under such formulation, DAPE employs convolution operation to process the pre-
softmax attention scores of key-query multiplication. The t ri1(-) returns the lower triangular part
of the matrix and the other elements of the result tensor out are set to 0. The resulting attention
tensor has a shape of [B, H, T, T, where the four dimensions correspond to the batch size, number
of heads, and the context length for both the query and key. This mirrors the structure of an image
feature tensor with shape [B,C, H, W], where the dimensions represent the batch size, number
of channels, image height, and image width, respectively. This structural similarity underscores
the feasibility of considering attention scores as a tensor of feature mappings, where popular and
effective convolution operations can be leveraged for refined processing.

Process attention with more powerful convolution operation. In computer vision, the limita-
tions of 1 x 1 kernels for processing image features are well-recognized. To improve upon the atten-
tion scores processed by these kernels (e.g., DAPE), we introduce 1 x k kernels with a stride of 1 and
padding of k£ — 1. This approach allows for wider and deeper convolution across key dimensions and
heads without information leakage, as we ensure the attention scores remain lower-triangular. This
mechanism is visualized in Appendix K. The use of 1 x k kernels suggests a targeted convolution
along the key dimensions across heads. In general, while extending this to include the query dimen-
sions as a standard kernel is theoretically possible, it would significantly increase computational
demands. Our forthcoming analysis demonstrates that Transformers modified with 1 x k convolu-
tion are adept at associative recall tasks (i.e., the copy task), validating the benefits of integrating
convolution in attention calculation. We left as a future work investigating the performances and
the soundness of general convolution kernels, such as square sizes. The key contribution of this
work is providing a novel insight that suggests applying convolution operations and processing
attention as feature maps to improve Transformers’ performances.

Realizing associate recall tasks through convolution. As pointed out in some previous works
(Arora et al., 2024), the perplexity scores of Transformers mostly result from the performances
on associate recall tasks (i.e., the copy tasks). Numerous studies have explored the mechanism
of associative recall within Transformers, both from theoretical perspectives and experimental val-
idations (Arora et al., 2024; Bietti et al., 2024; Golovneva et al., 2024). Here, we theoretically
prove that the proposed model can realize the associative recall tasks. Notably, this capability is
achieved independently of positional encodings, marking a significant advancement in the flexi-
bility and applicability of the proposed architecture. By integrating convolutional operations, we
enable the model to handle associative tasks more effectively, leveraging spatial relationships in-
herent in the data, similar to methods used in image processing. To explain the associative recall
mechanism, (Bietti et al., 2024) proved that the first layer of the Transformer is responsible for the
previous token mechanism through the positional encoding. More specifically, given a sequence
of input tokens X = [x, @2, - - , @] with corresponding orthogonal positional encoding vectors
[P1,P2," - , PN, the first layer primarily facilitates the copying of the previous token to the current
token (e.g., ¢; + Wi x;_1, where Wi is the value matrix at the first layer of the Transformer).
The input tokens are combined with positional encodings x; + p; and the key-query weight ma-
trix is defined as W' Wé = Zf;l pi_1p; . The orthogonality of positional encoding vectors
and the special choices of the key-query matrix ensure that attention scores predominantly focus on
the previous token. In contrast to this implicit mechanism in standard Transformers, our proposed
method leverages a convolution operation to explicitly realize associative recall. This approach not
only simplifies the process but also enhances its effectiveness by directly manipulating the spatial
relationships within tokens and attention scores. Consider a scenario where the word “Hakuna” is
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consistently followed by “Matata” within a lengthy paragraph. Without the loss of generality, we
assume that x; and x5 represent the tokens of “Hakuna” and “Matata” respectively, and xy = x;
implies that the N-th token in the sequence is “Hakuna”. Then we expect that the Transformer can
predict and output the next token x 41 as “Matata”. For simplicity, we consider a one-head Trans-
former without positional encoding. We employ a convolution operation with a kernel size of 1 x 2
and weights [—1, 1]. Note that the convolution is linear and processing the attention scores along the
key dimensions is effectively equivalent to applying convolutions directly to the key vectors them-
selves. Consequently, the key vector of @5 can be expressed as W (x2 — 1) and the query vector
for 2y admits W@ . By configuring the matrix W' W to be —I, the attention mechanism af-
ter the convolution predominantly allocates the attention values of xy to the token x2. This ensures
that the token values of x5 are effectively copied to x y, resulting in the model outputting “Matata”
following “Hakuna”.

Proposition 1. Transformers incorporating convolution operations can perform associative recall
tasks without the need for positional encoding.

Comparisons with hybrid models of convolution and Transformers. Recent developments in
hybrid architectures have seen the integration of convolutional and Transformer models to capital-
ize on the strengths of both. For instance, Fu et al. (2022) introduced the FlashConv layer, which
combines the efficiency of State Space Models (SSMs) with the capabilities of attention-based mod-
els. Similarly, Arora et al. (2024) developed a gated convolution layer, noted for its effectiveness
in addressing associative recall tasks. These models typically stack convolution layers directly with
standard Transformer layers, resulting in modifications to the token values through convolution. In
contrast, our model adopts a distinctive approach by applying convolution along the key dimension
during the computation of attention scores. This method preserves the original token values while
still leveraging the convolution’s benefits for processing attention.

4 EXPERIMENT

Baselines. We evaluate the proposed DAPE; « 3 against several well-established baselines, includ-
ing NoPE (Kazemnejad et al., 2024), RoPE (Su et al., 2024b), T5’s Bias (Raffel et al., 2020), AL-
iBi (Press et al., 2021), Kerple (Chi et al., 2022), FIRE (Li et al., 2023c), CoPE (Golovneva et al.,
2024), and DAPE (Zheng et al., 2024). As our kernels are applied across all heads, we simplify by
omitting the kernel size description at the head dimension. For example, DAPE; « 5 indicates the use
of a H x 1 x 3 convolution kernel size on the attention scores, with a shape of [B, H, T, T.

Datasets. Our analysis is based on training language models using the Arxiv and Books3 datasets,
commonly employed benchmarks for assessing model performance (Press et al., 2021; Chi et al.,
2022; Li et al., 2023c; Ding et al., 2024b). We begin our evaluation by processing entire sequences
and comparing the zero-shot perplexity of the last 256 tokens across various input lengths. In addi-
tion to perplexity, we also leverage downstream datasets with randomized positional encoding (Ru-
oss et al., 2023) to further assess DAPE; 3.

Experiment settings. Initially, we compare DAPE, 3 with other baselines at training lengths of
128, 512, and 1024, using 125M decoder-only Transformers (Brown et al., 2020), with model con-
figurations detailed in Appendix I. Subsequently, we evaluate the performance of different training
lengths using the same number of training tokens but with larger model sizes (350M and 2.7B).
We also explore the impact of the convolutional hidden dimension Dpapg, the effect of informa-
tion leakage, and the influence of varying kernel sizes. Additionally, we examine the computational
efficiency of DAPE, 3, focusing on processing times. Lastly, we evaluate DAPE, 3 on algorith-
mic reasoning datasets using accuracy metrics. Compared to DAPE (Zheng et al., 2024), DAPE; « 3
demonstrates a more pronounced attention sink (Xiao et al., 2024d), as visualized in Appendix K.

4.1 COMPARE WITH BASELINES

DAPE, . 3-Kerple improves performance within training length, proving its ability to process
the entire sequence. According to Figure 2, the proposed DAPE;  3-Kerple demonstrates superior
performance across various training and evaluation lengths. Specifically, DAPE; « 3-Kerple achieves
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Figure 2: Comparisons with baselines: performance with training lengths 128 and 512 on Arxiv and Books3
datasets.

the best performance where the training length is 128 or 512 and the evaluation length ranges from
128 to 8192. This performance consistency is observed across both the arXiv and Books datasets.
For instance, on the arXiv dataset with a training length of 512, DAPE;, , 3-Kerple achieves a per-
plexity score of 4.44. This score surpasses those of other methods, such as DAPE-Kerple with a
perplexity of 4.49, CoPE with 4.51, Kerple with 4.57, and RoPE with 4.57. These results indicate
that DAPE,  3-Kerple has a more robust modeling capability within the training length compared to
the other methods evaluated. The Appendix B also presents the performance of different methods
with training length 1024. The improvements are not only significant but also consistent, reinforcing
the efficacy of the DAPE; , 3-Kerple approach in handling various training lengths effectively.

DAPE,, ;-Kerple improves performance beyond training length. The advantages of
DAPE;, «3-Kerple extend beyond the training length. When the training length is set to 128 and
the evaluation length is extended to 8192, DAPE, . 3-Kerple achieves a perplexity score of 4.60 on
the arXiv dataset and 23.52 on the Books3 dataset. These scores are significantly better than those
achieved by DAPE-Kerple, which records perplexity scores of 4.97 and 25.01 on the arXiv and
Books3 datasets, respectively. Similarly, CoPE performs poorly with perplexity scores of 29.86 on
the arXiv dataset and 90.66 on the Books3 dataset under the same conditions. Furthermore, when the
training duration is increased to 512, DAPE; . 3-Kerple continues to deliver the best performance,
further validating its superior generalization capabilities. These findings highlight the scalability and
robustness of DAPE; 4 3-Kerple, which is attributed to the introduced convolution operator, making
it a promising approach for diverse data scenarios and lengths.

4.2 PERFORMANCE WITH SAME TRAINING TOKENS AND DIFFERENT TRAINING LENGTH
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Figure 3: The performance with same training tokens and different training length. With the same
training tokens, DAPE 3 with training length 512 could even achieve better performance than RoPE with
training length 4096.
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Compared to RoPE, with the same training tokens, DAPE, , 3-Kerple with a training length
of 128 achieves performance comparable to RoPE with a training length of 4096, for varying
evaluation length. As shown in Figure 3, for DAPE; «3-Kerple trained with a length of 128, it
achieves a perplexity (ppl) of 8.15 at an evaluation length of 128 and 4.95 at an evaluation length of
4096 on the arXiv dataset. In comparison, RoPE trained with a length of 4096 achieves a ppl of 9.59
at an evaluation length of 128 and 4.92 at an evaluation length of 4096. Similarly, on the Books3
dataset, DAPE; , 3-Kerple trained with a length of 128 achieves a ppl of 31.07 at an evaluation length
of 128 and 23.19 at an evaluation length of 4096, while RoPE trained with a length of 4096 achieves
38.36 and 24.58, respectively. This suggests the superiority of the proposed DAPE,; .3 with the
introduced convolution operators among heads and neighboring tokens.

With the same training tokens, compared to DAPE, . 5 with longer training lengths, DAPE, . 5
with shorter training lengths can achieve comparable performance, indicating that DAPE, , 5
enhances the model’s understanding of text structure. On the arXiv dataset, DAPE, , 3-Kerple
with training lengths of 512 demonstrates performance close to that of training with a length of 4096
when the evaluation length is 4096. Moreover, the performance curves for training lengths of 1024,
and 2048 are almost identical. This trend is also observed with the Books3 dataset. These results
indicate that DAPE, , 3-Kerple effectively helps the model comprehend text structure, enabling it to
extend to longer lengths.

Transformers may overfit their training length: training on longer sequences may decrease
performance when testing on shorter sequences. On the arXiv dataset, DAPE; , 3-Kerple with
a training length of 128 achieves the best performance when the evaluation length is 128. Similarly,
DAPE;,  3-Kerple with training lengths of 256, 512, 1024, and 2048 achieves the best performance
at evaluation lengths of 256, 512, 1024, and 2048, respectively. Also, on evaluation 128, the RoPE
with training length 4096 and batch size 1 also achieves worse performance than the RoPE with
training length 128 and batch size 32. This suggests that training on longer sequences may worsen
a Transformer’s performance at shorter sequence lengths.

DAPE, .5 can reduce the training time cost via larger batch size and shorter training length,
achieving comparable performance compared to trained on longer length. The cost of
DAPE, 3 is O(B - (h-d - T? + h - Dpapg - T?)), where B, h, d, T and Dpapg are the batch
size, attention hidden dimension, attention head number, sequence length and DAPE hidden dimen-
sion. By reducing the training length from 7" to % and increasing the batch size from B to B - K
with the same training tokens, the cost becomes O(B - K - (h-d- (%)% + h- Dpapg - (%)?)), which

K
simplifies to O( B'(h'd'T2+I? Dones %) ). For example, when the training length is 128 and the batch

size is 32, the time cost of one step is 40.30ms. The time cost of length 256 (batch 16), length 512
(batch 8), length 1024 (batch 4), and length 2048 (batch 2) are 42.61ms, 50.38ms, 79.36ms, and
120.14ms. This reduction demonstrates the potential for significant training time savings.

4.3 THE EFFECT OF LARGER MODEL SIZE
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Figure 4: The Effect of Larger Model Size 350M. We show the results with training length 128 and training
length 512 on Arxiv dataset.

DAPE, ;3 performs well with larger model sizes, such as 350M and 2.7B. As illustrated in
Figure 4, the proposed DAPE; 4 3 shows superior performance at varying evaluation lengths with a
model size of 350M. For a training length of 128, DAPE; . 3-Kerple achieves a perplexity (ppl) of
7.63 at an evaluation length of 128 and 4.43 at an evaluation length of 8192, compared to DAPE’s
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7.69 and 4.69, respectively. Similarly, for a training length of 512, DAPE; «3-Kerple achieves a
ppl of 4.10 at an evaluation length of 128 and 3.35 at an evaluation length of 8192, whereas DAPE
achieves 4.14 and 3.44, respectively. We also present the 2.7B model size result in Appendix C.
Therefore, the proposed DAPE; 3 demonstrates excellent performance with larger model sizes,
showing the potential of including the proposed processing techniques in existing large language
models.

4.4 THE EFFECT OF DAPE; 3

-
IS

-
N

©

Validation perplexity
=
o

o

4

Effect of DAPE;,3 (Length 128)

=

-
'S

-
N

—
o

Validation perplexity

©

o

IS

--- ALiBi

Effect of DAPE;,3 (Length 512)

Kerple

--- FIRE
--- DAPE-ALiBi
--- DAPE-Kerple

——

--- DAPE-FIRE

DAPEy-ALiBi
DAPEys-Kerple |
DAPE-FIRE |

===3

128 256 512 1024 2048

Validation sequence length

4096 8192

2

512

1024 2048 4096
Validation sequence length

8192

Figure 5: The effect of DAPE 5. Whatever the baseline is ALiBi, Kerple or FIRE, the proposed DAPE; x 3
can all improve their performance. The Figure 1 also proves that the proposed DAPE 3 is effective for NoPE
and RoPE.

For Additive Positional Encoding, DAPE, , 5 enhances performance within and beyond the
training length. As demonstrated in Figure 5, for varying additive positional encoding such as
ALiBi, Kerple, and FIRE, their incorporations with DAPE, 3 (i.e., DAPE; «3-ALiBi, DAPE; 4 3-
Kerple, and DAPE; « 3-FIRE) consistently improve performance, while DAPE; . 3-ALiBi may needs
longer training length to achieve better performance than DAPE-ALiBi. Furthermore, regardless of
the specific additive positional encoding used, the proposed DAPE; 3 (configured with a kernel size
of 1 x 3) outperforms the standard DAPE method (which employs a kernel size of 1 x 1). Also,
as shown in Figure 1, DAPE; « 3 imrpoves the performance of NoPE, both within and beyond the
training length These results highlight the robustness and scalability of DAPE; « 3, suggesting its
broad applicability in enhancing additive positional encoding frameworks.

For Non-Additive Positional Encoding, DAPE, . 3 also improves performance within and be-
yond the training length. As illustrated in Figure 1, DAPE;«3 enhances the performance of
RoPE, both within and beyond the training length. In contrast, naive DAPE reduces the perfor-
mance of RoPE, with training lengths of 128 and 512. This indicates that the proposed DAPE; 4 3 is
a versatile and widely applicable method with the potential to be applied to various position encod-
ing techniques on the language modeling task.

4.5 THE PERFORMANCE OF DAPE; 3 WITH INFORMATION LEAKAGE

The DAPE, 3 can utilize attention data, which is supported by almost zero loss (perplexity is
1) under information leakage. To prevent the information leakage, we use the torch.tril before
DAPE, «3 to make the attention score lower-triangular matrix. For the cheating version, we do
not use the torch.tril. As shown in Figure 6, whatever DAPE; . 3-ALiBi, DAPE; 4 3-Kerple
or DAPE; . 3-FIRE, their cheating version can all achieve about zero loss within evaluation length
1024. Furthermore, the DAPE; . 3-Kerple can even aachievezero loss when the evaluation length
is extended to 8096. This suggest that the proposed DAPE; 3 can really realize and utilize the
information of attention score.

4.6 COMPARE DAPE AND DAPE«3 WITH APPROXIMATE COMPUTATIONAL COST

DAPE, , 5 achieves even better performance at a lower computational cost. As shown in Ap-
pendix E, when the training length is set to 128, DAPE; « 3-Kerple with Dpapg as 10 achieves a
perplexity (ppl) of 8.16 at an evaluation length of 128 and 4.74 at an evaluation length of 8192.
This performance is notably better than that of DAPE-Kerple with Dpapg as 64, which achieves
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perplexities of 8.21 and 4.87, respectively. Moreover, when the training length is extended to 512
and the evaluation length is smaller or equal to 4096, DAPE, 4 3-Kerple with Dpapg as 10 continues
to surpass the performance of DAPE-Kerple with Dpapg as 64. Also, DAPE; « 3-Kerple with Dpapg
as 21 always achieves better performance than DAPE-Kerple with Dpapg as 64. This demonstrates
that DAPE; 3 not only maintains its performance advantage across different training lengths but
also requires a lower computational cost.

4.7 THE PERFORMANCE WITH DIFFERENT KERNEL SIZES

Different experiment settings may have different optimal kernel sizes. Appendix F shows the
performance of DAPE with various kernel sizes, including DAPE (equivalent to a 1 x 1 kernel size),
DAPE, « 3, DAPE; «5, and DAPE; 7. For the Arxiv dataset, larger kernel sizes consistently achieve
better performance, evaluating with training lengths of 128 or 512. However, for the Books3 dataset,
DAPE; 3 performs best when the training length is 128 and evaluated at 8192, whereas DAPE; 4 5
performs best at the same evaluation level when the training length is 512. These results suggest that
the optimal kernel size may vary depending on the experimental setting, ranging from 1 x 1 to larger
kernel sizes. Although larger kernel sizes contribute to stronger expressiveness from intuition, we
conjecture that the performance degradation for overly large kernel sizes results from optimization
challenges.

4.8 THE PERFORMANCE ON CHE BENCHMARK WITH ACCURACY EVALUATION METRICS

Different tasks have different optimal kernel sizes, as shown in Appendix G and Appendix F.
For example, on MISSING DUPLICATE task, the DAPE; , 3-Kerple improves the 87.57 of DAPE-
Kerple to 99.65. However, on the STACK MANIPULATIONtask, the DAPE; ,3-Kerple decreases
the 72.04 of DAPE-Kerple to 68.18. Also, as shown in Appendix F, the larger kernel size does
not always lead to better performance. Overall, larger kernel size provides a potential way to im-
prove the Transformer length extrapolation performance, and we usually could find a suitable kernel
size (ranging from 1x1 to larger kernel sizes) to achieve better performance than without further
processing attention score.

The large kernel size performance improvement is related to the baseline bias matrix. As
shown in Appendix G, the best performance is usually achieved by further processing attention
scores via kernel size 1 or 3. Moreover, on 11 permutation-variant tasks, the DAPE; . 3-Kerple
achieves better performance on 8 of 11 tasks compared to Kerple. And the DAPE, . 5-FIRE achieves
better performance on 6 of 11 tasks compared to FIRE. This suggests that the large kernel size
performance improvement is related to the baseline bias matrix.

4.9 THE TIME COST

As the model size increases, the additional computational cost ratio gradually decreases. As
shown in Appendix H, when the model size is 350M, the time cost for Kerple is 189.91 ms, while
DAPE-Kerple takes 224.22 ms, and DAPE;, . 3-Kerple requires 252.84 ms. Compared to DAPE; y 3-
Kerple, the time cost ratios for Kerple and DAPE-Kerple are 0.7511 and 0.8868, respectively. As
the model size increases from 350M to 2.7B and 6.7B, the time cost ratio for Kerple rises from
0.7511 to 0.8205 and 0.8918, respectively. Similarly, the time cost ratio for DAPE-Kerple increases
from 0.8868 to 0.9361 and 0.9677. Therefore, as the model size increases, the time cost ratio also
increases, indicating that the additional computational cost decreases progressively.

5 CONCLUSION

In this paper, we point out that the key of Transformer length extrapolation is the better and more
accurate attention score. Therefore, we develop and analyze DAPE, 4 3 by processing the attention
score as feature maps via convolution operation. Theoretically, we show that the associative recall
tasks, which account for the most perplexity scores, can be realized by the proposed Transformer
with convolution, in contrast to the vanilla Transformer. We conducted comprehensive experiments
on Arxiv, Books3, and CHE to validate the effectiveness of the proposed method, where the proposed
method exhibits significant superiority.
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A A PERPLEXITY FOR LENGTH EXTRAPOLATION EVALUATION

Table 1: The AP on Book dataset with training length 512, compared to baselines.

Method RoPE ALiBi Kerple DAPE-Kerple DAPE,,;-Kerple
P(M(z512), Ttrain) 19.74  20.04 19.83 19.25 18.95
P(M(z1024), Ttrain) 261.39  19.74  19.19 18.28 17.92

P(M (z1024[—Ttrain] )y Terain)  19.51 19.79  19.58 19.03 18.74

APig24 -241.88  0.05 0.39 0.75 0.82

P(M(22048)s Ttrain) 411.23  20.17  20.48 17.20 16.79
P(M (220a8]—Ttrain) 3)s Terain)  18.74 19.03  19.84 18.28 18.01

APsg4s -39249  -1.14  -0.64 1.08 1.22

P(M(24096)s Ttrain) 635.80 20.50 2833 17.58 17.05
P(M (24096|—Ttrain] 3)s Terain)  19.11 19.35  19.07 18.59 18.19

APjo96 -616.69  -1.15 -9.26 1.01 1.14

P(M(28192), Ttrain) 762.86  21.30  40.94 17.85 17.20
P(M(zs192]—Ttrain] 3)s Terain) 1978 20.02  19.85 19.38 18.98
APg192 -743.08 -1.28  -21.09 1.53 1.78

In this discussion, we explore how to effectively use perplexity as a metric, incorporating concepts of
information gain and entropy. Let L(-) represent the process for calculating loss, and M (x) denote
the logit output generated by the model after processing an input sequence z. For evaluating model
performance, we define P(M (z), K) as follows:

1. Process the entire sequence x using M (x).

2. Compute the perplexity on the last K tokens of the sequence.

To interpret information gain, we consider the training sequence length Ti.;,. Given an input z, we
calculate the change in loss/perplexity, AP, as:

AP = P(J\/[(x[_Ttrain :])a Ttrain) - P(]V[(.T), Ttrain) (6)

The term A P provides insights into the model’s information gain relative to local and global context,
allowing us to quantify entropy in terms of model uncertainty reduction. We interpret AL as follows:

* When AP = 0: The model’s information gain from the full sequence is negligible, in-
dicating an entropy level comparable to local attention (e.g., models like ALiBi when the
evaluation length is 1024). This suggests the model does not leverage context beyond a
limited range.

* When AP < 0: Processing the entire sequence increases entropy, resulting in worse per-
formance than focusing only on the last Ti.;, tokens. This implies negative information
gain and limited extrapolation capability (e.g. such as RoPE), as the model may overfit to
recent tokens without capturing broader context effectively.

* When AP > 0: The model benefits from the information within z[: Tin], achieving
a reduction in entropy that reflects positive information gain. This suggests the model
leverages contextual information beyond the training sequence, indicating extrapolation
capability.

* Qur suggestion of bias matrix. The Kerple is a good choice for almost all settings, the
FIRE may need longer training length/tokens to present its ability, and do not use ALiBi
unless necessary . It is easy to train Kerple, as Kerple usually has few trainable parameters
compared to FIRE. If you do not know which one to use, directly use Kerple. FIRE may
have better performance, but may need longer training length (diverges at 128 but works

well at 512, with DAPE). FIRE b(i, j) = fo (%) so that we may need longer

training length or more training tokens to well-train the neural network fy. Do not use
ALiBi unless necessary. The ALiBi will quickly become local attention as the sequence
length increases.
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By examining A P, we can evaluate the model’s ability to reduce entropy and gain information from
extended sequences, providing a measure of its extrapolative power.
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B COMPARE WITH BASELINE ON ARXIV DATASET WITH TRAINING LENGTH
1024

Table 2: The performance (ppl) on Arxiv dataset with training length 1024, compared to baselines.

Method 1024 2048 4096 8192
NoPE (Kazemnejad et al., 2024)  4.16 42.27 1854.73 17167.32

RoPE (Su et al., 2024b) 4.07 86.20 237.67 256.12

T5’s bias (Raffel et al., 2020) 4.03 4.28 13.07 79.55
ALiBi (Press et al., 2021) 4.09 453 4.45 4.22
Kerple (Chi et al., 2022) 4.06 4.09 4.68 6.951

FIRE (Li et al., 2023c) 4.06 921  236.18 440.60
DAPE-Kerple (Zheng et al., 2024) 398  3.91 3.68 341
DAPE; , 3-Kerple 393 386 3.61 3.37

C LARGE MODEL SIZE

Table 3: The performance (ppl) under large model size 2.7B on Books3 dataset.

Method 512 1024 2048 4096
RoPE 21.01 25.00 48.13 160.59
T5’s bias 21.10 21.88 2359 3323
Kerple 21.14 22.08 2338 27.21
DAPE-Kerple 20.52 21.01 2023 19.67

DAPE; »3-Kerple (kernel size 1x3) 20.16 20.54 19.80 19.02
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D THE PERFORMANCE OF DAPE; 3 WITH INFORMATION LEAKAGE

Information Leakage (Arxiv Dataset & Length 128)
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Figure 6: Result with information leakage.
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Figure 7: Compare DAPE; 5 and DAPE with the approximately same cost on Arxiv Dataset. We com-
pare the DAPE; x3 and DAPE with approximate cost and different Dpape. As the kernel size of is DAPE; «3

1 x 3, the proposed DAPE 3 is the triple computation cost of DAPE, with the same Dpapk.
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F THE PERFORMANCE WITH DIFFERENT KERNEL SIZE

Table 4: The performance with different kernel sizes, with training length 128 and evaluation from
length 128 to 8192. For different datasets and training length, the optimal kernel size may not always
be the largest one, especially when the evaluation length is larger.

Dataset Method 128 256 512 1024 2048 4096 8192
Kerple 830 7.10 585 691 9.17 1148 12.59

Arxiv DAPE-Kerple (Kernel Size 1x1) 821 698 538 520 533 526 497
DAPE; 4 3-Kerple (Kernel Size 1x3) 8.15 692 529 505 511 495 4.60

DAPE; «5-Kerple (Kernel Size 1x5)  8.13 6.91 5.27 5.04 5.10 4091 4.57

DAPE;, » 7-Kerple (Kernel Size 1x7)  8.12 6.89 5.26 5.02 5.09 491 4.57

Kerple 32.10 29.09 28.10 3575 44.68 5639 66.23

Books3 DAPE-Kerple (Kernel Size 1x1) 31.49 2827 2493 2431 2334 2438 25.01

DAPE; «3-Kerple (Kernel Size 1x3) 31.07 27.81 2438 23.57 2240 23.19 23.52
DAPE, «5-Kerple (Kernel Size 1x5) 31.02 27.79 2436 23.57 2241 2332 2371
DAPE, «7-Kerple (Kernel Size 1x7) 30.98 27.76 24.31 23.47 2230 23.00 23.57

Table 5: The performance with different kernel size, with training length 512 and evaluation from
length 512 to 8192. For different datasets and training length, the optimal kernel size may not always
be the largest one, especially when the evaluation length is larger.

Dataset Method 512 1024 2048 4096 8192
Kerple 457 437 509 6.80 9.08

Arxiv DAPE-Kerple (Kernel Size 1x1) 4.49 4.20 4.17 3.95 3.70
DAPE;, «3-Kerple (Kernel Size 1x3) 4.44 4.14 4.09 3.87 3.58

DAPE; «5-Kerple (Kernel Size 1x5) 4.44 414 410 3.85 3.59

DAPE, «7-Kerple (Kernel Size 1x7) 4.43 413 408 385 3.57

Kerple 19.83 19.19 2048 28.33 40.94

Books3 DAPE-Kerple (Kernel Size 1x1) 19.25 1828 17.20 17.58 17.85

DAPE; «3-Kerple (Kernel Size 1x3) 1895 17.92 16.79 17.05 17.20
DAPE;, «5-Kerple (Kernel Size 1x5) 18.89 17.87 16.76 17.09 17.10
DAPE;, «7-Kerple (Kernel Size 1x7) 18.86 17.82 16.70 17.01 17.16
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G THE PERFORMANCE OF DAPE; 3 ON CHE BENCHMARK

Table 6: Train on length 40 with 200k steps, and test from lengths 41 to 500. The random ac-
curacy is 50%, except for MODULAR ARITHMETIC (SIMPLE), CYCLE NAVIGATION, BUCKET
SORT, SOLVE EQUATION and MODULAR ARITHMETIC, where it is 20%. {11 denotes permutation-
invariant tasks, which are expected to be solved without positional information. The dataset comes
from Choromanski et al. (2021), with experiment setting from Randomized PE(Ruoss et al., 2023).

Baseline DAPE (Kernel Size 1) DAPE (Kernel Size 3)
Level Task RoPE Relative ALiBi Kerple FIRE ALiBi Kerple FIRE ALiBi Kerple FIRE
EVEN PAIRS 99.98 96.60 7352 5750  73.86 99.99  99.58 100 99.99 100 100
R MODULAR ARITHMETIC (SIMPLE)  21.35 20.84 20.02 21.79  21.09 23.58 24.47 2446 21.48 2390 2343
PARITY CHECKTTt 50.05 50.09 50.09  50.07  50.97 50.30  50.07  50.04 50.13 52,51 50.11
CYCLE NAVIGATIONT{t 27.63 26.95 24.64 2947 2841 2299 3453 2754 2443 2432 2434
STACK MANIPULATION 61.49 64.73 6642 6693  69.33 68.18  72.04 70.90 5890  68.18  60.90
DCF REVERSE STRING 65.23 65.59 71.09 7154 65.89 73.37 70.74  76.40 56.61 81.84 70.11
MODULAR ARITHMETIC 31.25 31.74 30.56 2479 3092 31.34 3237 31.50 29.46 26.13  27.00
SOLVE EQUATION 21.85 22.93 19.92 21.15  22.06 20.03 2249 2242 20.26 2395 23.62
DUPLICATE STRING 64.97 67.66 65.13 66.72  69.03 70.84 7295 7271 52.96 57.03  66.01
MISSING DUPLICATE 63.37 72.34 7421 79.06  79.27 83.41 87.57  89.17 59.33  99.65 74.83
ODDS FIRST 61.00 61.57 59.88 6259  63.28 6378  67.08 66.34 5735  56.87  56.57
CS BINARY ADDITION 55.59 56.96 5472 5635 5570 5971  60.88  56.62 5749 5532 5786
COMPUTE SQRT 51.88 51.63 50.63  51.11  50.80 51.64 5133 5246 5208 51.76  51.93
BUCKET SORT{t 98.12 99.31 9845  99.38  99.57 99.38  98.81  99.37 96.61  99.06 98.56

H DAPE; .5 TIME COST

Table 7: The time cost (millisecond) under different testing lengths, with Dpapg as 32 and default
batch size 1, with training length 512.

Method 350M Total Ratio 2.7B Total Ratio 6.7B Total Ratio

ROPE (Su et al., 2024b) 210.01 0.8306 472.63 1.0472 635.57 0.8564

T5’s bias (Raffel et al., 2020) 355.16 1.4046 537.62 1.1912 808.85 1.0899
ALIiBi (Press et al., 2021) 172.60 0.6826 325.95 0.7222 596.77 0.8041
Kerple (Chi et al., 2022) 189.91 0.7511 370.32 0.8205 661.82 0.8918
FIRE (Li et al., 2023c¢) 248.13 0.9813 432.63 0.9586 797.68 1.0748
DAPE-Kerple (Zheng et al., 2024) 224.22 0.8868 42248 0.9361 717.46 0.9667
DAPE; 4 3-Kerple 252.84 1.0000 451.29 1.0000 742.10 1.0000
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I MODEL CONFIGURATION

All experiments are conducted on 8 GPUs. The 125M and 350M model configuration is the follow-
ing.

Table 8: Model Configurations.

125M 350M
Training sequence length 512 512
Batch size 32 x 8 32 x 8
Numer of iterations 50k 50k
Dropout prob. 0.0 0.0
Attention dropout prob. 0.0 0.0
Attention head 12 16
Feature dimension 768 1024
Layer number 12 24
Optimizer Adam Adam
Optimizer parameter betas  [0.9, 0.95] [0.9, 0.95]
Learning rate 6e — 4 3e —4
Precision float16 float16

J DATA-ADAPTIVE RELATED POSITION ENCODING PERFORMANCE
COMPARISON

Table 9: The performance comparison between data-related position encoding, with dataset Books3
and training length 128.

Method 128 256 512 1024 2048 4096 8192
Transformer-XL 31.57 2849 26.07 2698 2790 32.76 41.12
CoPE 31.61 2841 2579 2796 33.80 54.08 90.66

DAPE-Kerple (Kernel Size 1x1) 31.49 2827 2493 2431 2334 2438 25.01
DAPE; «5-Kerple (Kernel Size 1x3) 31.07 27.81 24.38 23.57 2240 23.19 23.52
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K DAPE; .3 VISUALIZATION

The model is trained with DAPE;  3-Kerple on length 512. Compared to DAPE (Zheng et al., 2024),
it seems that the DAPE, 4 3 presents a more obvious attention sink (Xiao et al., 2024d).

K.1

Example 1: Attention (Layer 1)

VISUALIZATION ON LENGTH 512

Example 1: Kerple Bias (Layer 1)

Example 1: DAPEy,; Bias (Layer 1)
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Figure 8:
tention is XWo(XWk)'; (2)
f(XWo(XWk)",B).

Evaluation Length 512 Example 1:
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The Kerple bias is B; (3) The DAPE,.3; (with Kerple) bias is
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Example 1: Attention (Layer 5)

Example 1: Kerple Bias (Layer 5)

Example 1: DAPEy,; Bias (Layer 5)
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Figure 9:

F(XWo(XWk)', B).

Evaluation Length 512 Example 1:
tention is X Wo(XWrx); (2) The Kerple bias is B;
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Example 1: Attention (Layer 10) Example 1: Kerple Bias (Layer 10)

Example 1: DAPE,,; Bias (Layer 10)
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Figure 10: Evaluation Length 512 Example 1:
tention is X Wo(XWrx)';
[(XWo(XWk)', B).
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1 51 2 Example 2: Attention (Layer 1) Example 2: Kerple Bias (Layer 1) Example 2: DAPE,; Bias (Layer 1)
o —— Head-1
1513 . —— Head-2 0
—— Head-3
1514 8-t — Head-4 8 -
E F = ) . : -10
1515 8 ﬂ l g, o | 2
1516 £ \ M“ “ ‘i | 3 5| 3
2 ] -
e \ b i £ s | o
£ ) 1 ‘ H o —— Head-10 8
1517 <, ‘M 1 h W! '”“ ! Sa Head-11 425
1518 4 Head-12 b 3
1519 - - >
0 100 200 300 400 500 0 100 200 300 400 500 [} 100 200 300 400 500
elative Distance elative Distance Relative Distance
Rel Di Relative Di: lati i
1521 . Example 2: Attention (Layer 2) Example 2: Kerple Bias (Layer 2) Example 2: DAPE,; Bias (Layer 2)
0.0 —— Head-1
1522 , Tl .
w 05 —— Head-3 n
152 o —— Head-4 @
523 % 4 2 10 —— Head-5 T 0
] c
g e —— Head-6 5
1524 S 2 LS 15 ~—— Head-7 2 5
= G —— Head-8 S -
1525 % g s | £
£ 97 —— Head-10 &
1526 < g Heastr | & 10
-2 925 Head-12 g
1527 -1
—a -3.0
1528 0 100 200 300 400 500 0 100 200 300 400 500 [ 100 200 300 400 500
1529 Relative Distance Relative Distance Relative Distance
Example 2: Attention (Layer 3 "
o0 . p (Layer 3) Example 2: Kerple Bias (Layer 3) Example 2: DAPEy,; Bias (Layer 3)
001 4 —— Head-1
6 ~—— Head-2 25
1531 g3 — s | g g,
o 2 —— Head-4 o
1532 % 4 ‘ ' I ® 1.0 —— Head-5 ; 25
P | | o —— Head-6 c
1533 s 21 | f S s —— Head-7 2 -s0
= p | 2 —— Head-8 3 75
S o | -4 —— Head-9 a "
1534 Fof ‘M * ‘ | (| 5 e £
s Head-11 g
1535 21 1) g a5 - S
‘1 |" l f‘ Head-12 S 125
1536 —4 -3.0 -15.0
1537 100 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500
Relative Distance Relative Distance Relative Distance
1538 Example 2: Attention (Layer 4) Example 2: Kerple Bias (Layer 4) Example 2: DAPEy; Bias (Layer 4)
6 0.07 —— Head-1
1539 l e o
-05 — - 0w
1540 ¢ ~|| I F 1 M bos) N T | £
2 I H ‘ ‘ 210 —— Head-5 5
1541 g2 \|| l‘lw ‘ ‘ m ! ‘ l‘ 3 —— Head-6 5 1
I3 [ “ il ]y 2-15 ~— Head-7 2 s
1542 »% o | K] —— Head-8 8
&£ 2.0 ~— Head-9
1 2., 2 — H::d-lD 5-20
543 g : . 2
52 Head-11 % 25
—a ~ Head-12 3
1544 30 -30
1545 - s
0 100 200 300 400 500 0 100 200 300 400 500 [ 100 200 300 400 500
1546 Relative Distance Relative Distance Relative Distance
1547 s Example 2: Attention (Layer 5) Example 2: Kerple Bias (Layer 5) Example 2: DAPEy,; Bias (Layer 5)
0.0 —— Head-1
1548 6 L\ —— Head-2 4
» ~05 —— Head-3 Y
4 o —— Head-4 @
1549 ;3; 2 10 \— Head-5 % 0
g 2 e —— Head-6 5
1550 S S 15 —— Head-7 2
2 0 7 —— Head-8 <]
1551 g € Lo ~ Head9 = -a
£, @ ~—— Head-10 &
1552 < e . Headal | & =6
-4 X Head-12 a
- -8
1553 -3.0 N
—6 -10
1554 0 100 200 300 400 500 0 100 200 300 400 500 [} 100 200 300 400 500
1555 Relative Distance Relative Distance Relative Distance
1 Example 2: Attention (Layer 6) Example 2: Kerple Bias (Layer 6) . Example 2: DAPE s Bias (Layer 6)
1556 . 0.0 —— Head-1 ’
—— Head-2 4
1557 v os | s ‘
1558 %, s el
2 2 —— Head-5 T
g 4 T _10 \ — Head-6 s 0
s 2 ~— Head-7 =2
1559 2’ §—15 — Head-8 § -2 ™ Wl . “; l‘vﬂ‘
1560 g 8- s |G ‘u |w| ;u ’
o A
S 2 —— Head-10 0 ]
5-20 Head-11 o i
1561 -2 Y H::d-lz 3 -6
1562 h e -
1563 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500
Relative Distance Relative Distance Relative Distance
1564

1565 Figure 11: Evaluation Length 512 Example 2: Part 1. From Left to Right: (1) The At-
tention is X Wy (X WK)T; (2) The Kerple bias is B; (3) The DAPE,.3; (with Kerple) bias is
J(XWqo(XWk)', B).

29



1566
1567
1568
1569
1570
1571
1572
1573
1574
1575
1576
1577
1578
1579
1580
1581
1582
1583
1584
1585
1586
1587
1588
1589
1590
1591

1592
1593
1594
1595
1596
1597
1598
1599
1600
1601

1602
1603
1604
1605
1606
1607
1608
1609
1610
1611

1612
1613
1614
1615
1616
1617
1618
1619

Under review as a conference paper at ICLR 2025
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Figure 12: Evaluation Length 512 Example 2:
tention is X Wy (X WK)T; (2) The Kerple bias is B; (3) The DAPE, .3 (with Kerple) bias is
F(XWqo(XWk)', B).

0 100 200 300

Relative Distance

400 500

Part 2.

30

From Left to Right:

0 100 200 300

Relative Distance

400 500

(1) The At-



1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648
1649
1650
1651
1652
1653
1654
1655
1656
1657
1658
1659
1660
1661
1662
1663
1664
1665
1666
1667
1668
1669
1670
1671
1672
1673

Under review as a conference paper at ICLR 2025

K.2 VISUALIZATION ON LENGTH 2048
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K.3 VISUALIZATION ON LENGTH 8192
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(2) The Kerple bias is B; (3) The DAPE,«s (with Kerple) bias is
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tention is X Wy (X WK)T; (2) The Kerple bias is B; (3) The DAPE, 3 (with Kerple) bias is
f(XWo(XWk)T, B).
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Example 2: Kerple Bias (Layer 1)
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Figure 21:
tention is X Wo(XWi)"
F(XWo(XWk)", B).
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L IMPLEMENTATION

In this section, we present the implementation of the proposed DAPE; 3 module in PyTorch
(Paszke et al., 2019).

import torch
import torch.nn as nn

class DAPEV2(nn.Module) :
def __init__(self, head_number=12, mlp_width=32,kernel_size=3):

nun

DAPEV2 attention bias module.

Args:
num_heads: number of attention heads.
mlp_width: Width of MLP.

kernel_size: convolution kernel size.
mmnn

super (DAPEV2, self). __init__()

self .mlp = nn.Sequential(

nn.Conv2d(in_channels=head _number=*2, out_channels=
mlp_width , kernel_size =(1,kernel_size),stride=(1,1),
padding=(0,kernel_size//2) ,dilation=(1,1)),

nn . LeakyReLU () ,

nn.Conv2d(in_channels=mlp_width, out_channels=
head_number , kernel_size=(1,kernel_size),stride=(1,1)
,padding=(0,kernel_size //2) ,dilation=(1,1)))

def forward(self, attention: torch.Tensor, bias: torch.Tensor):

mmnn
Args:
attention: input sequence, which is g°T * k,
shape [bsz, num_heads, seqg_len, seq len]
bias: bias matrix, which can be generated by ALiBi, Kerple
FIRE or other additive position encodings
shape [1,num_heads, seq_len, seq_len]

Returns:

attention with DAPEV2,

shape [bsz, num_heads, seqg_len, seq_len]
bias_tile=torch. tile (fire_bias , (x.shape[0],1,1,1) )
attention_bias_concat=torch.cat( (attention , bias_tile), dim=1)
attention_bias_concat=torch. tril (attention_bias_concat)
attention_bias_concat=self.mlp(attention_bias_concat)

return attention+bias+attention_bias_concat
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