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Abstract

Probing the multilingual knowledge of linguis-001
tic structure in LLMs, often characterized as002
sequence labeling, faces challenges with main-003
taining output templates in current text-to-text004
prompting strategies. To solve this, we intro-005
duce a decomposed prompting approach for006
sequence labeling tasks. Diverging from the007
single text-to-text prompt, our prompt method008
generates for each token of the input sentence009
an individual prompt which asks for its linguis-010
tic label. We test our method on the Universal011
Dependencies part-of-speech tagging dataset012
for 38 languages, using both English-centric013
and multilingual LLMs. Our findings show014
that decomposed prompting surpasses the it-015
erative prompting baseline in efficacy and effi-016
ciency under zero- and few-shot settings. More-017
over, our analysis of multilingual performance018
of English-centric LLMs yields insights into019
the transferability of linguistic knowledge via020
multilingual prompting.021

1 Introduction022

Current Large Language Models (LLMs), such023

as GPT-3, GPT-4, PaLM, and LLaMA (Brown024

et al., 2020; Chowdhery et al., 2023; Touvron et al.,025

2023a), have demonstrated remarkable capabili-026

ties in in-context learning across a broad spec-027

trum of language understanding and generation028

tasks (Zhao et al., 2023; Zhang et al., 2023; Ziyu029

et al., 2023). These models are predominantly030

trained on massive amounts of English text data,031

with some limited exposure to other languages.032

For instance, LLaMA2’s pretraining corpus com-033

prises over 89% English content, with the rest in034

other languages or code (Touvron et al., 2023b).035

Yet, these English-centric LLMs 1 exhibit effective036

performance in complex multilingual language un-037

derstanding tasks (Deng et al., 2023; Wang et al.,038

1In this paper, we regard a model pretrained primarily on
English text as English-centric.
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Figure 1: Comparison of different prompting methods
for sequence labeling.

2023). In multilingual evaluation with prompt- 039

ing, a model performs tasks by directly generat- 040

ing outputs based on a task description and/or a 041

few examples provided in a pivot language (typi- 042

cally English), along with input in a different target 043

language (Ahuja et al., 2023). Despite the remark- 044

able multilingual performance of LLMs, the extent 045

and nature of their cross-lingual capabilities remain 046

underexplored (Ye et al., 2023). 047

We hypothesize that these models harbor sub- 048

stantial multilingual knowledge. This knowledge, 049

particularly relating to linguistic structure, is com- 050

monly conceptualized through sequence tagging 051

tasks (Jurafsky, 2000). However, the current 052

prompting strategies designed for sequence label- 053

ing in LLMs are not well suited to test. For instance, 054

behavioral probing methods (Belinkov et al., 2020), 055

aimed at measuring knowledge stored in language 056

models, struggle to adapt to tasks predicting more 057

complex structures. To overcome the challenges in 058
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probing the multilingual knowledge of linguistic059

structure in LLMs characterized as sequence la-060

beling, drawing inspiration from the token-level061

prompt-based fine-tuning method by Ma et al.062

(2024), we introduce the decomposed prompting063

strategy, aiming to probe English-centric LLMs for064

their understanding of linguistic structure framed065

as sequence labeling tasks. As shown in Figure 1,066

instead of employing a single text-to-text prompt067

for labeling an entire sequence in one step, our068

method decomposes this process into multiple dis-069

crete prompts. More precisely, we first split the070

input sentence into tokens. Subsequently, we gen-071

erate an individual prompt for each token which072

inquires about its linguistic label.073

We evaluate our approach on the Universal074

Dependency (UD) part-of-speech (POS) tagging075

dataset (Nivre et al., 2020) covering 38 languages076

with 3 English-centric LLMs and 2 multilingual077

LLMs. Our approach outperforms the iterative078

prompting baseline in both zero- and few-shot set-079

tings in terms of accuracy and efficiency. Further-080

more, our investigation into the multilingual per-081

formance of English-centric LLMs offers valuable082

insights into their capabilities of transferring lin-083

guistic knowledge through multilingual prompting.084

2 Background and Related Work085

Multilinguality of English-Centric LLMs086

English-centric LLMs are primarily pretrained on087

large English text data, with a limited exposion to088

multilingual data. LLaMA (Touvron et al., 2023a),089

for example, is pretrained on an extensive scale090

of corpora comprising over 1.4 trillion tokens, of091

which less than 4.5% constitute multilingual data092

from 20 different languages. LLaMA 2 (Touvron093

et al., 2023b) expands this linguistic diversity,094

featuring 27 languages each representing more095

than 0.005% of the pertaining data. Mistral096

7B (Jiang et al., 2023) achieves superior perfor-097

mance and efficiency through the adoption of098

advanced attention techniques such as Sliding099

Window Attention (SWA) (Child et al., 2019),100

facilitating faster inference. To enhance the robust-101

ness of multilingual processing, the Byte-level102

Byte-Pair-Encoding (BBPE) algorithm (Sennrich103

et al., 2016; Wang et al., 2020) is commonly104

used for tokenization in LLMs. This approach is105

able to decompose UTF-8 characters, which are106

outside the scope of the model vocabulary, into107

their constituent bytes. Thus, BBPE tokenization108

equips LLMs with the versatility to handle scripts 109

from any language, theoretically, even those not 110

encountered during training. In summary, limited 111

exposure to non-English data and byte-level 112

encoding capability, these two factors discussed 113

above, jointly contribute to the robust multilingual 114

abilities observed in English-centric LLMs. 115

Prompting for Sequence Labeling Prompting 116

LLMs for sequence labeling tasks remains a chal- 117

lenge (Ahuja et al., 2023). While text-to-text 118

prompting is widely adopted across various bench- 119

marking tasks for LLMs (Lai et al., 2023), their 120

application to sequence labeling is hindered by 121

the challenges in maintaining the output tem- 122

plates (Asai et al., 2023). In response, a decent 123

iterative prompting strategy for structured predic- 124

tion has been introduced (Blevins et al., 2023) (Fig- 125

ure 1). In this approach, the model decodes in 126

step ti a label for the word at position ti of the 127

sequence. This predicted label, along with the next 128

word, is then input back into the model to predict 129

the next label. However, the dependency of each to- 130

ken’s prediction on the preceding one substantially 131

slows down the inference process. In contrast, our 132

proposed decomposed prompting method offers im- 133

provements in both efficacy and efficiency. Our 134

method is similar to Ma et al. (2024) in that both 135

methods decompose an input sentence into a se- 136

ries of prompts; however, their method is used for 137

fine-tuning, while our method is in an in-context 138

learning paradigm without training. 139

3 Decomposed Prompting for LLMs 140

Given a test sequence set Xtest, a label set L, and 141

an LLM M , we approach the task of sequence 142

labeling as follows: for an input sequence X ∈ 143

Xtest of length n, X = x1, · · · , xn, the model M 144

is expected to produce a corresponding sequence 145

of labels Ŷ = ŷ1, · · · , ŷn, where each label ŷi ∈ L 146

is associated with the linguistic feature of the token 147

xi. 148

In decomposed prompting, we design a prompt 149

template function T (·, ·) which generates a specific 150

prompt for each token. T takes the input sequence 151

X and an individual token xi as arguments and 152

returns a prompt for predicting the label of the 153

token. The true label yi can be optionally included 154

as an argument to T ; if included, T utilizes yi to 155

provide a demonstration. 156

C = c1, · · · , cm is a sample from the training 157

set. In the few-shot learning scenario, k examples 158
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in the tuple format (Cj , cj , lj) are given along with159

the input sequence X , where cj is a token in Cj ,160

and lj ∈ L is the label for cj . The demonstration161

D of an input sequence X is formulated as:162

D = I ◦ T (C1, c1, l1) ◦ · · · ◦ T (Ck, ck, lk) (1)163

where I denotes an optional instruction in natural164

language, ◦ denotes the string concatenation opera-165

tion. Finally, we use a prompt generator function166

G(·, ·) to create the set of decomposed prompts for167

an input sequence X:168

G(X,D) = {D ◦ T (X,x1), · · · , D ◦ T (X,xm)}
(2)169

The label ŷi of token xi is predicted as follows:170

ŷi = argmax
y∈L

PM (l|D ◦ T (X,xi)) (3)171

For each possible label y, we obtain the probability172

that the model predicts this label as the next token173

and select the most likely label as the predicted174

label.175

4 Experiment and Results176

4.1 Experimental Setup177

Dataset and Language We use a subset of the178

Universal Dependency treebanks (UDPOS) (Nivre179

et al., 2020) to probe the multilingual linguistic180

knowledge of LLMs. The UDPOS dataset adopts181

a universal POS tag set consisting of 17 tags (Ap-182

pendix A.1.1). Our chosen subset, derived from183

the XTREME multilingual benchmark (Hu et al.,184

2020), comprises 38 languages from diverse lan-185

guage families distributions (Appendix A.1.2). We186

randomly sample 200 instances of each language187

for the evaluation.188

Model and Setup We experiment on three189

English-centric LLMs: LLaMA2-7B, LLaMA2-190

13B (Touvron et al., 2023b), and Mistral-7B (Jiang191

et al., 2023), as well as two multilingual LLMs:192

BLOOMZ-7B (Muennighoff et al., 2023) and mTk-193

Instruct (Wang et al., 2022). All LLMs in our ex-194

periment are instruction-tuned versions accessible195

through the HuggingFace framework (Wolf et al.,196

2020). We use the weighted average F1 scores197

for different tags as our evaluation metric. All198

experiments were conducted on a server with 4199

A100-SXM4-80GB GPUs. More details of experi-200

mental settings are described in Appendix A.2.201

Model Method Zero-shot Few-shot Avg.en mult. en mult.

LLaMA2-7B
Iter 33.1 27.2 68.0 48.6 44.2

Decom 58.2 43.2 74.7 50.5 56.7

LLaMA2-13B
Iter 47.6 37.4 68.0 52.6 51.4

Decom 67.3 54.7 77.3 54.5 63.5

Mistral-7B
Iter 65.2 54.3 80.2 58.9 64.7

Decom 63.6 61.8 85.0 64.4 68.7

BLOOMZ-7B Decom 20.6 17.6 44.1 36.2 29.6

mTK-Instruct Decom 47.6 43.1 57.3 44.7 48.2

Table 1: Overall results of iterative and decomposed
prompting methods on POS tagging tasks in zero- and
few-shot settings, with F1 score reported. en indicates
the results for English, and mult. represents the average
F1 score across other 37 languages. The best perfor-
mance of each column is highlighted in bold.

4.2 Overall Results 202

We evaluate the performance of iterative prompting, 203

the baseline method, and decomposed prompting, 204

our proposed method, for English and multilingual 205

POS tag labeling tasks under zero- and few-shot 206

settings. The few-shot examples and the prompts 207

employed in our experiment are presented in Ap- 208

pendix B.2 for reference. Our preliminary exper- 209

iment to explore the influence of the number of 210

few-shot samples (k) reveals a mild impact on per- 211

formance once k increases to around 10. More 212

details are provided in Appendix C. 213

Superiority in Efficacy The overall results for 214

English-centric LLMs, as detailed in Table 1, 215

demonstrate that our proposed decomposed prompt- 216

ing obviously outperforms the iterative prompting 217

baseline across both zero- and few-shot settings, 218

in both English and multilingual evaluations. This 219

trend holds true for all three English-centric mod- 220

els tested, with the sole exception in the zero-shot 221

setting for the English evaluation with the Mistral- 222

7B model, where Decom slightly lags behind Iter 223

(63.6 vs. 65.2). In addition, English-centric LLMs 224

outperform multilingual LLMs by a considerable 225

margin. The complete experimental results are dis- 226

played in Appendix D. 227

BLOOMZ-7B LLaMA2-7B Mistral-7B Avg.
zero-shot 3.2× 2.5× 1.4× 2.4×
few-shot 9.2× 7.9× 3.1× 6.7×

Table 2: The ratio by which the inference is accelerated
for Decom promoting compared to Iter prompting. The
inference speed was measured over the entire test set.
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Figure 2: Analysis of decomposed promoting perfor-
mance grouped by language family (a) and script type
(b) under zero- and few-shot settings on Mistral. “IE”
refers to the Indo-European language family. “L” (Low)
represents languages that constitute less than 0.005%
of the pretraining corpus, while “H” (High) denotes all
other languages.

Superiority in Efficiency In addition to supe-228

rior performance, decomposed prompting offers229

enhanced efficiency during inference, especially in230

few-shot prompting. As demonstrated in Table 2,231

our proposed method achieves, on average, a 2.4-232

fold increase in speed compared to the baseline in233

the zero-shot prompting setting and a 6.7-fold in-234

crease in the few-shot setting. The efficiency advan-235

tage is less obvious with Mistral, owing to Mistral’s236

implementation of a modified attention mechanism237

designed to enhance inference efficiency.238

5 Multilingual Analysis239

Figure 2 provides a stratified view of decomposed240

prompting performance by language family and241

script, under both zero- and few-shot settings on242

the Mistral model. The results indicate that Indo-243

European languages generally achieve higher F1244

scores compared to their non-Indo-European coun-245

terparts. Notably, the presence of few-shot exam-246

ples consistently improves the overall performance247

across all categories, but the box plot also shows248

that some languages are negatively impacted by249

the use of English demonstrations. As discussed in250

§2, English-centric LLMs are adept at tokenizing251

words from Latin or Cyrillic scripts into subtokens.252

For scripts less familiar to these models, they of-253

ten default to breaking down the text into UTF-8254

encodings, which may lead to suboptimal repre-255

sentations for languages using these less common256

scripts. Thus, to capture a more nuanced under-257

standing of LLM performance across linguistic va-258

rieties, we categorize languages not only by family259

but also by script type. Figure 2(b) illustrates that,260

in both few-shot and zero-shot settings, languages261

with known scripts tend to yield better performance262

than unknown scripts. An exception to this trend is263

Figure 3: Panorama of Mistral model’s per-language
performance. Each node symbolizes a distinct language.
(a) shows the few-shot performance and (b) shows the
difference between few- and zero-shot performance for
each language.

observed among the language group with smaller 264

corpora in the zero-shot setting. 265

To further understand the impact of English 266

demonstrations on languages with varied proper- 267

ties in multilingual prompting, we delve deeper 268

into the cross-lingual transferability of English- 269

centric LLMs and conduct a detailed analysis of 270

individual language performance. We begin by 271

quantifying the linguistic proximity of each tested 272

language to English. This was achieved by cal- 273

culating the cosine similarity between language 274

vectors (Littell et al., 2017) that incorporate syntac- 275

tic, phylogenetic, and geographic attributes, among 276

others, following Nie et al. (2023) and Ma et al. 277

(2023). Further information on the computation of 278

language similarity is available in Appendix A.3. 279

From Figure 3, we observe that the performance 280

gain from few-shot prompting is more substantial 281

for languages that are linguistically closer to En- 282

glish, as indicated by the upward trend on the right 283

side of the plot. Remarkably, languages distant 284

from English may even experience a decline in 285

performance when using English demonstrations. 286

6 Conclusion 287

In conclusion, we propose decomposed prompting, 288

a simple yet effective prompting method specially 289

designed for sequence labeling tasks, addressing 290

the difficulties of LLM benchmarking on sequence 291

labeling tasks. Our method outperforms iterative 292

prompting techniques in terms of accuracy and effi- 293

ciency in different experimental settings. By apply- 294

ing decomposed prompting to UDPOS dataset, we 295

probe the multilingual linguistic structure knowl- 296

edge of English-centric LLMs. Our multilingual 297

investigation reveals that gain from few-shot de- 298

composed prompting is generally more pronounced 299

for languages closer to English. 300
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Limitations301

Although our proposed decomposed prompting302

method achieves overall remarkable performance303

in terms of both accuracy and efficiency, it has lim-304

itations for some special cases, for example, it can305

not well handle the case where the same word oc-306

curs twice in a sentence with different POS tags.307

Besides, the efficiency of decomposed prompting308

suffers as the length of the input sequence and the309

complexity of the task increase. Our study uses310

decomposed prompting methods for part-of-speech311

(POS) tagging as a means to evaluate the multilin-312

gual structural knowledge of English-centric Large313

Language Models (LLMs). This provides a founda-314

tional assessment of the models’ capabilities. Nev-315

ertheless, extending the application scope of this316

methodology to probe more intricate aspects of lin-317

guistic structure is necessary. Future research could318

beneficially apply decomposed prompting to the319

analysis of complex linguistic phenomena, includ-320

ing sentence chunking and named entity recogni-321

tion, to gain a deeper understanding of the nuanced322

capabilities of LLMs in processing and understand-323

ing language.324
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A Experimental Setup Details528

Details of the experimental setup are introduced in529

this section.530

A.1 Dataset and Languages531

A.1.1 POS Tag Set532

Figure 4 shows the pos tag set in UD. We also use533

the text in the box as the task instruction in our534

experiments.535

POS tag set: ADJ ADP ADV AUX CCONJ DET INTJ NOUN

NUM PART PRON PROPN PUNCT SCONJ SYM VERB X

Figure 4: UD POS tag set.

A.1.2 Profile of Languages536

As Figure 5 shows, our experiment involves 38 lan-537

guages with diverse language family distributions.538
Number

Uralic
Austronesian
Other
Indo-European
Niger-Congo
Afro-Asiatic
Turkic
Dravadian
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Figure 5: Distribution of languages by language family
in the dataset.

A.2 Baselines and Settings539

Iterative Prompting (Iter) Blevins et al. (2023)540

introduced a structured prompting approach that541

iteratively labels an entire sentence by appending542

each predicted label to the context along with the543

subsequent word. This method is employed as a544

strong baseline in our study.545

Decomposed Prompting (Decom) To evaluate 546

our proposed approach, we employ the prompt 547

template outlined in §3 to decompose the entire 548

sequence into a set of individual prompts for pre- 549

diction. In our experiments, we use the 17 POS 550

tags themselves as the label words, i.e., we expect 551

the model to directly predict a tag from the tagset 552

shown in tagset by selecting the tag with the highest 553

logit. 554

Zero- and Few-Shot Prompting We devised 555

two experimental scenarios for multilingual 556

prompting—zero-shot and few-shot—to evaluate 557

the performance of both approaches under differ- 558

ent conditions. In the zero-shot setting, only an 559

English task instruction is provided alongside the 560

input in the target language. The text in Figure 4, 561

which outlines the tag set information, serves as 562

the instruction in our experiments. In few-shot 563

prompting, we supplement the prompt with a few 564

English demonstrations, structured according to 565

the prompt template of each method. For Decom, 566

we randomly select an example for each tag type 567

from the English training set to create a demonstra- 568

tion. For a fair comparison, the same number of 569

demonstrations are used for the Iter baseline. 570

A.3 Language Similarity Computation 571

Malaviya et al. (2017) and Littell et al. (2017) pro- 572

posed LANG2VEC, language vectors to represent 573

various linguistic features for languages. A lan- 574

guage can be represented by five vectors, contain- 575

ing syntactic, phonological, phonetic, phylogenetic, 576

and geographical features, respectively. Linguis- 577

tic similarities among different languages with re- 578

spect to these linguistic features can be calculated 579

through the cosine similarity. In our study, we uti- 580

lized the language vectors provided by LANG2VEC 581

to calculate the cosine similarity between target 582

languages and English. We used a rank-based sim- 583

ilarity score to average the rank of languages in 584

each feature dimension. Table 3 illustrates the com- 585

putation details. 586

B More Details of Decomposed 587

Prompting Method 588

B.1 Intuition 589

This method draws inspiration from the step-by- 590

step thinking process humans employ when anno- 591

tating linguistic features within a sentence. Typi- 592

cally, humans approach such tasks incrementally, 593

addressing each token individually. Mirroring this 594
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intuitive strategy, our method first decomposes an595

input sentence into tokens. Subsequently, we gener-596

ate a distinct prompt for each token, thereby trans-597

forming the sequence labeling task into a series of598

focused, manageable prompts. Figure 6 illustrates599

the generation of sequence labeling prompts for the600

German sentence “Viel Erfolg!” via decomposed601

prompting.602

Viel Erfolg !X = 

Sentence: Work as stated! In the sentence, the 
part-of-speech tag of ‘Work’ is a kind of VERB.D = 

Sentence: Work as stated! In the sentence, the 
part-of-speech tag of ‘Work’ is a kind of VERB.

Sentence:  Viel Erfolg !

In the sentence, the part-of-speech tag of ‘ Viel ’ is a kind of

Sentence: Work as stated! In the sentence, the 
part-of-speech tag of ‘Work’ is a kind of VERB.

Sentence:  Viel Erfolg !
In the sentence, the part-of-speech tag of ‘Erfolg ’ is a kind of

Sentence: Work as stated! In the sentence, the 
part-of-speech tag of ‘Work’ is a kind of VERB.

Sentence:  Viel Erfolg !

In the sentence, the part-of-speech tag of ‘     !     ’ is a kind of

D ◦ T(X, viel) = 

D ◦ T(X, Erfolg) = 

D ◦ T(X, !) = 

= G(X, D)  

Figure 6: An example of how decomposed prompting is
implemented for sequence labeling.

Figure 6 illustrates the generation of sequence603

labeling prompts for the German sentence “Viel604

Erfolg!” via decomposed prompting.605

An example of a template function is illustrated606

as follows.607

T (X,xi) = “Sentence: X . In the sentence, the part-of-

speech tag of 'xi ' is a kind of”

T (X,xi, yi) = “Sentence: X . In the sentence, the part-

of-speech tag of 'xi ' is a kind of yi.”
608

B.2 Prompt Details609

Zero- and few-shot prompts used in this work are610

shown in Figure 8 (decomposed prompting) and611

Figure 9 (iterative prompting).612

C Few-Shot Ablation Study613

we investigate the impact of the number of few-shot614

examples on the performance in the decomposed615

prompting. We randomly select 8 languages (en,616

de, el, fa, hi, hl, ru, zh) and explore their perfor-617

mance dynamics with the increasing of the few-618

shot samples. Figure 7 shows that overall, when k619

is small, increasing the number of samples bring620

performance improvement. As k continues to in-621

Figure 7: Performance dynamics with different numbers
of few-shot samples. Experimental results of decom-
posed prompting with Mistral-7B.

crease, the performance tends to be stable and even 622

gets worse when samples are too many. 623

D Full Results 624

Full experimental results are displayed in Table 4 625

(Mistral 7B), Table 5 (LLaMA2 7B), Table 6 626

(LLaMA 13B), Table 7 (BLOOMZ 7B), Table 8 627

(mTk 13B), and Table 9 (few-shot ablation study). 628

8



Zero-shot prompt
POS tag set: ADJ ADP ADV AUX CCONJ DET INTJ NOUN NUM PART PRON PROPN PUNCT SCONJ SYM VERB X

Sentence: Viel Erfolg !

In the sentence, the part-of-speech tag of ‘Viel’ is a kind of

Few-shot prompt (w/o Instruction)

Sentence: And if you send me a story , that would be great !

In the sentence, the part-of-speech tag of ‘if’ is a kind of SCONJ.

Sentence: I ‘ll admit I was n’t expecting much from this place , but they really did do a good job .

In the sentence, the part-of-speech tag of ‘good’ is a kind of ADJ.

Sentence: I do n’t know . The girl shrugged once again . In the sentence, the part-of-speech tag of

‘girl’ is a kind of NOUN.

Sentence: The dancers were falling back round a Polish agriculturalist who was teaching a gangling

Englishman and two young Africans an Eastern European peasant dance .

In the sentence, the part-of-speech tag of ‘around’ is a kind of ADP.

Sentence: Antigua was awesome .

In the sentence, the part-of-speech tag of ‘was’ is a kind of AUX.

Sentence: The food is fresh and taste great .

In the sentence, the part-of-speech tag of ‘the’ is a kind of DET. Sentence: Now I have wife and son

.

In the sentence, the part-of-speech tag of ‘Now’ is a kind of ADV.

Sentence: However , this fruitful period was short-lived , as Greece suffered badly under the Ottoman

Empire , only to recover in the 19th century as the capital of independent Greece .

In the sentence, the part-of-speech tag of ‘suffered’ is a kind of VERB.

Sentence: I survived it without a problem .

In the sentence, the part-of-speech tag of ‘.’ is a kind of PUNCT. Sentence: The food is fresh and

taste great .

In the sentence, the part-of-speech tag of ‘and’ is a kind of CCONJ.

Sentence: you can view at dresscod.com

In the sentence, the part-of-speech tag of ‘dresscod.com’ is a kind of X.

Sentence: I do n’t know . The girl shrugged once again .

In the sentence, the part-of-speech tag of ‘I’ is a kind of PRON.

Sentence: I ‘ll admit I was n’t expecting much from this place , but they really did do a good job .

In the sentence, the part-of-speech tag of ‘n’t’ is a kind of PART.

Sentence: Antigua was awesome .

In the sentence, the part-of-speech tag of ‘Antigua’ is a kind of PROPN.

Sentence: The dancers were falling back round a Polish agriculturalist who was teaching a gangling

Englishman and two young Africans an Eastern European peasant dance .

In the sentence, the part-of-speech tag of ‘two’ is a kind of NUM. Sentence: Yes , the Cyclone is

almost certain to lose strength as it surges over land .

In the sentence, the part-of-speech tag of ‘Yes’ is a kind of INTJ.

Sentence: —-== Posted via Newsfeed.Com - Unlimited - Uncensored - Secure Usenet News ==—-

In the sentence, the part-of-speech tag of ‘—-== ‘ is a kind of SYM.

Sentence: Viel Erfolg ! In the sentence, the part-of-speech tag of ‘Viel’ is a kind of

Figure 8: Prompt design of decomposed prompting.

9



Zero-shot prompt
POS tag set: ADJ ADP ADV AUX CCONJ DET INTJ NOUN NUM PART PRON PROPN PUNCT SCONJ SYM VERB X

Sentence: Viel Erfolg !

Viel_

Few-shot prompt (w/o Instruction)

Context: Chahine said her immediate family spent about $ 20,000 to return to Detroit via Syria and

Jordan .

Tagged: Chahine_PROPN said_VERB her_PRON immediate_ADJ family_NOUN spent_VERB about_ADV $_SYM

20,000_NUM to_PART return_VERB to_ADP Detroit_PROPN via_ADP Syria_PROPN and_CCONJ Jordan_PROPN

._PUNCT

Context: Welcome Darin !

Tagged: Welcome_INTJ Darin_PROPN !_PUNCT

Context: you can view at dresscod.com

Tagged: you_PRON can_AUX view_VERB at_ADP dresscod.com_X

· · ·
Context: They work on Wall Street , after all , so when they hear a company who’s stated goals

include " Do n’t be evil , " they imagine a company who’s eventually history will be " Do n’t be

profitable . "

Tagged: They_PRON work_VERB on_ADP Wall_PROPN Street_PROPN ,_PUNCT after_ADV all_ADV ,_PUNCT so_ADV

when_ADV they_PRON hear_VERB a_DET company_NOUN who’s_PRON stated_VERB goals_NOUN include_VERB

"_PUNCT Do_AUX n’t_PART be_AUX evil_ADJ ,_PUNCT "_PUNCT they_PRON imagine_VERB a_DET company_NOUN

who’s_PRON eventually_ADJ history_NOUN will_AUX be_VERB "_PUNCT Do_AUX n’t_PART be_AUX profitable_ADJ

._PUNCT "_PUNCT

Context: It ’s not quite as freewheeling an environment as you ’d imagine : Sergey Brin has actually

created a mathematical ’ proof ’ that the company ’s self - driven research strategy , which gives

employees one day a week to do research projects on their own , is a good , respectable idea .

Tagged: It_PRON ’s_AUX not_PART quite_ADV as_ADV freewheeling_ADJ an_DET environment_NOUN as_SCONJ

you_PRON ’d_AUX imagine_VERB :_PUNCT Sergey_PROPN Brin_PROPN has_AUX actually_ADV created_VERB a_DET

mathematical_ADJ ’_PUNCT proof_NOUN ’_PUNCT that_SCONJ the_DET company_NOUN ’s_PART self_NOUN -_PUNCT

driven_VERB research_NOUN strategy_NOUN ,_PUNCT which_PRON gives_VERB employees_NOUN one_NUM day_NOUN

a_DET week_NOUN to_PART do_VERB research_NOUN projects_NOUN on_ADP their_PRON own_ADJ ,_PUNCT is_AUX

a_DET good_ADJ ,_PUNCT respectable_ADJ idea_NOUN ._PUNCT

Context: Read the entire article ; there ’s a punchline , too .

Tagged: Read_VERB the_DET entire_ADJ article_NOUN ;_PUNCT there_PRON ’s_VERB a_DET punchline_NOUN

,_PUNCT too_ADV ._PUNCT

Context: My opinion piece on the implications of Arafat ’s passing for al - Qaeda has appeared at

Newsday .

Tagged: My_PRON opinion_NOUN piece_NOUN on_ADP the_DET implications_NOUN of_ADP Arafat_PROPN ’s_PART

passing_NOUN for_ADP al_PROPN -_PUNCT Qaeda_PROPN has_AUX appeared_VERB at_ADP Newsday_PROPN ._PUNCT

Context: Viel Erfolg ! Tagged: Viel_

Figure 9: Prompt design of iterative prompting.
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syn. syn_rank pho. pho_rank inv. inv_rank fam. fam_rank geo. geo_rank rank_score

eng-nld 92.43 37 81.83 18 76.28 36 44.51 35 99.96 37 32.6
eng-deu 90.26 36 80.60 15 78.68 37 54.49 37 99.76 35 32.0
eng-ukr 84.73 32 85.83 32 74.91 33 15.03 30 99.28 26 30.6
eng-por 84.24 31 90.46 35 74.03 28 10.14 22 99.68 33 29.8
eng-ell 78.31 25 95.35 37 74.74 32 15.03 32 98.96 22 29.6
eng-pol 78.64 26 85.83 29 74.09 29 15.03 31 99.63 32 29.4
eng-bul 85.78 35 85.83 30 74.38 30 13.73 27 99.01 23 29.0
eng-ita 85.78 34 85.83 28 72.94 26 11.21 23 99.53 30 28.2
eng-rus 81.18 29 85.83 31 74.63 31 16.80 33 95.81 17 28.2
eng-ron 79.60 27 90.46 34 73.42 27 11.89 24 99.22 25 27.4
eng-spa 82.16 30 85.83 27 72.83 25 9.71 21 99.59 31 26.8
eng-lit 69.33 18 80.42 14 75.58 34 19.39 34 99.44 27 25.4
eng-afr 84.94 33 81.83 17 75.91 35 50.46 36 86.84 6 25.4
eng-fra 81.18 28 75.28 7 72.24 24 9.71 20 99.93 36 23.0
eng-est 77.35 24 85.83 25 70.81 19 0.23 15 99.45 28 22.2
eng-hun 69.40 19 85.83 24 70.66 18 0.33 18 99.46 29 21.6
eng-fin 71.08 21 87.05 33 70.00 17 0.19 13 99.19 24 21.6
eng-eus 62.36 13 85.29 21 70.00 16 3.33 19 99.76 34 20.6
eng-urd 61.63 12 85.83 26 71.98 23 12.71 25 92.54 13 19.8
eng-mar 56.50 8 80.42 13 71.57 22 13.73 28 89.80 11 16.4
eng-wol 63.92 14 85.83 23 69.73 15 0.17 10 96.24 18 16.0
eng-hin 61.63 11 78.35 10 70.91 20 12.71 26 91.10 12 15.8
eng-fas 50.03 3 78.35 11 70.94 21 13.73 29 94.23 14 15.6
eng-ind 72.66 22 90.92 36 67.09 12 0.12 4 79.16 1 15.0
eng-heb 75.15 23 72.55 5 69.10 14 0.13 6 97.16 20 13.6
eng-ara 65.11 16 70.09 3 68.38 13 0.15 9 97.04 19 12.0
eng-tur 50.68 4 81.83 16 67.09 11 0.14 7 98.25 21 11.8
eng-zho 71.08 20 72.55 4 66.94 10 0.33 16 88.42 9 11.8
eng-kaz 44.77 1 83.64 19 66.59 9 0.14 8 95.22 16 10.6
eng-vie 66.04 17 78.35 9 65.81 8 0.19 11 85.25 3 9.6
eng-tel 52.07 6 80.42 12 64.76 4 0.19 14 89.18 10 9.2
eng-tgl 60.89 10 85.83 22 64.76 5 0.13 5 82.15 2 8.8
eng-tam 51.36 5 85.29 20 64.37 3 0.11 3 87.95 8 7.8
eng-kor 55.29 7 74.65 6 63.83 2 0.33 17 86.93 7 7.8
eng-tha 63.95 15 78.35 8 65.40 7 0.11 2 85.25 4 7.2
eng-yor 60.04 9 66.77 2 65.29 6 0.10 1 94.98 15 6.6
eng-jpn 50.03 2 66.77 1 56.88 1 0.19 12 85.65 5 4.2

Table 3: Details of language similarity computation.
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language en af ar bg de el es et eu fa fi fr he

zero-shot
Iter 65.2 67.8 57.2 68.6 65.0 55.0 64.8 49.4 35.6 58.3 50.2 65.4 51.5
Decom (prob.) 63.6 66.0 67.8 74.4 68.6 62.7 68.6 58.0 54.1 68.5 60.2 63.5 66.4
Decom (gen.) 45.3 43.8 49.6 50.5 49.0 50.7 43.3 53.6 50.7 56.0 55.5 40.5 55.6

few-shot

Iter 80.2 66.4 65.0 77.3 66.9 56.4 70.8 53.7 50.7 57.4 63.9 67.7 66.4
Decom (prob.) 85.0 76.9 48.1 82.4 78.3 52.3 82.7 65.2 48.8 57.3 64.4 76.9 66.6
Decom (gen.) 81.4 74.8 44.3 80.4 77.0 46.3 82.0 64.0 48.1 54.1 63.6 76.4 64.9
Decom (prob.) + I 83.4 77.9 42.4 76.9 77.8 33.6 77.6 64.6 57.4 42.9 67.6 74.8 58.5
Decom (gen.) + I 78.7 75.8 34.0 74.9 76.6 24.7 76.4 62.6 56.8 34.4 64.5 73.4 54.5

language hi hu id it ja kk ko lt mr nl pl pt ro

zero-shot
Iter 61.3 50.6 54.7 64.0 42.2 36.7 39.9 52.8 39.1 60.4 66.5 63.9 66.2
Decom (prob.) 37.1 58.6 61.0 68.6 56.3 57.8 47.4 68.2 61.0 69.4 73.5 68.4 68.5
Decom (gen.) 35.6 46.7 41.8 45.1 48.9 50.2 42.2 60.3 56.7 46.8 59.5 43.1 44.6

few-shot

Iter 65.7 50.4 70.0 67.2 42.0 43.8 42.6 63.2 54.4 66.6 70.9 75.1 65.9
Decom (prob.) 67.8 71.3 73.9 76.2 59.8 50.0 44.0 67.5 48.9 80.6 78.6 77.8 77.8
Decom (gen.) 66.2 70.8 73.0 76.0 57.1 50.2 43.4 67.1 48.9 77.2 78.3 76.9 77.0
Decom (prob.) + I 57.6 66.5 70.4 72.2 54.2 58.4 49.2 69.9 53.1 78.5 76.7 75.0 76.4
Decom (gen.) + I 55.3 63.9 68.2 70.3 53.1 57.9 48.2 69.5 52.7 76.9 75.7 74.2 75.1

language ru ta te th tl tr uk ur vi wo yo zh avg.

zero-shot
Iter 68.2 39.2 51.1 54.1 65.0 47.7 67.0 56.0 41.7 31.5 41.3 58.8 54.3
Decom (prob.) 74.4 55.2 63.8 63.0 62.9 55.2 74.1 54.2 59.9 39.6 49.7 59.2 61.8
Decom (gen.) 54.7 52.2 57.4 50.1 51.3 43.2 57.4 40.3 45.9 29.2 43.3 55.7 48.7

few-shot

Iter 74.0 52.0 62.4 57.1 37.3 62.0 68.2 59.6 41.0 25.2 39.0 62.3 58.9
Decom (prob.) 79.9 37.5 61.4 58.2 73.4 62.7 77.7 51.3 52.6 42.0 47.8 65.8 64.4
Decom (gen.) 78.0 33.9 61.3 56.9 73.4 62.6 76.2 45.7 52.8 42.0 47.6 64.5 63.0
Decom (prob.) + I 76.8 35.7 67.0 45.8 74.9 63.7 75.1 40.5 59.4 43.1 49.2 62.9 62.3
Decom (gen.) + I 73.9 28.0 66.6 42.9 74.9 62.6 73.4 32.9 59.7 43.2 48.6 61.4 59.9

Table 4: Full results on Mistral 7b.

language en af ar bg de el es et eu fa fi fr he

zero-shot
Iter 33.1 38.8 30.2 33.2 34.5 38.1 38.9 19.7 11.8 17.7 26.0 37.5 21.3
Decom (prob.) 58.2 45.1 49.6 55.9 53.3 50.4 44.7 37.7 36.4 40.5 41.3 46.8 39.5
Decom (gen.) 53.8 46.8 38.5 45.8 57.1 54.3 52.4 28.6 20.2 35.9 39.8 53.1 37.5

few-shot

Iter 68.0 56.1 58.0 63.4 56.9 48.7 55.3 46.5 41.3 51.1 50.5 54.2 54.0
Decom (prob.) 74.7 60.0 29.9 64.7 63.0 30.6 55.7 53.0 44.4 29.7 62.9 54.4 42.8
Decom (gen.) 62.1 51.0 25.7 60.3 52.4 23.9 50.3 48.3 42.9 26.0 56.8 49.5 37.5
Decom (prob.) + I 68.2 55.9 23.7 61.6 61.0 20.2 52.5 43.2 40.8 22.7 49.4 54.8 35.4
Decom (gen.) + I 63.4 53.2 19.0 57.9 56.2 12.0 47.8 39.3 40.0 15.5 46.4 51.2 30.1

language hi hu id it ja kk ko lt mr nl pl pt ro

zero-shot
Iter 35.2 29.3 31.1 35.1 28.7 13.6 19.8 24.9 13.2 37.5 37.7 38.4 32.0
Decom (prob.) 36.9 47.0 46.9 46.7 32.4 39.0 29.0 34.9 45.3 54.9 54.0 48.6 43.6
Decom (gen.) 34.8 47.4 39.1 45.2 30.9 33.0 33.2 37.7 42.0 51.1 44.1 48.5 42.6

few-shot

Iter 54.0 41.0 51.3 49.6 40.0 43.2 25.0 52.5 50.3 52.2 52.4 52.0 53.8
Decom (prob.) 45.8 62.6 60.9 56.4 40.2 51.4 48.2 56.3 47.3 58.9 67.2 60.3 63.6
Decom (gen.) 42.4 57.0 56.5 51.6 34.1 47.5 44.7 51.7 43.5 51.3 64.2 54.5 55.5
Decom (prob.) + I 30.6 52.3 54.1 51.3 37.3 46.6 41.9 46.5 45.7 64.2 65.4 55.2 56.4
Decom (gen.) + I 24.1 50.6 49.5 44.1 32.9 46.0 40.7 45.3 34.5 60.2 62.0 51.2 51.8

language ru ta te th tl tr uk ur vi wo yo zh avg.

zero-shot
Iter 29.8 19.2 13.8 29.2 28.6 22.2 30.3 20.7 29.7 13.3 13.7 32.2 27.2
Decom (prob.) 55.8 38.0 34.0 37.5 57.3 48.3 57.4 31.6 39.5 27.6 29.1 42.9 43.2
Decom (gen.) 48.7 25.5 36.9 34.6 66.3 45.9 48.8 28.4 35.3 18.7 21.8 44.0 40.4

few-shot

Iter 58.2 30.9 54.3 49.4 37.3 34.4 57.7 44.0 46.5 40.7 39.3 52.0 48.6
Decom (prob.) 67.2 31.7 44.7 36.5 46.8 58.1 62.9 27.1 41.4 39.9 37.1 64.8 50.5
Decom (gen.) 62.3 25.3 43.5 34.7 45.4 55.9 59.4 23.7 40.7 36.2 35.5 50.9 45.8
Decom (prob.) + I 59.6 20.3 38.4 20.9 63.1 54.1 59.9 19.3 49.7 32.2 33.8 48.2 45.1
Decom (gen.) + I 56.9 12.5 34.5 16.7 58.8 52.7 57.5 13.0 47.8 29.7 31.7 44.2 41.0

Table 5: Full results on LLaMA2 7b.
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language en af ar bg de el es et eu fa fi fr he

zero-shot
Iter 47.6 37.4 43.2 44.5 45.7 38.4 46.8 37.0 26.5 42.0 40.7 45.5 40.0
Decom (prob.) 67.3 60.1 54.4 62.7 63.6 60.5 55.9 49.9 37.4 59.8 62.6 53.4 55.4
Decom (gen.) 59.2 54.1 45.0 52.5 57.5 51.3 56.3 37.6 36.7 49.7 50.2 54.7 44.3

few-shot

Iter 68.0 62.3 57.4 69.9 60.3 57.9 66.7 44.8 41.0 49.1 54.2 63.2 59.8
Decom (prob.) 77.3 67.8 33.2 67.6 67.5 35.0 62.6 58.5 46.9 34.7 62.8 64.8 48.4
Decom (gen.) 65.3 59.1 25.1 61.3 58.6 24.6 53.5 51.8 45.8 27.4 55.4 55.9 43.9
Decom (prob.) + I 74.3 67.6 25.9 60.7 70.5 21.5 59.1 51.4 44.1 21.8 59.1 63.1 40.3
Decom (gen.) + I 68.7 64.4 19.2 58.7 66.2 12.4 53.9 47.9 42.2 15.5 54.0 59.7 35.0

language hi hu id it ja kk ko lt mr nl pl pt ro

zero-shot
Iter 45.0 38.8 40.9 41.8 42.8 24.1 29.8 41.2 30.5 36.6 42.2 43.3 43.1
Decom (prob.) 53.8 57.6 57.4 54.8 48.3 51.8 45.1 54.3 50.2 62.0 66.4 56.6 57.9
Decom (gen.) 45.4 47.9 48.2 51.3 35.9 48.7 35.3 43.2 48.7 56.9 58.2 51.3 51.4

few-shot

Iter 51.6 46.1 60.8 62.7 46.5 32.0 26.6 50.8 52.7 61.0 64.4 68.9 58.9
Decom (prob.) 45.4 69.8 62.2 61.2 44.6 52.3 46.1 63.0 49.6 65.4 68.1 62.3 63.6
Decom (gen.) 37.3 60.5 55.8 54.5 40.7 49.4 42.6 58.4 46.9 54.9 61.4 54.3 54.9
Decom (prob.) + I 31.4 64.2 55.3 55.3 38.1 51.7 47.1 58.9 52.5 65.4 60.2 56.3 60.4
Decom (gen.) + I 23.4 60.0 50.2 52.4 35.5 49.0 45.3 56.9 50.8 61.1 58.2 54.1 56.1

language ru ta te th tl tr uk ur vi wo yo zh avg.

zero-shot
Iter 42.6 21.8 22.5 45.6 29.3 29.9 39.8 35.1 36.0 24.4 24.1 45.2 37.4
Decom (prob.) 66.5 49.1 50.8 44.6 66.5 56.9 65.7 47.2 45.3 34.5 47.7 58.7 54.7
Decom (gen.) 55.2 46.2 54.1 44.2 73.1 52.8 57.3 40.2 45.4 29.9 39.6 52.5 48.7

few-shot

Iter 64.9 33.5 51.5 51.5 60.2 46.3 61.6 45.4 41.8 36.3 31.6 52.1 52.6
Decom (prob.) 71.0 30.4 54.4 40.1 74.0 54.1 69.0 30.1 47.5 39.4 36.2 66.6 54.5
Decom (gen.) 63.3 21.9 51.3 33.9 70.9 52.2 61.4 22.1 45.2 38.1 34.8 56.5 48.3
Decom (prob.) + I 63.3 22.3 52.2 23.5 70.7 53.9 62.4 19.0 48.4 36.9 36.4 56.7 49.4
Decom (gen.) + I 59.8 14.1 48.4 18.5 70.2 53.2 59.1 12.0 47.1 34.5 34.5 52.7 45.6

Table 6: Full results on LLaMA2 13b.

language en af ar bg de el es et eu fa fi fr he

zero-shot
Iter 6.4 7.2 10.9 7.6 9.5 8.4 8.2 12.4 7.5 7.3 9.3 9.0 9.6
Decom (prob.) 20.6 20.5 14.5 19.7 26.2 18.3 18.2 22.3 19.0 12.8 19.2 19.4 15.2
Decom (gen.) 28.7 18.3 16.4 22.6 26.8 22.7 24.9 21.2 25.0 11.3 20.9 20.9 21.8

few-shot

Iter 30.9 6.4 14.4 23.8 19.3 7.7 23.2 16.6 28.4 11.1 22.3 25.1 7.5
Decom (prob.) 44.1 33.1 28.7 35.9 44.0 39.2 33.6 39.0 38.4 25.6 38.5 35.6 34.3
Decom (gen.) 40.6 31.0 25.5 31.4 39.5 35.8 30.5 36.9 33.8 21.6 36.8 31.0 33.6
Decom (prob.) + I 33.3 24.7 27.2 35.2 30.0 31.0 30.1 36.5 37.4 24.7 34.4 29.0 29.2
Decom (gen.) + I 33.3 24.5 27.1 35.0 29.7 30.4 30.0 36.4 37.1 24.5 34.5 28.9 29.1

language hi hu id it ja kk ko lt mr nl pl pt ro

zero-shot
Iter 3.9 13.0 10.0 9.1 2.8 4.5 8.5 7.8 0.4 9.1 9.9 8.6 8.8
Decom (prob.) 12.0 27.0 17.7 23.1 13.5 17.7 19.5 23.6 12.4 18.6 23.6 19.5 19.6
Decom (gen.) 15.2 21.9 17.3 26.2 26.2 16.8 21.3 23.4 25.8 14.7 23.2 27.8 24.3

few-shot

Iter 20.5 13.4 30.5 19.0 6.3 17.0 5.9 15.0 35.2 20.8 17.9 27.4 13.4
Decom (prob.) 27.0 38.2 43.8 33.9 25.9 45.6 35.0 40.3 39.6 39.8 39.7 34.4 33.3
Decom (gen.) 24.8 36.9 41.2 31.1 22.5 43.8 32.7 39.5 28.0 36.5 36.5 31.7 32.0
Decom (prob.) + I 25.6 32.3 36.0 30.7 25.3 45.2 27.7 41.0 44.5 29.0 34.7 30.4 32.5
Decom (gen.) + I 25.6 32.2 35.9 30.6 25.1 45.1 27.7 41.0 43.7 28.6 34.6 30.3 32.5

language ru ta te th tl tr uk ur vi wo yo zh avg.

zero-shot
Iter 6.8 5.0 5.1 6.8 3.9 9.0 5.2 6.6 4.2 1.4 7.2 7.6 7.4
Decom (prob.) 26.1 15.0 7.9 8.7 7.8 15.5 23.7 8.1 14.4 11.0 18.9 21.7 17.6
Decom (gen.) 27.9 20.7 12.8 2.7 1.9 17.4 28.1 12.8 25.7 21.1 28.3 26.0 20.6

few-shot

Iter 20.3 24.3 47.0 3.1 22.5 20.9 20.9 15.5 18.3 16.5 16.9 20.7 18.8
Decom (prob.) 41.9 36.5 48.2 25.0 41.9 37.9 39.6 26.2 26.9 34.1 39.2 40.8 36.2
Decom (gen.) 36.8 33.5 41.7 23.1 41.9 36.4 37.0 24.7 24.5 33.2 36.5 35.7 33.2
Decom (prob.) + I 37.0 34.1 39.0 13.7 57.8 38.0 35.8 26.4 34.0 30.3 33.3 32.8 32.9
Decom (gen.) + I 36.9 33.9 38.8 13.6 57.8 38.0 35.4 26.4 33.9 30.3 33.3 32.6 32.7

Table 7: Full results on BLOOMZ 7b.
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language en af ar bg de el es et eu fa fi fr he

zero-shot Decom (gen.) 47.6 45.7 37.8 48.9 48.9 45.8 40.0 45.3 41.5 44.2 46.8 42.6 42.6

few-shot
Decom (gen.) 49.0 41.0 16.2 37.6 43.9 31.0 37.2 34.8 33.9 33.4 32.1 38.5 34.1
Decom (gen.) + I 57.3 51.9 27.4 47.2 55.4 40.1 50.1 41.2 43.6 48.1 42.4 49.9 45.6

language hi hu id it ja kk ko lt mr nl pl pt ro

zero-shot Decom (gen.) 40.6 38.7 39.3 39.3 32.9 46.1 29.2 47.4 47.5 42.8 46.1 40.6 49.4

few-shot
Decom (gen.) 23.8 33.5 39.9 36.5 14.3 32.4 17.7 37.5 34.9 42.7 36.1 37.1 35.6
Decom (gen.) + I 44.7 36.2 51.9 45.7 44.6 45.7 26.7 45.7 48.8 55.3 46.2 48.9 51.5

language ru ta te th tl tr uk ur vi wo yo zh avg.

zero-shot Decom (gen.) 45.9 39.4 51.3 47.1 59.3 46.9 47.4 37.9 48.4 22.3 37.5 42.8 43.1

few-shot
Decom (gen.) 33.5 28.1 50.9 21.9 65.7 34.7 31.2 17.7 33.9 10.5 22.4 17.2 32.5
Decom (gen.) + I 43.8 38.0 55.3 46.6 70.5 46.0 41.5 36.0 49.0 19.8 38.6 34.5 44.7

Table 8: Full results on mTk 13b.

k en de el fa hi nl ru zh avg.

0 63.6 68.6 62.7 68.5 37.1 69.4 74.4 59.2 62.9
1 72.4 76.1 69.2 65.9 62.5 75.1 69.4 60.2 68.9
3 77.0 75.8 70.9 70.7 69.7 71.5 75.2 70.1 72.6
5 84.4 80.9 76.7 75.3 70.9 80.4 81.8 65.9 77.0
7 86.2 79.8 76.5 79.3 71.4 78.8 83.2 68.3 77.9
9 85.4 78.5 72.8 78.2 73.1 77.6 81.8 66.4 76.7
11 84.9 80.2 73.9 78.6 72.9 81.3 82.3 65.7 77.5
13 84.1 78.7 73.1 77.9 72.6 79.1 80.7 65.4 76.5
15 86.2 80.0 73.6 71.6 73.7 82.7 83.4 67.9 77.4
17 85.8 78.3 72.9 70.1 73.0 80.9 80.8 66.6 76.1

Table 9: Full results of few-shot ablation study.
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