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Abstract

Semi-Infinite Programming (SIP) has emerged as a powerful framework for mod-
eling problems with infinite constraints, however, its theoretical development in
the context of nonconvex and large-scale optimization remains limited. In this
paper, we investigate a class of nonconvex min-max optimization problems with
nonconvex infinite constraints, motivated by applications such as adversarial ro-
bustness and safety-constrained learning. We propose a novel inexact dynamic
barrier primal-dual algorithm and establish its convergence properties. Specifi-
cally, under the assumption that the squared infeasibility residual function satisfies
the Lojasiewicz inequality with exponent 6 € (0, 1), we prove that the proposed
method achieves O(e =), O(¢~%%), and O(¢~3¢/(1-9)) iteration complexities to
achieve an e-approximate stationarity, infeasibility, and complementarity slackness,
respectively. Numerical experiments on robust multitask learning with task priority
further illustrate the practical effectiveness of the algorithm.

1 Introduction

Recent advances in artificial intelligence (Al), particularly foundation models for language, vision,
and multimodal reasoning, have revealed impressive capabilities and critical vulnerabilities at the
same time. These models are often susceptible to adversarial perturbations, leading to concerns
about their reliability and safety in high-stakes applications [26]. Similarly, ensuring robustness in
domains such as supply chain management and autonomous control systems requires optimization
frameworks that can account for worst-case scenarios across a continuum of uncertainties. Semi-
Infinite Programming (SIP), which naturally models problems with infinite constraints, provides a
powerful tool for addressing these challenges. However, despite its rich and extensive theoretical
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and algorithmic development, comparatively less attention has been devoted to designing efficient
first-order methods for emerging applications in modern Al and Operations Research.

Motivated by this gap, in this paper, we consider the following min-max optimization with infinite
constraints:

i .t < 1
min I;lea}}/{¢(l‘,y), st Ylz,w) <0, YweW, )

where ¢ : R” x R™ — Rand ¢ : R* x R® — R are continuously differentiable functions.
Moreover, Y C R™ W C R¢ are convex, non-empty, closed sets. Problem (1) arises in a wide
range of applications, including robust optimization [5, 7], distributionally robust learning [59], and
adversarial machine learning [50, 60]. In these settings, we aim to optimize against worst-case
scenarios while ensuring that an infinite family of constraints is satisfied. Such constraints often
encode safety, fairness, or robustness requirements that must hold uniformly over a continuous set of
parameters.

To develop efficient algorithms for solving problem (1), it is critical to recognize the distinctive
structural complexities it introduces and why existing approaches are insufficient. The problem
combines features of min-max optimization and SIP, resulting in a constrained min-max optimization
problem with an infinite set of nonlinear constraints. While min-max problems and SIPs have been
studied independently, their intersection as in (1) poses unique challenges. Standard first-order
algorithms for solving min-max problems typically assume finite-dimensional constraints without
nonlinear constraints, whereas SIP approaches often assume convexity or lack the nested max
structure in the objective. Moreover, the presence of inner maximizations in both the objective and
constraints renders traditional gradient-based methods or constraint sampling techniques inadequate,
particularly when ¢ and/or ¢/ are nonconvex in z. This calls for new algorithmic strategies that can
simultaneously handle the nonconvexity, the infinite constraint set, and the nested structure of the
problem.

In the following, we review relevant literature in each of these areas to highlight existing methods
and identify the challenges that arise in tackling problem (1).

1.1 Literature Review

Nonconvex constrained optimization. Consider the following constrained optimization problem
i .. <0 2
min f(z) st g(z) <0, ()

where f : R™ — Rand g : R"™ — R are continuously differentiable, but not necessarily convex, and
X C R™is aclosed convex set. When f(-) is nonconvex and the constraints g;’s are either linear or
convex inequalities, a range of algorithms have been proposed, including penalty methods, Lagrangian
methods, and augmented Lagrangian methods [30, 33, 28].The study of optimization algorithms for
non-convex constrained problems has a long history, including analyses of the global asymptotic
convergence of methods such as Augmented Lagrangian method [6], Augmented Lagrangian trust-
region [14], and Sequential Quadratic Programming [20], among others. However, due to the
nonconvexity of the constraints, these methods may converge to infeasible stationary points. To
ensure convergence to feasible stationary points, additional assumptions are typically required. For
instance, assuming access to a (nearly) feasible solution, several methods have been developed to
find an €-KKT point within O(e~%) iterations [49, 40, 66]. With further regularity conditions, the
complexity can be improved to O(e~?3) for these methods and others, such as [39, 47].

More recently, the dynamic barrier gradient descent (DBGD) method [25] has emerged as a principled
alternative, incorporating barrier functions that smoothly penalize the constraint violation. The
proposed algorithm has been studied in continuous time and shown to achieve an O(1/t) convergence
rate in terms of KKT residuals, assuming the dual iterates remain bounded. However, this assumption
may not hold in practice, and when J); is unbounded, the convergence slows down. In such cases,
the KKT violation decays at a rate of O(max(1/t>/7,1/t'=1/7)) where 7 > 1 is a user-defined
parameter controlling the dynamic barrier.

Min-max optimization. Min-max optimization, rooted in von Neumann’s foundational work
[69], has become increasingly central in modern applications such as adversarial learning, fairness,
and distributionally robust optimization [64, 22, 58]. Classical convex-concave problems have



been well-studied using primal-dual and gradient-based algorithms [18, 16, 27]. In recent years,
nonconvex—strongly concave (NC-SC) problems have received significant attention, with algorithms
such as gradient descent ascent (GDA) and alternating GDA achieving rates of O(x 2 _2) [57,73,42],
where « denotes the condition number. Proximal point methods combined with acceleration further
improve the rate to O(+/ke~2)-a rate shown to be optimal under standard complexity assumptions
[77, 38, 43]. For the more general nonconvex—concave (NC-C) setting, the convergence rates are
typically reduced to O(e~*) due to the absence of strong concavity, e.g., see [48, 71, 11] and
the references therein. Despite recent studies, existing methods assume convex and easy-to-project
constraints. To the best of our knowledge, there is no work on nonconvex-(strongly) concave min-max
problems with nonconvex nonlinear constraints.

Robust Optimization. Robust optimization (RO) provides a framework for decision making
under uncertainty by introducing an uncertainty sets Y, W and requiring any candidate solution
z remain feasible for all realizations in the uncertainty set, leading to problems of the form
minge x Supyey f(2,y) s.t. suP,epy g(x, w) < 0. When suitable regularity conditions hold, the
inner supremum admits a convex dual reformulation [5, 7]. In more general cases, RO is addressed
through cutting-set methods [53, 4] or scenario-based approaches that approximate Y, W with a finite
sample [12, 13]. Building on RO, distributionally robust optimization (DRO) defines an ambiguity
set P of probability distributions and yields the formulation min, sup pep Ep[€(z, £)] [59, 36]. In
structured convex scenarios, duality can transform the min—max problem to a single-level program
[21, 52, 54]. However, these approaches do not extend to the general setting considered in this paper.

Semi-Infinite Programming Semi-infinite programming (SIP) was introduced in the 1960s through
the foundational work of Charnes, Cooper, and Kortanek [17], and has since evolved into a versatile
framework with applications in functional approximation [65], finance [19], and multi-objective
learning [67]. For convex SIP, three main approaches have been developed: discretization [8, 61],
cutting surface methods [29, 51], and penalty methods [41, 74]. These methods often entail solving
non-trivial subproblems, which makes them computationally expensive in large-scale settings. On the
theoretical side, duality and sufficient optimality conditions have been established [62, 34]. In contrast,
the theory and algorithms for nonconvex SIP remain less developed, reflecting the greater difficulty of
the nonconvex setting [23]. Recent work has explored new discretization strategies [68] and min—max
reformulations of SIP constraints that motivate primal—dual algorithms [57, 31]. However, none of
these approaches address our setting fully, with the closest being recent work by Yao et al. [75], which
develops first-order primal—-dual schemes with non-asymptotic guarantees under convex regime.

1.2 Applications

Robust Multi-Task Learning with Task Priority. Multi-task learning (MTL) is a paradigm in
machine learning that aims to simultaneously learn multiple related tasks by leveraging shared
information among them [15]. The key idea is to enhance generalization performance by enabling
tasks to learn collaboratively rather than in isolation. Specifically, let {7;}._, represent a collection
of T tasks, each associated with its own training dataset {D{"}Z_,, where the feature space is shared
across tasks. Each task 7; is characterized by a loss function ¢;(z, D!"), where x denotes the shared
parameters learned across all tasks. In applications where one task is prioritized, the problem can be
formulated by minimizing its loss while enforcing the losses of the remaining tasks to stay below
specified thresholds r;. Most existing MTL formulations assume a uniform distribution over training
samples when computing task-specific losses; however, in real-world applications, the underlying
data distributions are often uncertain or unknown. To address this, one standard approach is to utilize
the distributionally robust optimization (DRO) [59], and define the loss function for task ¢ as the

weighted sum over the training dataset } . cper yy)& (x,&;) where the weights {yj(l) }i4 lies in an
uncertainty set ¥;, e.g., Y; = {y € Ay, : V(y, 21,,,) < p} where V(Q P) denotes the divergence

measure between two sets of probability measures @ and P and A,,, = {y € R7|>" | y; = 1}
represents the simplex set [54]. This leads to a DRO-based MTL formulation with task prioritization:

min max E y( b (z,&5)
ze€R™ y() ey,
Y S ]E'D’m

s.t. Z Y; )Ei (x,&) <, vy ey, Vie{2,...,T}.
;€D



Robust, Energy-Constrained Deep Neural Networks Training (DNN). This problem involves
optimizing model performance while limiting the total energy consumed during training [72]. This
constraint arises in resource-constrained environments such as edge devices or large-scale systems
where power efficiency is critical. In particular, the goal is to train a deep neural network that
performs reliably under worst-case distribution uncertainty, while satisfying energy and sparsity
constraints under hardware-induced uncertainty. Consider a neural network with L layers and let
W = [w™), ... w")] denote the collection of weights of all the layers, and S = [s1), ..., s(F)]
represent the collection of the non-sparse weights of all the layers. The goal is to train the model by
minimizing worst-case loss under distribution uncertainty y € Y, while ensuring compliance with
resource constraints described by (S) < Ejugger. This problem can be formulated as follows:

i AW E) st )y < g S) < E v 1,...,L}.
(rvr;’lg)gleagg@ yil(W;&) st or(w'™) <s™, 0a(S) < Brugger, Vu € {l,...,L}

where 1 (w(™) calculates the sparsity in layer with the sparsity level s(*), 5 (S) represents the
energy consumption of the DNN, which is usually a non-convex function, and the constant Epygget 1S
the threshold of the maximum energy budget.

Contributions. In this paper, we study a class of semi-infinite constrained min-max optimization
problems. Unlike existing methods, our framework accommodates both nonconvex objectives and
constraints defined over infinite cardinality constraint sets, thereby significantly broadening the
scope of both min-max optimization and semi-infinite programming (SIP). We propose a novel
Inexact Dynamic Barrier Primal-Dual (iDB-PD) method, which performs gradient-based updates on
the primal variables to simultaneously reduce the objective function and the infeasibility residual,
formulated through a quadratic programming subproblem. To regulate the behavior of the search
direction near the feasible region, we introduce an indicator function that ignores the constraint when
it is satisfied and adjusts the direction to focus solely on minimizing the objective. Assuming that the
squared inexact infeasibility residual [¢)(-, w)]% satisfies the Lojasiewicz inequality with exponent
6 € (0,1) for any w € W, we establish the first global non-asymptotic convergence guarantees
for the class of problems where the objective and constraint functions are smooth and are either
strongly concave or satisfying Polyak-Lojasiewicz (PL) in their second component. In particular,
we show that our method attains an e-KKT solution within O(e =), O(¢~5%), and O(e=3%/(1=9)) in
terms of first-order stationarity, feasibility, and complementarity slackness, respectively. Finally, we
demonstrate the effectiveness of our algorithm on real-world data by applying it to robust multi-task
learning (MTL) with task priority across various datasets.

2 Preliminaries
This section introduces the notations, definitions, and assumptions used throughout the analysis.

Notation. Throughout the paper, || - || denotes the Euclidean norm. We use R’} to denote the
nonnegative orthant. For z € R"™, we adopt [x]; € R} to denote max{x,0}, where the maximum
is taken componentwise. For any convex set C' C R™ and point z € C, the normal cone is denoted
by No(z) = {p € R* | pTx > pTy, forally € C}. For a differentiable vector-valued function
f:R™ — R™, the Jacobian is denoted by J f : R™ — R"**" defined as the matrix of gradients.

Next, we define the Lojasiewicz property. Intuitively, this inequality controls the behavior of the
gradient near critical points, preventing it from vanishing too quickly unless the function value is
close to its critical value.

Definition 2.1 (Lojasiewicz inequality). Let f : R™ — R be a differentiable function on an open
subset of R™, and let x* € R™ be a critical point of f, i.e., V f(x*) = 0. We say that f satisfies the
Lojasiewicz inequality at x* if there exist constants 6 € [0,1), ¢ > 0, and a neighborhood U of x*
such that for all x € U,

clf@) = f@)” < V@)l ©)

The constant 6 € [0, 1) is called the Lojasiewicz exponent.

Lojasiewicz property and its extension for nonsmooth functions [10] (also known as the Kurdyka-
Lojasiewicz (KL) property) plays a central role in non-convex optimization and has been extensively



studied in the literature [1, 2, 70], including its special case for §# = 1/2, also known as the Polyak-
Lojasiewicz (PL) inequality [32]. The fundamental contributions to this concept are attributed to
Kurdyka [37] and Lojasiewicz [45]. A broad class of functions has been shown to satisfy Lojasiewicz
property, including real analytic functions [46], functions definable in o-minimal structures, and
differentiable subanalytic functions [37]. In the context of DNN training, networks constructed
by common components such as linear, polynomial, tangent hyperbolic, softplus, and sigmoid
activation functions; squared, logistic, Huber, cross-entropy, and exponential loss functions satisfy
the Lojasiewicz property [70, 76].

Next, we present the assumptions regarding the objective and constraint functions.

Assumption 2.1 (Objective function). (i) Function ¢(-,-) is continuously differentiable and there
exist constants L? ijy > 0and Lfy > 0 such that for any v,z € R" and y,y € Y,

IVyd(e,y) = Vyo(z,9)|| < LE, o — 2] + LY, ly — yll-

(ii) V¢ is bounded, i.e., there exists Cy > 0 such that |V ¢(x,y)|| < Cy forallz €e R andy € Y.
(iii) For any fixed x € R", ¢(z, ) is either ng-strongly concave function or cy-PL with Y = R™.
Assumption 2.2 (Constraint function). (i) Function v (-, -) is continuously differentiable and there
exist constants LY, , LY, > 0 and LY,, > 0 such that for any x,Z € R™ and w,w € W,

xx) Tw

IVatp(z,w) = Votb (2, @0)|| < LY, llz — 2| + LY, v — ]|,

Tw
IVt (e, w) = Vut(z,0)| < LY, e — 2l + Ly, |w - o]

(ii) V34 is bounded, i.e., there exists a constant Cy, > 0 such that ||V (z,w)|| < Cy for all
x € R™ and w € W. (iii) For any fixed x € R", ¢(z, -) is either ny-strongly concave function on a
closed convex set W C Rf or cy-PL over the entire space (i.e., W = R¢).

2.1 Regularity Assumption and Connection to Existing Literature

Finding a global/local solution of Nonlinear Programming (NLP) in (2) with nonconvex constraints
is generally intractable. As such, most existing methods aim for finding a stationary solution known
as the Krush-Kuhn-Tucker (KKT) point, i.e., finding € X such that

0€Vf(x)+Igx) N+ Nx(x), g(x)<0, N\gi(z)=0, Vi “4)

for some A € R’!. Even finding such a stationary solution is a daunting task, as one of the primary
challenges lies in identifying a feasible solution when the constraint is nonconvex. In this setting,
researchers have explored different assumptions and problem structures to ensure convergence of
optimization algorithms to a feasible stationary point. For instance, assuming that the algorithm
can start from a (nearly) feasible solution, several studies (e.g., [49, 40, 66]) have established
convergence guarantees for obtaining an approximate KKT point. Another widely adopted assumption
in the literature is a regularity condition, which posits the existence of a constant 1+ > 0 such that
[lg(z)]+| < &dist(Ig(z) " [g(2)]+, —Nx (). In the special case where X = R™, this simplifies to

Ig(@)] Il < gIIJg(x)T[g(x)hH. )

Denoting the squared infeasibility residual function by p(x) = ||[g(x)]+||?, this condition can be
written equivalently as p(z) < p?||Vp(x)|?. Assuming that a feasible solution exists, we have
min, p(xz) = 0, making it clear that the above regularity condition is equivalent to p(-) satisfying the
PL condition, that is, the Lojasiewicz inequality with exponent 6 = 1/2.

In this work, we consider a more general regularity condition based on the Lojasiewicz inequality
(3) with an exponent 6 € (0, 1) for the residual function [¢/(-, w)]2 for any index parameter w € W .
Under this condition, we establish a uniform convergence guarantee for the proposed algorithm,
which depends explicitly on the parameter §. We now formally introduce our regularity assumption.

Assumption 2.3. Consider the constraint function ¢ : R™ x R* — R in problem (1). We assume
that [9(-, 11))]2+ satisfies Lojasiewicz inequality for any given w € W , i.e., there exist i > 0 and
6 € (0,1) such that for any fixed w € W, the following holds

[W(a, )Y < pl|Varp(z, w)p(@, )4, Ve eR™ (6)



Remark 2.1. We would like to highlight that this assumption generalizes existing regularity conditions
in the nonconvex constrained optimization literature for any parameter # € (0, 1). Notably, when the
index set W is a singleton and § = 1/2, this condition reduces to the classical regularity condition (5)
for a single constraint. Furthermore, Assumption 2.3 is satisfied in a variety of practical applications,
including the DRO-MTL described in Section 1.2. In particular, using results from the calculus of
real analytical and semialgebraic functions [63, 35, 9], one can verify that Assumption 2.3 holds
for y(z, w) = >, w;il(x; &), where £(+; ) is a smooth loss function, such as those used in DNNs
with smooth activation functions. However, Assumption 2.3 may not hold for neural networks with
nonsmooth components such as ReLU, and one needs to use the smoothed variant, e.g., softplus, to
ensure it holds.

3 Proposed Approach

In this paper, we introduce a novel dynamic barrier method tailored for min-max problems with
semi-infinite, nonconvex constraints. Our proposed iterative scheme generates approximated gradient-
based directions to update the triplet of variables (z,y,w). Specifically, to minimize the ob-
jective function ¢(z,y) with respect to z, we aim to follow a direction close to V¢ (zk, Yk )
Moreover, to encourage feasibility, this direction should either improve v (z,w) in z or avoid
moving far away from the feasible region, i.e., maxyew Y (Tp+1, w) < maxyew Y(Tg, w) + €
for a small and controllable error ¢ > 0. Indeed, we show that given a “good" estimate
wy & w(xy) € argmax,, oy ¥ (xk, w), we can satisfy this condition by imposing an affine con-
straint V,(zg, wi,) " dy, + arp(xr, wy) < 0, where p(-, -) is an inexact min-max dynamic barrier
function. Intuitively, function p(-, -) encourages the search direction dj, to align with —V 1 (2, wy,).
Accordingly, we define p(xy, wi) == ||V (xk, wi)||. The direction dj, is then obtained by solving
the following quadratic program (QP):

dy, = argming [|d + Vao¢(zr, yi)||° )
st Vaetb(zp,wi) ' d + arp(ar, wi) <0.

This QP admits a closed-form solution and can be computed efficiently at each iteration. More
specifically, di, = =V ¢(xk, yr) — A\p V2 (2k, wi) where Ay is the dual multiplier corresponding
to the constraint in the above QP updated as follows:

1 T

SACRSIE [V (zg, wi) Ve (@k, yi) + arp(Tr, i)+ (3)
The main issue with the update of dual multiplier \g is that its value goes to infinity as
IV (2, wy)|| vanishes. To resolve this issue, our idea is to introduce an indicator function
C(x,w) = [Y(z,w)] 1 ||Vatb(x, w)]|. Note that {(z,w*(x)) = 0 indicates that the point x is feasible
or a critical point of the constraint function. However, under Assumption 2.3 and using the definition
of ((z,w) = [|Va(z, w)[tp(x, w)] ||, we can conclude that {(z,w*) = 0 implies that x is feasible.
In this case, due to feasibility, we only wish to reduce the objective function and move along the
direction d, = —V ¢ (xk, yi ), hence, we would like to enforce A, = 0. However, computing the
exact value of ((xy, w*(zx)) may not be possible. To resolve this issue, we use an estimated value
¢(x,wy) as a measure of criticality and feasibility of the constraint which indicates whether Ay, is
updated based on (8) or set to zero. In other words, when ((z, wy) = 0 the constraints are treated
as inactive. The maximization variables y and w are subsequently updated using Ny, and M, steps of
(accelerated) gradient ascent, respectively. A full description of the algorithmic steps is presented in
Algorithm 1.

Remark 3.1. We would like to point out that the proposed approach is related to the dynamic barrier
gradient method introduced in [25]. While there are some conceptual similarities, we emphasize
that the two methods differ significantly in both algorithmic design and convergence analysis. In
particular, apart from addressing inexactness and incorporating a maximization component, two key
distinctions of our approach are: (1) Introduction of the indicator function (-, -), which serves as a
metric to regulate the behavior of the dual multiplier Ax. This leads to a modified update rule that
enables convergence to a KKT point without requiring the boundedness of the dual iterates, unlike the
assumption in [25]. (2) Our choice of barrier function differs: specifically, p(x, w) = ||V ¢ (x, w)||
corresponds to 7 = 1 in their framework. However, this parameter choice does not yield a convergence
rate guarantee in their method — see Proposition 3.7 in [25].

Ak



Algorithm 1 Inexact Dynamic Barrier Primal-Dual (iDB-PD) Method for Semi-Infinite Min-Max

1: Input: ¢y € R", v € (O,l),o&k >0, Np, M > 1
2: fork=0,...,T—1do

m[*vﬂﬁ(%,wkfvzéﬁ(xhyk) + agp(zr, wi)]+ if ((zg, wx) >0

3: A
0.W.
4 d <+ =V 0(@r, Yr) — A Vath(wr, wi)
5 Tit1 < Tp + Yadr
6: Yrt1 ~ argmax, cy ¢(Tr41,y) using Ny steps of (accelerated) gradient ascent
7: Wp41 A~ argmax,, ey Y(Tr41, w) using My, steps of (accelerated) gradient ascent
8: end for

4 Convergence Analysis

In this section, we analyze the convergence of the iDB-PD algorithm. Indeed, problem (1) can be
viewed as an implicit nonconvex constrained optimization problem min f(z) s.t. g(x) < 0, where
f(z) £ max,ey é(z,y) and g(z) £ max,ew ¥ (z,w). Based on Assumption 2.1-(iii) and 2.2-(iii),
we can show that f and g are continuously differentiable functions (see Section A.1 for proof); hence,
we can establish the gap function based on the KKT solution of the implicit problem. Specifically,
our goal is to find an e-KKT solution, i.e., find £ € R™ and A > 0 such that

IVF(@)+AVg(@)| <6, [9(@)]+ <€ [Ag(D)] <€

Our first step of analysis is to provide a descent-type inequality for the objective and constraint
functions. This requires first analyzing the modified dual multiplier Ax. The reason why we call it a
modified dual multiplier is that Ax-update is modified based on the value of the indicator function
¢(zg,wg). In effect, this modification can be translated into how we construct the QP subproblem.
In particular, when ¢(zy,wy) > 0, di, is updated based on the QP in (7), otherwise dy, is updated
based on the unconstrained variant of (7) , i.e., dy, = argmin, ||d + V,¢(zk, yx)||?. Nevertheless,
we can upper bound ||dj || and A. In particular, using Cauchy-Schwartz and triangle inequalities, one
can verify that A ||V, ¥ (xg, wi)|| < [|Vad(xk, Yk)|| + ax for any k > 0. This relation, along with
Lipschitz continuity of V f allows us to prove the following result regarding the objective function,

L

2y . p(Ly+LE,

Fl@rg1) < f(@r) +war(Cy + ar) + 22 |lyk — y* (zx)||> + <%(f2) - %) dl|?, (9)
where y*(z) = Py« () (yr) and Y™ (x) = argmax, ¢y ¢(z,y).

To obtain a descent-type inequality for the constraint, we define the infeasibility residual function
p(x) = [g(z)]2.. Note that this function is continuously differentiable whose gradient, i.e., Vp(z) =
2Vg(z)[g(z)]+, is locally Lipschitz continuous with constant L,(z) £ 203) + L2 + p(x) — see
Lemma A .4 for details and proof. Although dj, is not directly a feasible solution of the QP subproblem
in (7) (it is only feasible if ((x,wy) > 0), we can show the following important inequality for
k>0,

[(@k, wi)]4+ Vatb (@, wi) Tdi < —a[t(@r, wi)] 1 p(zr, wi) = —arl(zk, wy).

Combining these results and conducting some extra analysis, we can show the following result
regarding the infeasibility residual function:

p(rrs1) < plon) — 2veuC(@r, wi) + 27 Cylg(xr) — Y (or, wi)|||di||
Ye(Ly(zy) +2LY,
2

where w*(z) = Pw-(2)(wr) and W*(z) = argmax,,cy ¢(z,w). The detailed statements and
proof of the results in (9) and (10) are presented in Section A.3.

(10)

L2 plan) g — w () |2 + ),

Although these results provide some bound on the progress of the next iterate with respect to objective
and constraint functions, (10) may not immediately lead to a convergence rate result due to the
dependencies of non-negative terms on the right-hand side to p(x,)—especially notice the effect of



p(xg) in L, (zy). To address this, we show that by carefully selecting the algorithm’s parameters the
sequence {7 ||dx||*} x>0 is summable and {p(xx)}x>0 is a bounded sequence — see Lemma A.7. As
a side result, we can conclude that there exists a constant L,, that can upper bound the local Lipschitz
constant L, (x) uniformly along the sequence {zj};>o generated by Algorithm 1. Through this
critical result, we can show the following theorem, establishing convergence bounds on ||dj||? and
[9(zk)]+-

Theorem 4.1. Suppose Assumptions 2.1, 2.2, and 2.3 hold. Let {xy, \x}r>0 be the sequence

generated by Algorithm 1 such that {cuy}y, is a non-increasing sequence and vy, < (Ly + Lfy)_1
Then, for any T > 1,

( ) 1 T— 1 T-1
M Zmlldkll FT F—;wk Cotan)+ 5 2 &l (D
- ﬁz*a e )]2e<u“(p<m_mm)+1§gw
Ar = PR S A k=0 = Tk Tk Ar = *
L, +2L
wlly T 205,) chlldku% (12)

for some summable sequences {E}/,E >0 C Ry, where T'p = Zf;ol e and Ap £ Zf;ol Q.
Proof. See Section A.4 in the Appendix. [

Theorem 4.1 provides an upper bound on the accumulation of sequences of direction dj, and infeasi-
bility measure [g(z)]+. While these quantities are not initially expressed in terms of KKT residuals,
the following theorem establishes their connection to e-KKT conditions and derives the resulting
complexity guarantees for the proposed algorithm.

Theorem 4.2. Suppose Assumptions 2.1, 2.2, and 2.3 hold. Let {xy,\;}}_, be the se-
1/3

quence generated by Algorithm 1 such that for any k > 0, a = Ty for some

small w > 0, v = v = Omin{z7,(Ly + LL,)"'}), N = O(log(k + 1)), and
M, = O(max{max{1, %}log(T),log(T[w(xk,wk)]i9_2)}) if ((xg,wy) > 0, otherwise, My, =
O(max{1, 35} log(T)). Then, for any € > 0, there exists t € {0,...,T — 1} such that

1. (Stationarity) |V f(z¢) + AeVg(zy)| < € within T = O(Z) iterations;

2. (Feasibility) [g(x¢)]4 < e within T = O(-z ) iterations;

3. (Slackness) |\eg(zy)| < e within T = O(W%@) iterations.

Proof. See Section A.4 in the Appendix. [

Remark 4.1. We would like to state some important remarks regarding the complexity result in the
above theorem.

(i) Convergence result: We highlight that the obtained complexity results are, to the best of our
knowledge, the first established non-asymptotic complexity bounds for nonconvex semi-infinite
min-max problems. Owing to modest assumptions and a simple algorithmic structure, the proposed
method is broadly apphcable to problems, including those involving instances of DNNss.

(ii) Special case of & = 5: The results of Theorem 4.2 simplify significantly when § = 3, which
corresponds to the PL condltlon on the squared inexact infeasibility residual [¢(z, )] for any
w € W-see Assumption 2.3. In this case, we have M}, = O(log(T')), and the complexity for all three
metrics improves to O(1/¢€?), matching the best known results in [39, 47] for nonconvex optimization
problems with finitely many constraints.

(iii) Selection of Mj: The choice of M} depends on the inexact infeasibility residual function when
6 € (0,1), arising from the infinite cardinality of constraints. Here, M}, controls the accuracy of
estimating the iterate wj from this collection. As the iterates approach the approximate feasible
region, increasingly accurate estimates are needed to ensure convergence to the true feasible region.



5 Numerical Experiments

In this section, we evaluate the performance of the proposed iDB-PD algorithm on the Robust Multi-
Task 2 problem with a task priority, as introduced in Section 1.2. All experiments were implemented
in PyTorch and executed on Google Colab, using a virtual machine equipped with an NVIDIA
A100-SXM4 GPU (40 GB), an Intel® Xeon® CPU @ 2.20 GHz, 87 GB of RAM, and running Ubuntu
22.04.4 LTS with Python 3.12. We consider the following robust MTL formulation, where the goal is
to learn two related tasks by optimizing a shared parameter vector. Specifically, the objective is to
minimize the worst-case loss of a prioritized task while ensuring that the loss of the remaining task
remains below a specified threshold denoted by r > 0, formulated as follows:

- - 0
min max ;yifl(x,éi ) = gn(y) (13a)
s.t. ijfg(x,gj(?)) — gm(w) <7, YweA,, (13b)
j=1

where A,, and A,, are simplex sets. Note that, g, (y) = %Hy — %LLH% and g, (w) = ATm||w —
% 1,,|% are regularization terms that restrict the worst-case distributions from deviating significantly
from the uniform distribution. Here, 1 denotes the all-ones vector. We consider five different datasets
and, for each, evenly partition the labels into two disjoint subsets, and the goal of each task is to learn
the corresponding labels. We consider a fully connected neural network with one hidden layer and
tanh activation functions. The output layer is a softmax with a cross-entropy loss function ¢;(-).

Our experiment includes five datasets as sum- Table 1: Summary of datasets used in the experi-
marized in Table 1. We used Multi-MNIST and ments.

Multi-Fashion-MNIST from Lin et al. (2019)

[44]', which were constructed from the origi- Dataset Instances  Features  Labels
nal MNIST dataset. For these datasets, each Multi-MNIST 20000 1296 10
s : CHD49 555 49 6
data point is cpnstructed by randqmly sampling Multi- Fashion MNIST 20000 1206 10
two different images from the original MNIST Yeast 2417 103 14
(Fashion-MNIST) dataset and combining them 20NG 19300 1006 20

into a single image, placing the two digits (or

articles of clothing) on the top left and bottom right corners, resulting in a 36 x 36 image. Yeast,
Coronary Heart Disease, and 20NewsGroup datasets were accessed via the Multi-Label Classification
Dataset Repository hosted by Universidad de Cérdoba”. For each of these datasets, we evenly divide
the label set in two, with one half learned in the objective and the other half learned in the constraint.
Here, we report our results on Multi-MNIST and CHD49, while results on the remaining datasets
(Multi-Fashion MNIST, Yeast, and 20NG) are included in Appendix A.S.

Experiment 1. In this experiment, we compare iDB-PD with an adaptive discretization method,
which iteratively adds the most violated constraints to form a finite approximation of the semi-infinite
min—-max problem following Blankenship and Falk [8]. The resulting discretized problem is then
solved by COOPER [24], a PyTorch library for constrained optimization that implements first-order,
Lagrangian-based update schemes. From Figure 1 we observe that our proposed method (iDB-PD)
consistently achieves convergence in infeasibility, stationarity, and slackness, whereas the adaptive
discretization fails to reduce infeasibility and diverges in stationarity. This result underscores the
advantage of iDB-PD over more classical discretization methods.

"Datasets by Lin et al. (2019): https://github.com/Xi-L/ParetoMTL/
*https://www.uco.es/kdis/mllresources/
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Figure 1: iDB-PD vs. Adaptive Discretization with COOPER on multi-MNIST (top row) and CHD49
(bottom row), evaluated in terms of stationarity, infeasibility, and slackness.

Experiment 2. In this experiment, we compare the performance of the model in (13) with an
alternative model in which the objective function is a weighted summation of loss functions with a
DRO formulation. This results in the following min-max problem formulation

; (1) (2

min _ max ; yili(2,6") = gn(y) +p ; wjl(2,6;”) = g (w)

For a fair comparison, we applied the Gradient Descent Multi-Ascent (GDMA) method [31, 57] to
solve this reformulated min-max problem, testing several values p € {1,2,5,10}. We evaluated
both approaches in terms of the metrics corresponding to (13), i.e., the objective function value,
infeasibility, and stationarity. Note that the first two metrics correspond to the training losses of task 1
and task 2, respectively.
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Figure 2: iDB-PD vs GDMA on multi-MNIST (top row) and CHD49 (bottom row), evaluated in
terms of stationarity, infeasibility, and objective loss.

In Figure 2, we observe that iDB-PD consistently converges in both feasibility and stationarity,
whereas GDMA with small p achieves low stationarity, but fails to reduce infeasibility, and GDMA
with large p exhibits unstable behavior. These results highlight the difficulty of selecting appropriate
loss weights (p) to balance the tasks and confirm the robustness of our semi-infinite constrained
min-max formulation, where such a weight is dynamically adjusted by the algorithm.
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scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
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A Technical Appendices and Supplementary Material

A.1 Analysis of the maximization variables
Consider the following parametric maximization problem

h*(x) & max h(z,u), (14)

for a given © € R™ where A(-,:) : R® x R™ — R is a continuously differentiable function, and
U C R™ is a closed, convex set. We are interested in the conditions under which the value function
h*(z) is Lipschitz differentiable and an approximate solution of the above problem can be found
using (accelerated) gradient ascent method. Indeed, using the classical result in the optimization
literature [32, 56, 55, 57], it can be deduced that both these properties are satisfied when h(z, -) is
strongly concave or satisfies PL inequality when U = R™. In the following, we will restate these
results in a unified statement and later specify them for our proposed algorithm. In particular, we first
state the linear convergence result under these conditions, and then state the differentiability of the
value function.

Proposition A.1 ([32, 56, 55]). Consider problem (14), and assume that h(-,-) is a continuously
differentiable function, such that for any fixed x, h(x,-) is either strongly concave (or satisfies PL
inequality (see Def. 3 with § = %) with U = R™). Let {uk}fz_ol C R™ be a sequence generated
by the (accelerated) gradient ascent method. Then, for any © € R", there exists 6 € (0,1) and
A1, Ay > 0 such that we have the following results for T > 1,

lur —w*(@)]* < A167,

h(z,ur) < h*(x) < h(z,up) + Agd7,

where u*(z) £ Py« (ur), and U* (z) £ argmax,, ¢y h(z, w).

Proposition A.2 ([57] Lemma A.5). Consider problem (14), and assume that h(-, ) is a continuously
differentiable function, such that for any fixed x, h(x,-) is ny-strongly concave (or cp,-PL (see Def.
2.1 with 0 = %) with U = R™), it follows that

Vh*(z) = Vah(z,u*)  forany u* € U*(x).

where U*(x) 2 argmax, g h(z,u). Moreover, h*(x) has (L", + (L",)?/t)-Lipschitz gradient
where L = np, (or L = c%).

Now, we apply the above propositions to the objective and constraint functions in problem (1) to derive
the error of estimating the maximization components according to the updates of Algorithm I, which

will be used in the analysis. Recall that f(z) = maxy,cy ¢(z,y) and g(z) = maxy,ew ¥(z, w).
Based on Proposition A.2 and Assumptions 2.1 and 2.2, we have the following properties:

1. f is continuously differentiable and has a Lipschitz gradient with constant L s = L;fy +
(Liy)2/bf’
2. g is continuously differentiable and has a Lipschitz gradient with constant L, = LY, +
(Liz/)w)Q/[’!]’
where ¢ ¢ = 1, when ¢ (z, -) is 7),;-strongly concave or ¢ = ci when ¢ (x, -) is ¢y,-PL (14 is defined
similarly).

Moreover, based on Proposition A.1, there exist uniform constants AY, AV AY € (0,+oc) and
dy, 0w € (0,1), such that for any k& > 0,

lye — v () ||* < AY5)", (15)
Jwi — w* () ||* < AYSL, (16)
Y(wg, wi) < glag) < Y(og, wi) + AYSE (17)

where Ny, M}, denote the number of (accelerated) gradient ascent steps to maximize the functions
¢(x,-) and ¥(x, -), respectively.
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A.2 Required Lemmas

This section states two important lemmas regarding the proposed method and the implicit constraint
function. First, we show some bounds on the modified dual multiplier A corresponding to the
subproblem (7) based on the update of Algorithm 1. Next, we establish local Lipschitz continuity
of the infeasibility residual function p(z) £ [g(x)]2. Later, we show that by carefully selecting the
stepsize, this local constant can be upper bounded by a global one.

Lemma A.3. Suppose Assumptions 2.1 and 2.2 hold, and let {xy,, A\ } >0 be the sequence generated
by Algorithm 1 such that {cy, } k>0 C Ry is non-increasing sequence. Then, for any k > 0 we have
that \i.p(z, wi) < ||Vud(zk, yi) || + k. Furthermore, if Assumption 2.3 hold, then for any k > 0,

Melg(@n)ls < Clg(en)Z* + CAY S [ (xr, wi)] 7> where C £ 1(Cy + ay).

Proof. Recall that p(ay,,wy) = [[Vath(ap, wi)| and C(ax,wi) = [, we)l4 [ Votb(an, w)].
Note that if Ay, = 0, the bound holds trivially. Now suppose, {(x, wg) > 0, then using the update of
A, we have that

v v
IVotb(zh, wy)|] !

Taking the absolute value from both sides, using the fact that | max{a, b}| < |a|+|b| for any a,b € R,
followed by the triangle and Cauchy-Schwarz inequalities, we conclude that A, ||V 1 (xgk, yi) || <

IVad(@r, y)ll + .
Similarly, from the definition of A\ and Assumption 2.3 we conclude that

lg(xr)]+
+ < m(“v 2P (Tr, yi) || + )

< plg ()] [ (@, wi) 15> (Ve (@ yi) | + )
< o ([ (s wie) [T 4+ AY 6 [ (s wi)]57) (IVad(@ns yi) | + o)
< ([9(en)] 320 + AY 65" [ (ar, wi)]37) (| Vad(@r, yp) [l + ao)
where in the penultimate inequality we used the second inequality in (17) and that «y is a non-

increasing sequence. The last inequality above follows from the first inequality in (17). Finally, the
result follows from the boundedness of V,¢(-, -) — see Assumption 2.1.

Aep(Tr, wi) = (xr, wi) " Vad (e, yi) + arpl(a, wk)h :

Ae[g(zr)]

Lemma A.4. Suppose Assumption 2.2 holds. Let g(x) = max,ew ¥(x,w) and the infeasibility
residual by p(z) = [g(x))%.. Then p(-) is a continuously differentiable function and Vp(x) is locally

Lipschitz continuous with constant L, (x) £ 203) + L2 + [g(x)]3.

Proof. Differentiability of p(-) follows from differentiability of g as established in Property 2 and its
gradient can be calculated by the chain rule as Vp(z) = 2Vg(z)[g(x)]+. Therefore, we have that

IVp(z) = Vp)ll = [12[9()]+ Vg(z) = 2[9(v)]+Vg(y)ll
= ||2[g(x)]+(Vg( ) = V() +2Vay)(lg(@)]+ = [9(v)]+)ll
<2[|Vg(z) = Vg)llllg(@))+ | + 211VaW)lll[g(@)]+ — [g()]+ ],

where in the second equality we added and subtracted 2[g(z)]+ Vg(y). Note that based on Assump-
tion 2.2-(ii), we have that Vg(z) = V¢ (z, w*(x)) is bounded by Cly, hence, g is Cy-Lipschitz
continuous. Therefore,

IVp(x) = Vp(y)ll < (2Lglg(2))+ +2C3) Il — yll.

From Young’s inequality, we can bound 2L, [g(z)] 4 < L2 + [g(x)]3 . Therefore, the following holds

IVp(z) = Vp(y)ll < (207 + L + [g(@)]3) Iz =yl
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A.3 Proof of one-step analysis

In this section, we prove the one-step analysis for the objective and constraints.

Lemma A.5. Suppose Assumptions 2.1, 2.2, and 2.3 hold. Let {xy, )\k}k>0 be the sequence generated
by Algorithm 1 such that {cy }y, is a non-increasing sequence and vy, < (Ly + L? v L. Then, for
any k >0

Lg
) Tldil* < Flaw) = Flore) +yan(Co+ ar) + L ALS), (1)

xr xr
aIn  yrol(zg, wi) < }% - % + AV Cy(2Cs + o)

Ly, w T (Lp(2r) +2L5,,)
p(zr)A] 51]\1;/Ik + 4

ld || (19)

Proof. Part (I): Using Lipschitz continuity of gradient of f as established in Property 1 and update
of xy41, we have that

Flonin) = ) + @) ngs — ) + Llani = mall?

2
L
= F@n) + nVF @) T+ 5Ly

L
= 1)+ (Vo) + )+ (EEL o)
TV f(@r) = Vad(zr, ye)|llldil]
L
< 7o) =V blions )+ (EEL =) P+ Ly = ),

where in the last inequality we used dy = —V.é(zk,yx) — M Vae(zp, wi), Vf(xg) =
V.d(zk, y*(zr)), and Lipschitz continuity of the gradient of function ¢. Moreover, from com-
plementarity slackness condition we know that A\, (sz/}(:c;€7 wk)Tdk + agp(zg, wk)) = 0, hence
we obtain

f(@rg1) — flog

)
Vi L .
( Ul W) il + yrarAep(e, wi) + YLy lyk — y* (@)l d |

g *
( kLs =k ) ldill® + yran(Cy + o) + L, llyk — v* (i) || dic |

2

where the penultimate inequality follows from the application of Lemma A.3 and ||V ¢(z, y)|| < Cy,
moreover, the last inequahty is due to Young’s inequality (where p = ¢ = 2). Now, rearranging the
terms and selecting v, < (Ly + L? )~ ! ead to the result of part (I).

Part (II): Recall that {(xg, wi) = [ (zk, we)]+ ||V (2k, wi)|| and p(ak, wi) = [|Vatb(zk, wi)]|-
Based on Lemma A.4 and the update rule of z;1 = zj, + 1 dk, we have that

p(zry1) — p(or)

L LY \ VL
< (%C L ’Yk) i ]|* + year(Cy + ax) + — e —y (zw)lI” + %HdkHQ- (20)

Ly (k)
2

VkL (

<A(Vp(z), Tpy1 — Tx) + H33k+1 — z?

= 2ilg(wi))4 Vo(an) Tdi + a2

= 2yi[g(an)]+ Vot (zr, wi) Ty, + 2wk[g<xk>]+<v9<mk> — Vot (@, wy)) T dy + DL g, 2
< 2 [g(@i)) 4 Vot (i, wie) Tdi +26 LY, [9(@0)) 4 lwr, — w* (x| dil| + 225 |1y )12,

term (a)

2n
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Considering term (a), from (17) one can observe that

[9(x1)]+ Vot (zr, wi) T di, < (g, wi)]4 Vb (e, wy) T de + AVSM* [V ot (2, wi) ||| de |
< —ap[(h, wi)| 1 p(xk, wi) + AV |V otb (2, wi)||]|de |
< —ag((wp, wy) + AV, Cp (204 + ag), (22)

where in the second inequality we use the fact that dj, is a feasible solution of the QP subprob-

lem if ((zg,wy) > 0, hence, [¢(zx, wk)]+ Vb (xr, wi) Tde < —ag[t(zr, wi)]Lp(Tr, wi) =

—aC(zk, wy ), otherwise the inequality holds trivially. Moreover, the last inequality follows from

Assumption 2.1-(ii) and Lemma A.3 and one can easily verify that ||dy|| < 2Cy + « and from

Assumption 2.2 we have |V 1) (2, wi)|| < Cy. Therefore, combining (22) with (21), we obtain
pzrsr) = par) < =2kl (g, wi) + 29A7 8, Cy (2C4 + ag)

2
. Vi Lp ()
+ 29 LY, [9(xn)] 4 lwi — w* () ||| di || + 222 g [EAR

< —2ypanl (@, wi) + 27k AL 60 Cy (2Cy + ag)

71? (Lp(zk) + 2LY,)
2
Next, rearranging the above inequality, dividing both sides by 2, lead to the desired result. O

+ Lyp(an) fwe — w* (@) | + I ]I

A.4 Proof of Theorems 4.1 and 4.2

Before proving Theorems 4.1 and 4.2, we present a technical lemma on the recursive relation of a
non-negative real-valued sequence that will be used in our convergence analysis.

Lemma A.6 ([3] Lemma 5.31). Let {vi}, {ur}, {ar}, {Br} be sequences of nonnegative reals with
Yopegar < ooandy po o B < 0o such that viy1 < (1 + ag)vg — ug + By for all k. Then, {vi}
converges and Y- up, < 00.

Using this result, we first show that the sequence {7 ||dx||?}1 is summable and {p(x,)}} is a bounded
sequence.

Lemma A.7. Ler {x}}1 be the sequence generated by Algorithm | such that Z;ﬁ% Vi, < 00,
ZZ:% §év’“ < 400, and Z::OE OMr < o0, Under the premises of Lemma A.5, we have that (i)

Z;:S Yielldi||? < 4005 (ii) {p(xk) } k>0 is a bounded sequence, i.e., there exists Cy > 0 such that
l9(zk)]+ < Cy forany k > 0.

Proof. (i) Consider Part (I) of Lemma A.5 by rearranging terms one can obtain:

Ly
Fren) < flaw) = Doldil? +man(Co + an) + =2 ALS".

Since aj is a non-increasing sequence and it is assumed that Zzz Yrap < 400, one can ver-
ify that Z::OB oz < Z::) Yk < +oo. Moreover, since ZZ:S 531/\% < 400, we have

¢
Si2 (man(Cy + ax) + %Ai’éé\[ #) < +oo. Therefore, applying Lemma A.6, we conclude
that 37,728 i || di |12 < 4-o0.

(i) Similarly, from Part (IT) of Lemma A.5, multiplying both sides by 2, using L,,(z) = ZCi + L2+
p(zx) from Lemma A.4, and rearranging terms yields:

2
P(eer) < (L4 LE, AV + 2 [ldi|2)p(ae) — 2yeand (r, w)

ag
Vo207 + L2 +2LY,)
2

+2’7kA11U(53)/[7“C¢(2C¢ —I-Oé()) + ||dkH2

by
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From the assumptions in the statement of the lemma and the result of part (I) and that v, € (0, 1), we

have that Z:ZOB ap < +oo and Z::S b, < +o0.Hence, the conditions of Lemma A.6 are satisfied,
and we conclude that the sequence {p(xj)}x>0 converges. Therefore, {p(zx)}r>0 is bounded, i.e.,
there exists Cy > 0 such that [g(zx)]+ < C, forall & > 0. O

Now, we are ready to prove Theorem 4.1. First, we restate the statement with full details here.

Theorem A.8 (Restatment of Theorem 4.1). Suppose Assumptions 2.1, 2.2, and 2.3 hold. Let
{zk, Ak t >0 be the sequence generated by Algorithm 1 such that {« }y, is a non-increasing sequence
and v, < (Ly + Lﬁy)_l. Then, forany T > 1 and k > 1,

T—1 T—1 y T—1

1 2(f($0) - f(xT» 1 Lf Af
D — > wlldl® < —> C LN sl
() T, k:O'YkH kll” < T +FT kzovkak( b+ ) + Oy 20

(23)
, T-1 p T T—1
(1) A—Tk ak[g(xk)]iGSTTk (p(’yﬂﬁ:) _p(ﬁf;l)) _,_li;k (%51]:)/[k+2tx7k(A12u)2953)9Mk)
=0 =0 =0
T—1
L,+2LY,
+ et L) S7 4
k=0

for some A > 0, where T'p & Zg;ol vg and A e 5;01 Q.

Proof. Part (I) follows immediately from Lemma A.5-Part (I) by summing over k = 0 to 7' — 1 and
dividing both sides by Ty, = 310 7.

To prove Part (II), first note that from Lemma A.7 we have [g(xx)]+ < Cy which from Lemma A .4
we conclude that there exists a constant L, = 203, + Lg + C’g that upper bounds the local Lipschitz
constant L, (z) uniformly along the sequence {x }r>o. Therefore, we can simplify the bound in (19)

as follows
p(@r)  p(Trt1)

2 2

+ AV Cy(2Cs + o)

LY 2(L 2LY

Using Assumption 2.3, we can lower bound the left-hand side of the above inequality by

B8k [ (g, wy)]3.  Moreover, from (17) and that 6 € (0,1) we have that g[g(zy)]Y <

[ (2, wi)]20 + (AY)20620M% which leads to

e (g, wy) <

+ k||

VO p(r)  p(@kt1) w LYy 0w
o lg(zr)]F < S + AV Cy (204 + ao) + > CoAY 6™
2(L, +2LY
+ w”dk”? + %(Ag))Qe&ieMk.

Finally, multiplying both sides by 2p/7x, summing over k = 0 to T — 1, dividing by Ar, and
defining A £ A¥C,,(2Cy + ap) lead to the desired result. O

Now, we restate and prove Theorem 4.2.

Theorem A.9 (Restatment of Theorem 4.2). Suppose Assumptions 2.1, 2.2, and 2.3 hold. Let
{zk, M\ }k>0 be the sequence generated by Algorithm 1 such that for any k > 0, a =

T3 oy = minf? e (L L L)Y Ny = 2 log(k 4 1), and M, —
Wy%—’}’—mln{w7(f+ zy) I k—qu(‘F)yan E =

=5 max{max{1, 55} log(T), log(T[¢)(w, wi)|* )} if [¥(xr, wi) 4 |Vt 2k, wi) || > 0, oth-
erwise, My, = ﬁ max{1, 55} log(T). Then, for any € > 0, there exists t € {0,...,T — 1} such
that

1. (Stationarity) |V f(z,) + \eVg(z,)|| < e within T = O(% ) iterations;
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2. (Feasibility) [g(x¢)]4+ < e within T = O(= ) iterations;

3. (Slackness) | \eg(zy)| < e within T = O(m) iterations.

Proof. Before starting the proof let us define ¢ £  argmingc,<p_;max{||Vf(zx) +
MeVg(xi)lls [9(xk)]+, | Akg(xk)|}. Moreover, the selection of parameters ay, i, Nk, and M,
implies that the conditions of Lemma A.7 hold, and we can invoke its result within the proof.

Part 1. First, we show the result for e-stationary condition. From the definition of d;, and comparing
it with Vf(zx) + A\ Vg(xr) we observe that if ((zy, wy) = 0 then A\, = 0 and |V f(zr) +

M Vg(@i)l* < 2ldil®+2(LE, lys—y* (za)[)? < 2lldi]|*+2(L3,)2 AT, which by selecting Ny
as in the statement of corollary, we obtain ||V f(xy) + )\ng(xk)Hz < 2||de[I? +2(L8, )QAy

k+1)2
IfC(xk,wk) > 0, then
IV f(zr) + M V()|
< 3||dk||* + 3||Vf($k) Vad(@r, yi)I> + 3XE | Vg(@r) — Vatb (@, wy) ||
< 3||di |l + 3(L2,)2AYS)" + 3AL(LY, )2 AV sy
< 3||dl| + 3(LE,) A + 32 CP [ (w, wi) T Y (LY, P AT S
1 1
< 3|dy||” + 3(LE,)°A W + 3u202(L3§w)2A1”T, (25)

where in the second inequality we used Lipschitz continuity of V¢ and V ;1) as well as the relations
in (15) and (16). The third inequality follows from Lemma A.3 and Assumption 2.3 which shows
that \, < C||Va (g, wi)||~* < Culv(vg, wg)]i 2’ for some C' > 0. The last inequality is
obtain by plugging the selection of N and M}, as in the statement of corollary and noting that
= >1/log(1/6) forany 6 € (0,1).

On the other hand, from Theorem A.8 part (I), by selecting v = O (1 /T'/3) and ay, = ﬁ and

noting that % 3°7 ~ ) oy, = O(1/T?/3), we conclude that % S°1 ' [|di]|> < O(1/T%/3). Therefore,

combining the result with (25) we obtain
K—1

1 1 LY )2AY
IV f(22) + X Vg(z)|* < T ,;) IV f(zk) + AeVa(zy)|? <O (T2/3 + ( mwj)—‘ 1 > .

By taking the square root of both sides of the above inequality, the result of part 1 follows immediately.

Part 2. From Lemma A.7, we observe that there exists D > 0 such that D = Zf_ol Yl ||* < +o0.

Considering the result of Theorem A.8-part (II), selecting v, = v = (Q(T1 -3 ), and p(z) > 0, we
have that

T—1 -

1 20 [ P M 20% w\20 £20M, WLy +2LY,)
< _r L k k MR L

. E: aglg(re))? i 7p Zo) A ,;: ( oo . — (A5 )—i— D

2A1
1 D
<0 v,
(AT’Y AT)

where the last inequality follows from plugging in Mj, since max{5a/*, 620+ } = O(%). Therefore,

from the above inequality, noting that A7 = Q(7'*/3), and the definition of ¢ at the beginning of the
proof we conclude that [g(z)]3? < O(=7) which completes the proof of part 2.

Part 3. Finally, to calculate the complexity of finding e-complementarity slackness, recall the update
of i in Algorithm 1. Recall that {(xy, wi)[¢(zk, wi)]+ || Vet (zk, wi)]|- If ((zk, wi) = 0, then
Ar = 0, hence, A\,g(xr) = 0. Suppose ((zx, wy) > 0, then we observe that g(zy) > ¢ (xg, wy) >
0. Therefore, from Lemma A.3 we have that 0 < A\yg(z1) = Milg(zr)]+ < Clg(wg) 2% +
CAYSMr o) (xy,, wk.)]i__%. Combining the two scenarios, for any k > 0, we have that [\, g(xy)| <
Clg(xx)] 32 + CAY M [y (g, wy )]y for some C > 0. Therefore, based on selection of Mj,

we obtain [Ag(z:)] < O(m + ) from which the result follows. O
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A.5 Experiment Details and Additional Plots

Experiment Details: In all experiments, we select the regularization parameter A = 10~2 and the
maximization variables y, w are updated by running N, = 2[log(k + 2)] and M}, = 10[log(k + 2)]
steps of the projected gradient ascent method. The stepsize y is tuned by selecting the best per-
formance among {107%,2.5 x 1074,5 x 107%,1072,5 x 1072,1072} and the parameter is set
ar = af(k+2)1% for « € {0.1,0.2,0.5, 1}. Hyperparameter choices follow Theorem 4.2 and
tuned via targeted grid search to ensure robustness. Furthermore, to determine the threshold value 7,
we solve the robust learning task in the constraint, i.e, min, max,eca,, 23”21 Oy (z, fj(?)) — gm(w),
separately using the unconstrained variant of our method for a some iterations. The resulting objective
value is then used in the original problem as the threshold value.

The oscillations that occur in plots reflect the difficult trade-off between minimizing the objective, en-
forcing feasibility under infinitely many functional constraints, and satisfying the e—KKT conditions,
a behavior common in both convex and nonconvex problems with functional constraints [27].
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Figure 3: iDB-PD vs. GDMA on multi-Fashion MNIST (top row), Yeast (middle row), and 20NG
(bottom row), evaluated in terms of stationarity, infeasibility, and objective loss.

24



— 08D — i0B-PD 1o — iDBPD
—— Adaptive Discretization —— Adaptive Discretization —— Adaptive Discretization
~ -
4 o 3
=10 § 4x10 £
= R
k- K 3
> 3 >
2 = X g0
£ = 3x100 < w0
g : £
2 H 4
Zao 5 2 g0
@ @ <
b 8
= 2x100 ¥ 10
 —
10
° 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
Iteration Iteration Iteration
-
— iog-pD 6x 207 ipg.pp — ipB-PD
. — Adaptive Discretization —— Adaptive Discretization 100 —— Adaptive Discretization
2 2
= Fox0n B
2 ] £
= e E
20 s S
z = 3x10 =
& =
2 2 e
2 =z g 1077
£ B g
@ 8 <
3]
£ 2x107 g 107
10° - .
10
0 500 1000 1500 2000 2500 3000 o 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
Iteration Iteration Iteration
100 — ioBpD — ipB-pD
—— Adaptive Discretization 10t —— Adaptive Discretization
i =
= = T
g H $
S0 510 =
N = S o
2 3 — ioBD ¥
© = —— Adaptive Discretization =
s E a
S = @ 10
= -] 2
8 5 <
& 2 <
100 & ®
£ {& LR
10~

3 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
Iteration Iteration Iteration

Figure 4: iDB-PD vs. Adaptive Discretization with COOPER on multi-Fashion MNIST (top row),
Yeast (middle row), and 20NG (bottom row), evaluated in terms of stationarity, infeasibility, and
slackness.

Across the three additional datasets, iDB-PD broadly outperforms all GDMA variants and the adaptive
discretization method with COOPER. iDB-PD drives infeasibility and stationarity down quickly
while maintaining competitive objective values. In contrast, GDMA requires large penalty values
to approach feasibility, frequently at the cost of stability. Further, adaptive discretization struggles
with instability and struggles with matching iDB-PD’s stationarity and infeasibility performance.
These results confirm the robustness of our iDB-PD method which effectively balances feasibility,
optimality, and stability.
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