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Abstract

In this work, we study y-discounted infinite-horizon tabular Markov decision pro-
cesses (MDPs) and introduce a framework called dynamic policy gradient (DynPG).
The framework directly integrates dynamic programming with (any) policy gra-
dient method, explicitly leveraging the Markovian property of the environment.
DynPG dynamically adjusts the problem horizon during training, decomposing
the original infinite-horizon MDP into a sequence of contextual bandit problems.
By iteratively solving these contextual bandits, DynPG converges to the stationary
optimal policy of the infinite-horizon MDP. To demonstrate the power of DynPG,
we establish its non-asymptotic global convergence rate under the tabular softmax
parametrization, focusing on the dependencies on salient but essential parameters
of the MDP. By combining classical arguments from dynamic programming with
more recent convergence arguments of policy gradient schemes, we prove that soft-
max DynPG scales polynomially in the effective horizon (1 — «)~!. Our findings
contrast recent exponential lower bound examples for vanilla policy gradient.

1 Introduction

The overarching goal in reinforcement learning (RL) is to train an agent that interacts with an
unknown environment. This is mathematically modeled through a Markov decision process (MDP),
where the agent actively learns a policy that, given a state, executes actions and receives rewards in
return. The objective is to find a policy that maximizes the expected discounted reward. We categorize
RL algorithms into two groups. Rather than the conventional separation between value-based and
policy-based algorithms, we distinguish between algorithms that leverage the model’s structure
and those that do not. The first class utilizes the dynamic programming (DP) principle, such as
value iteration, policy iteration, or Q-learning. Those algorithms optimize essentially single-period
problems, where a single reward feedback is used in the update procedure and the future payoff is
estimated by evaluation. The second class considers the entire multi-period problem at once and
solves it using classical optimization, as in policy gradient (PG) methods [29, 27, (13} [10]. Over time,
hybrid approaches integrating both methods, such as actor-critic (AC) methods, have consistently
demonstrated superior performance in practical applications even though dynamic programming is
used rather indirectly. In AC, the critic suggests a baseline, estimating either the value or action-value
function. Dynamic programming becomes essential during the critic update process, effectively
diminishing variance in gradient estimation. The essence of employing dynamic programming lies in
the fact that parameter updates are not solely reliant on new trajectories, information is bootstrapped.
Efforts of a broad research community have led to tremendous success of AC type algorithms (such as
natural policy gradient (NPG), trust region policy optimization (TRPO), proximal policy optimization
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(PPO)) but these have not yet been backed by a sufficient theoretical understanding. This paper
contributes to the basic theory of PG methods by studying the following questions:

To what extent can the Markov property of an MDP be exploited directly to improve convergence of
PG methods? How much improvement is gained compared to vanilla PG?

This paper addresses both points by merging dynamic programming and policy gradient into dynamic
policy gradient (DynPG) and analyzing its convergence behavior. DynPG can be seen as a hybrid RL
algorithm that utilizes policy gradient to optimize a sequence of contextual bandits. In each iteration,
the algorithm extends the horizon of the MDP by adding an additional epoch in the beginning and
shifting trained policies to the future, as in applying the Bellman operator. A policy for the newly
added epoch is trained by policy gradient where previous policies are used to determine future actions
(cf., Figure[I). DynPG is not an AC method. It reduces the variance as far as possible by applying the
previously trained, and therefore fixed, policies to generate a trajectory. This leads to stable estimates
of the rewards-to-go and improves convergence behavior. In this work, we first present a general
error analysis which is compatible with any optimization scheme to address each contextual bandit
problem such as PG, NPG or policy mirror descent [30]. We then employ vanilla PG to present an
explicit complexity bound under softmax parametrization.

1.1 Related work

The idea of using dynamic programming in searching the optimal policy is not new and dates back
to the early 2000s, having been revisited several times in recent decades. Policy search by dynamic
programming (PSDP) [3111}21] is most closely related to DynPG and searches for optimal policies in
a restricted policy class without explicitly using gradient ascent to find the optimal policy. Next to this
CBMPI in [22] is also related to DynPG. Here the greedy policy is based on a previous value-iteration
step. However in DynPG, no value iteration is necessary. There is a line of similar algorithms like
approximate policy iteration (API), gradient temporal difference, policy dynamic programming and
numerous other variations [J5} 25| 26l 2, [9]. In these works, however, PG was not used as policy
optimization step. In [[12], a similar concept, also called dynamic policy gradient, was employed
to tackle finite-time MDPs without discounting. Their motivation to utilize dynamic programming
stemmed from seeking non-stationary optimal policies in finite-time MDPs. In contrast to their
findings, our objective is to identify a stationary optimal policy and incorporate discounting into the
framework. The present paper can be seen as a continuation of that line of research towards infinite-
time horizon MDPs. Lastly, in their study of linear-quadratic continuous control and estimation
problems, [33 134} 35]] proposed a receding-horizon policy gradient algorithm, which also integrates
dynamic programming-based receding-horizon control with policy gradient methods.

The discount factor v € (0, 1) plays an essential role in the convergence behavior of RL algorithms,
as they explicitly depend on the contraction property of the Bellman operator. The closer -y to one,
the slower the Bellman operator contracts. Similarly, the convergence of PG methods also heavily
depends on +y but establishing a clear dependence is generally challenging due to the non-convex
optimization landscape. Early works only concern convergence to stationary points [18, 23} [17]].
More recently, specific to tabular settings and the softmax parametrization, [[1}16] have derived upper
bounds on the convergence rate to a global optimum by utilizing a gradient domination property [[19].
As shown in [16], vanilla softmax PG has a sublinear convergence rate of O(e~!) with respect to the
error tolerance €. Dependencies on other salient but essential parameters of the MDP crucially affect
the overall convergence behavior of PG methods, e.g., the effective horizon (1 — 7)_1. Notably,
[L5] constructed a counterexample such that vanilla PG could take an exponential time (with respect
to (1 —v)~1) to converge. Although the optimal solution can be reached in just |S| steps of exact
value iteration in the counter example, vanilla softmax PG is very inefficient by not leveraging the
inherent structure of the MDP. In contrast, for softmax DynPG, we establish an explicit dependency
on the discount factor. The convergence rate under exact gradients scales with (1 — +)~% up to
logarithmic factors; thus, we delineate the unknown model-dependent constant C(+) in the rate of
vanilla softmax PG [[16]. As a result, DynPG can efficiently address the counterexample of [[15]; see
Section[5] Table [I]summarizes the complexity bounds for softmax PG and softmax DynPG.



algorithm complexity bounds reference

softmax PG upper bound OC(y)(1 =) %) (16, Thm. 4]

-y~ 1 .
softmax PG lower bound |S \29«1 wY gradient steps for e = 0.15 | [15, Thm. 1]

softmax DynPG upper bound | O((1 —~) e !log((1 —~v)~2¢7')) | [our Thm.{4.8]

Table 1: Comparison of convergence rate under exact gradients

1.2 Main contributions and outline

The main contribution of this article is to introduce and analyze a way to directly combine policy
gradient and dynamic programming ideas. The algorithm we introduce in Section [3|is called
DynPG (dynamic policy gradient method). The algorithm (provably) circumvents recent worst case
lower bound problems for standard PG that prove impracticability of plain vanilla PG in delicate
environments. In Section 4 we provide a detailed error decomposition to show the convergence
behavior of DynPG in general frameworks. For the tabular softmax parametrization we prove rigorous
upper bounds on the convergence rate in Section[4.2for the theoretical setting of exact gradients. Most
importantly, the y-dependence is harmless, DynPG does not suffer from exponential dependencies in
7! A simple example is presented in Section [3]to show in a sample based setting how DynPG can
beat PG in environments that trick PG into so-called committal behavior.

2 Preliminaries

Let the tuple M = (S, A, p, r,~y) denote an MDP, where S represents the state space, A represents
the action space, p : S x A — A(S) is the transition kernel mapping each state-action pair to the
probability simplex of all possible next states A(S), r : S x A — R is the reward function mapping
each state-action pair to a reward, ;. € A(S) denotes the initial state distribution, and v € (0, 1)
is the discount factor. We assume that the reward is bounded such that (s, a) € [-R*, R*] for all
(s,a) € S x A and the state and action spaces are finite. Hereafter, we use capital and lowercase
letters to distinguish random state and actions from deterministic ones. For x € R4, we denote
its supremum norm by ||zl = max;=1, 4 |z;|; we refer to Appendix [A]for complete notation
conventions.

A policy 7 : § — A(\A) is a mapping from a state s € S to a distribution over the action space, i.e.,
7(:|s) € A(A). The set of all policies is denoted by II. We refer to h € N as the deterministic time-
horizon, where the case h = oo corresponds to the standard infinite-horizon MDP. Non-stationary
policies with time-horizon h are denoted by 7, := {m,_1,...,m} € II". Let V; = 0 and, for all
h > 0, define the h-step value function of policies ), € IT" as

h—1
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When 1 is a Dirac measure at s we let V" (s) := V,"" (0, ). Subsequently, we interpret a function V" :
S — Rasa vector in RIS, Additionally, we use V;" (1) := Vh{7r """ (1) to denote the value function
of the stationary policy 7 being applied h times in a row. For i = oo the resulting infinite-horizon
discounted MDP admits a stationary optimal policy [20]. We define V1 (1) := sup,.cpp VI (1) and

use 7* to denote a stationary policy that achieves VX (1) = V2 (u). In contrast, when £ is finite,
the finite-horizon MDP optimization problem needs non-stationary optimal policies; thus, we define
Vit () = supy, crpn Vi () and use 7, := {m;_,..., 73} € II" to denote a sequence of policies

that achieves V" ") = Vi ().

For any function V' € RIS! and stationary policy =, the Bellman expectation operator 7™ : RISI —
RIS| is defined for every s € S by

T(V)(s) = 3 mlals) (r(s,0) + 7 D pls'ls, )V ().

acA s'eS



The Bellman’s optimality operator 7 : R!S| — RIS! is then for every s € S given by

T*(V)(s) = max {7‘(5, a)+y Z p(3’|5,a)V(s')}.

cA
“ s'eS

The operators 7™ and T™ are -y-contracting with unique fixed points denoted by VJ and VZ,
respectively. In addition, the optimal h-step value functions V,* can be obtained by iteratively
applying T and, as h — oo, V;* converges to V% (c.f. Lemma|[C.I).

Vanilla Policy Gradient. Policy gradient is a policy search method for which a family of differential
parameterized policies (7g)gcra is fixed, say my(+|s) := m(+|s, ), and the optimal policy is searched
using gradient ascent:

Ont1 =0 +1- Vo, Vo™ (11) . (2)

Here, 7 > 0 is the step size. Analyzing the convergence of vanilla PG is generally non-trivial
due to the non-convexity of V? and the approximation error of the policy approximation family.
Specialized to tabular MDPs, [1]] has shown global convergence of vanilla PG under the softmax
parametrization, and [[L6] established a non-asymptotic convergence rate. It should be emphasized
that convergence is slow and constants can easily dominate convergence rates.

Tabular Softmax Policy. Policy gradient can be applied in the tabular setting (i.e. considering
separately each state-action pair). Although the tabular setting is not used in practical applications, it
is the most tractable setting for a complete mathematical analysis and sheds light on general principles.
We introduce the logit function 6 : S x A — R and the softmax policy parametrized by § € RIS!IAl

exp(0(s,a))
Za’eA exp(9(s, CL/)) ’
The tabular softmax policy can approximate any stationary and therefore also any optimal policy,

whereas other parameterizations such as neural networks may induce an approximation error. This
error needs to be considered in the convergence analysis.

mo(als) = seS,ae A 3)

Policy Search Framework. Inspired by dynamic programming, the authors in [3} [11] proposed
Policy Search by Dynamic Programming to search policies {7y _1, - ,mo} € 17, where H is the
problem horizon given as an input to the algorithm and II C II is the set of all deterministic policies.
Formally, given H and II, PSDP computes

7, = argmax_ iy VT () = argmax, VT (), @
forh =0,...,H — 1. PSDP solves an (h + 1)-step MDP initialized at an Sy ~ g in the iteration
indexed by h. Specifically, it finds the optimal deterministic policy for selecting the first action
Ay, denoted by 7}, but then all the remaining actions in the episode {A1,--- , A,_1} are selected
according to the sequence of deterministic policies 7} := {7} ;,---,7}}. Note that for all A,
77 have been computed in previous iterations and are kept fixed. Compared to vanilla PG, PDSP
exploits the Markovian property of the environment, rendering each iteration into solving a contextual
bandit problem. While considering deterministic policies may suffice in tabular MDPs, no explicit
computational procedures have been provided in [3, [I1]] to solve the optimization problem in ).
Further, determining the policy to be applied post-training is not immediately evident. The author in
[21]] proposse to apply the non-stationary policy 7r7; in a loop. Still, to solve the discussed infinite
horizon MDP, a stationary policy is sufficient. We provide answers to these issues using DynPG.

3 Dynamic Policy Gradient

The DynPG Algorithm. DynPG starts by solving a one-step contextual bandit problem and then
incrementally extends the problem horizon by one in each iteration, which is done by appending
the new decision epoch in front of the current problem horizon (see the illustration in Figure [I)).
In each iteration, the parametrized (stochastic) policy responsible for sampling action Ag from the
newly-added epoch is optimized using gradient ascent. In subsequent time steps, DynPG applies
the previous convergent policies to sample actions. Upon convergence of the current iteration, the
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Algorithm 1: DynPG

Input: Initial state distribution ;. and class of I _ _
policies (mp)gera- output: (A (& J A ) -+ (B - (P
Result: Approximation of 7*, denoted as 7*.

Set h < 0 and initialize A «+ []; FS
while Convergence criterion not met do
Initialize 6y (e.g., 6y < 0);
Design 7, and Ny, (cf., Remark [4.4); —
forn=0,...,N;, — 1do %: otptm;lzano_n vanatl).le.
T i stored previous policies
Sample G ~ Vg, V};{Jri’A}(,u) (cf., ) : DynPG output
Theorem |C.3)); > ¢
Update 0,11 < 0, + n,G; 3 H+1 0
end Figure 1: DynPG solves a sequence of contex-
Set 7, <= oy, tual bandit problems, iteratively storing the con-
Attach 7} at the beginning of A; vergent policies to memory and applying them
Seth + h+1; accordingly as fixed policies in later iterations.
end
Return 7% < 7;_; (the first element of A);

policy is stored in a designated memory location, which will be utilized in future iterations. We define
= {_q, -, A5} € 1" with convention 7§ = () to denote the learned policies. DynPG returns
the first policy in A when certain user-defined convergence criteria have been met. For example, this
is the case if the relative value improvements between two consecutive DynPG iterations are small

e, Vil = Vi oo < e

Hereafter, we let V; = 0; the construction of DynPG implies
VI (s) = TR (V) (s) = oo = (T 0+ 0 TH)(Vo)(s), s €, ®)
which will be employed in the analyses of the convergence rate.

Compared to vanilla PG in (2)), DynPG dynamically adjusts the episode horizon during the execution
of the algorithm. This results in two notable advantages. Firstly, we observe that DynPG effectively
reduces the variance in gradient estimation through the utilization of non-changing future policies.
In contrast, the estimation of the gradient in vanilla PG involves assessing rewards-to-go based on
the stationary policy mg, which changes during training. Secondly, DynPG requires significantly
fewer samples, a topic we discuss in detail later in this section. Moreover, each DynPG iteration has
more benign optimization landscapes, as they are essentially contextual bandit problems. Specif-
ically, DynPG has a simpler PG theorem (cf. Theorem [C.3)) and under softmax parametrization a
smaller smoothness constant, enabling the selection of a more aggressive step size, 7, to enhance
convergence.

In contrast to PSDP, we specify the set of policies Mtobea parameterized class of differentiable
policies and a computational procedure, namely PG, for the inner loop. It is straight forward to
incorporate function approximation (e.g. using neural networks) to the DynPG algorithm. This
preserves the model-free optimization characteristic of gradient methods, while still exploiting the
underlying structure of MDPs by Dynamic Programming. DynPG can be further modified with
additional enhancements such as regularization, natural policy gradient or policy mirror descent in
ever optimization epoch. In addition, we show that applying the policy of the last training epoch as
stationary policy is sufficient. This is a non-trivial result and our analysis in Section 4] reveals that
in general it requires additional training to obtain a good stationary policy compared to using the
non-stationary policy 77, in a loop as proposed in [21]]. In the tabular softmax case we specify these
additional computational cost explicitly.

On the total sample complexity. For each gradient step in standard policy gradient, one must
run the MDP until termination or up to a stochastic horizon H ~ Geom(1 — ~) to obtain an
unbiased sample of the gradient [32]. DynPG, on the other hand, only requires & interactions with the
environment to sample an unbiased estimator of the gradient in epoch /. Thus, comparing other policy



gradient methods to DynPG solely based on the number of gradient steps is inadequate. Instead, for
fairness, the number of samples (interactions with the environment) should be compared in practical

implementations. For DynPG the total sample complexity is given by Z,Ij;()l (h 4+ 1)N},. This results
in a trade-off between increasing samples required for estimation and more accurate training to obtain
convergence (cf. Section4.T).

A Numerical Example. To demonstrate DynPG’s effectiveness we present a numerical study of a
canonical example where vanilla PG suffers from committal behavior. A detailed description of the
MDP and the experimental setup can be found in Appendix [B] We note that the theoretical analysis
for softmax DynPG in Section [4.2]demonstrates its practical usefulness in fine-tuning the learning
rates.

In the figure to the right we plotted the success gamma = 0.99
probability to achieve an overall error in the 1.0
value function of less than € = 0.01 from the
optimal, i.e. V} — VaH < 0.01. The success
probability is calculated by executing each algo-
rithm 2000 times with randomly sampled initial
states and the x-axis is the number of interac-
tions with the environment used by both sample-
based vanilla PG and sample-based DynPG. We
observe that vanilla PG struggles solving this
MDP, suffering from the high reward variance PG

in certain states. Vanilla PG tends to concen- — DynPG
trate on large rewards samples while DynPG 0.0 ‘ ‘ ‘ ‘ : :
circumvents this committal behavior by more 0 200 400 600 800 10001200
accurate estimation of the future Q-values. It Interactions with environment

can be observed that the performance of DynPG Figure 2: Success probability of achieving the sub-
and vanilla PG are similar for the first 400 inter- optimality gap of € = 0.01 in the overall error.
actions with the environment. However, vanilla

PG fails to converge to the optimal policy and can only reach the success probability of around 0.8
under the given training budget. As usually for variants of vanilla PG, we expect that DynPG will
not always be more efficient than vanilla PG. While vanilla PG is stuck in committal behavior in the
environment chosen for the simulation, there are other (simpler) environments in which vanilla PG
performs well. In that case our more complex algorithm will not beat vanilla PG or other equally
well-performing variants, but we expect comparable performance instead.

o o o
s o o

Success Probability

o
N

DynAC. The DynPG algorithm requires to store a sequence of policies which for large problems
might result in memory issues. To mitigate the problem there is a natural actor-critic type extension,
that we call DynAC. Since an analysis is out of the scope of this article DynAC is described in the
appendix, compare Section [E]

4 Convergence Analysis

Our numerical example suggests improved convergence properties for DynPG. In this section we
provide complexity bounds for exact gradients to keep notation simple. The reader with interest in
bounds for estimated gradients is referred to Appendix [F{for the corresponding analysis.

In Section [4.T| four different layers of approximations were introduced that appear in the analysis of
DynPG. Based on this we present the asymptotic global convergence of DynPG under the assumption
of small enough optimization errors and rich enough parametrization class. In Section we
establish non-asymptotic global convergence rates of DynPG for the softmax parametrization under
the assumption that exact gradients are available. We provide suitable choices of H, N}, and 7y, such
that DynPG achieves an error in the value functions of at most . Proofs of all results are deferred to

Appendix D]



4.1 Error Decomposition and General Convergence

The analysis of DynPG employs four different layers of approximations, including 1) adopting
parametrizations incapable of modeling the optimal policy perfectly (approximation error), 2) trun-
cating the infinite time horizon to a finite horizon (truncation error), 3) utilizing a finite number of
gradient updates to approximately solve each optimization problem (accumulated optimization error),
and 4) applying the first policy of 7r;, as a stationary policy in solving finite-horizon MDP (stationary
policy error). We formally quantify these errors in the following proposition where the terms on the
right-hand side of (6 correspond to the aforementioned errors, respectively.

Proposition 4.1. The overall error of DynPG after H iterations can be decomposed as follows

Ve — VoTZLHoo < HV; —sup V2’| + H supVZ? — sup VIZ{IMHAWMO} ‘
0 oo 0 60,01 o0
| s vy v - v
00,011 R
HR*
< HVO’; —sup V2° + TR
0 oo 1 -
H-1 N
iy Tl'
#3 s v Vi
h=0

(6)

The error decomposition gives clear insights into algorithm design, for which it is necessary to discuss
the practical implications of the four summands.

1. To control the approximation error a rich enough policy parametrization is required.
log(1—v)
log(v)
3. The third summand shows that approximation errors in earlier iterations are discounted more
than approximation errors in later iterations. To achieve optimal training efficiency, we will thus
require a geometrically decreasing optimization error across the iterations of DynPG. Recall
the sample complexity discussion at the end of Section[3]to note that a trade-off between more
accurate training and increasing samples required for estimating the gradient must be made to

obtain the best performance of DynPG.

2. To keep the truncation error small, DynPG should run at least H ~ rounds.

4. DynPG approximates the value function by truncation at a fixed time H and then replaces the
optimal time-dependent policy by a stationary policy. As mentioned for PSDP, one could also
apply the non-stationary policy 7} to approximate the value function. This would cause the
fourth error term to vanish. Thus, in what follows, we distinguish between the overall error in
(6) and the value function error:

HR*
vz — 7THHOO < HVC:ED — sup V”"H @)
HcRa
H-1
3 A s T
h=0

It is important to note that the factor (1 —~) ™! in the stationary policy error causes an additional
dependence on the effective horizon in the complexity bounds for softmax DynPG.

For the remainder of this section, we will proceed under the assumption of zero approximation error
stemming from the parametrization. This condition generally holds true when the class of policies
(mp) can effectively approximate all deterministic policies, such as achieved through tabular softmax.
Under this circumstance, it follows that 7* = sup, 77 and ||VX — supy VZ?|c = 0. Subsequently,
we demonstrate that a certain reduction in the optimization error is adequate for achieving global
convergence within the parametrized policy space.

Assumption 4.2. The class (7p) has zero approximation error and there exists a positive sequence
€y, such that



Zt 0 YyH=h=1e, 50 for H — o0,
* the policies obtained by DynPG satisfy ||T*(V:Z) hﬂ+h1+1 lloo < €, forall h > 0.

As an example for such a sequence one might think of ¢;, = ¢y for some ¢ > 0. Under this
assumption we prove convergence directly from the error decomposition in Proposition 4.

Corollary 4.3. Let Assumptiond-2) hold. Then, Algorithm[l| generates a sequence of non-stationary
policies T3 € 117 that satisfy

IVE = Vii]leo =0 for H— .
Furthermore, the overall error vanishes in the limit:
|\V;; — Vi || =0 for H— .

Remark 4.4. The condition Z he yH=h=Ye; — 0 for H — oo implies that the optimization error
must decrease with increasing h to guarantee convergence. Hence, training must become more
precise over time. It is advisable to increase the number of gradient steps Ny, and decrease the step
size Mp.

4.2 Convergence Rates under Tabular Softmax Parametrization - Exact Gradients

In this section, we assume that all gradients are known explicitly, a strong assumption for practical use
but standard for a rigorous analysis. The analysis is extended in Appendix [F]to estimated gradients.

One might ask whether Assumption4.2]is reasonable and whether there are situations in which the
condition on the algorithm holds. Indeed, we will show that this is the case for the softmax class of
policies. More precisely, for any €;, > 0, we can specify a step size 7;, and a number of gradient steps
N}, such that Assumption [4.2]is satisfied. In a second step, we optimize H and the error sequence
(en) to obtain the optimal sample complexity for DynPG under softmax parametrization, where we
distinguish again between the value function error and the overall error.

Assumption 4.5. Suppose that ;(s) > 0 for all s € S such that ||5HOO < oo. Furthermore,

the parametrization in DynPG ('/TG)QERLSHA\ is chosen to be the tabular softmax parametrization
introduced in Equation (3). We further assume a uniform distribution over the action space as the
initialization of 0y in Algorithm

Theorem 4.6. Let Assumption .3\ hold true and the gradient be accessed exactly. Let h > 0, e, > 0
and A = 7t} € TI" be a collection of h arbitrary policies. Then, using step size 1y, = W

4R*(1—y"t1H]A4)? H 1 H

and gradient steps Np, = e

h achieves

in DynPG guarantees that the policy 7}, of iteration

1T (V) = Vi oo < e

By Corollary .3] we obtain from Theorem [4.6] convergence for softmax DynPG by choosing a
sufficient decreasing error sequence (e, ).

Remark 4.7. The proof is adapted from [l12| Lem. 3.4] to the discounted setting and is provided in
Appendix[D.2] Note that we will not directly apply [16| Thm. 4] with v = 0 to prove this theorem
Jfor contextual bandits because the authors assumed rewards in [0, 1]. Even when we make the same
assumption, the problem horizon increases with h such that the contextual bandits we consider,
Vh{:i’A} , will have maximal reward greater then 1 after the first iteration. Therefore we provide a
more general framework with bounded rewards in [—R*, R*]. Furthermore, the smoothness constant
used in [16] can be improved, which results in tighter bounds.

In order to obtain complexity bounds from Theorem [4.6] for a given accuracy e we optimize the total
number of gradient steps Ztho Np(ep,) with respect to H and (e) under the constraint that the
overall error in () or the value function error in (7) is bounded by e. We provide a detailed solution
to the described constrained optimization problem in Appendix Parts of the proof are motivated
by a similar optimization problem solved in [28| Sec. 3.2]. We summarize the complexity bounds for
both error types in the following.



Theorem 4.8. [cf. Theorem|D.6land Theorem|D.8\for detailed versions] Let Assumption[d.3 hold

true and the gradient be accessed exactly. Choose € > 0.

1. Overall error: We can specify H, (Ny,)F_ and (nh,)f:o such that,

48R*|A|2 10g(6R*(1 —9)"2%e )
ZNh_ (1—~ { log(y —‘H H

accumulated gradient steps are required to achieve |V — V;T)E loo < e
2. Value function error: We can specify H, (Ny,)y' =" and (n3)5 =, such that,

= 8R*|A|? rlog(2R*(1 —
> N [ HN
pars (1 —7)% log(y

accumulated gradient steps are required to achieve ||V — Vi || < e.

Remark 4.9. We address each case individually and offer comprehenstve versions of Theorem[d.8|in
Theorem @and Theorem @ delineating explicit selections for H, (Ny)H_, and (n,),.

To obtain the convergence behavior of DynPG in terms of vy close to 1, in Lemma|D.9 we derive that
log(y~1) is asymptotically equivalent to the term (1 — ). Combined with Theorem 4.8} we find that
the required gradient steps for «y close to 1 behave like

O((1 =)t log((1 =) ™)) (8)

for the overall error and
O((1—=7) e og((1—7)~te ™)

for the value function error. Compared to softmax PG, we observe an additional log(e~!) factor in
the convergence rate and future research could explore the possibility of eliminating the log-factor.
In terms of -, however, DynPG offers a resilient upper bound, which, in comparison to vanilla PG,
remains polynomial in the effective horizon.

5 Breaking the lower bound example with DynPG

In [[15] a lower bound example was given for which softmax PG takes exponentially many steps in

-1
the expected horizon (1 — ) ™! to converge. More precisely, it is shown that at least |S |2SZ((1 v

gradient steps are required to approximate the optimal value function with e = 0.15 accuracy. The
constructed MDP is designed such that the unknown constant C'(y) in the upper bound on softmax
PG (see Table|l)) is exponential in the effective time horizon (1 — ) ~!. To understand this behavior,

we take a closer look at the definition of C(v) := (min,es inf,,>1 7 (a*(s)\s))_1 in [16], where
a*(s) denotes the optimal action in state s. To ensure small C'(+y) the probability of choosing the
best action should not get close to 0 during training. But by construction in [15]], finding the best
action in state s decreases as long as the probability of choosing the best action a previous state is
not close enough to 1. This results in the phenomenon that the gradient steps required to converge
towards a*(s) grows at least geometrically as s increases. However, using DP one can solve the
MDP within |S]| steps of exact value iteration [I5, Lemma 1]. This already implies that DynPG easily
circumvents this exponential convergence time by employing DP. As future actions are determined by
the previously trained policies, DynPG can evaluate the MDP under a non-stationary policy during
training and thereby avoid the above described phenomenon. The upper bound on the complexity of
softmax DynPG provides a theoretical proof that the needed gradient steps scale at most polynomial

n(l—v)~"
6 Conclusion and Future Work

This theory paper contributes to the understanding of PG methods by directly including dynamic
programming to gradient based policy search. To this end, we have introduced DynPG, an algorithm



that directly combines DP and gradient ascent to solve y-discounted infinite horizon MDPs. We
provide mathematically rigorous performance estimates (for exact gradients in the main text, estimated
gradients in Appendix [F}) in simplified situations which are typical for theory papers on PG methods.
The main strength of the algorithm, in contrast to vanilla PG, is to provably avoid exponential
~v-dependence. We have provided theoretical evidence that dynamic programming, combined with
PG methods, can address well-known issues inherent to vanilla PG. This opens up a range of further
avenues for future research, such as:

* Investigate whether the complexity bounds in the exact gradient setting are tight (numerically
or theoretically) and explore the possibility of eliminating the log-factor.

* Analyze the variant DynAC from Section [E] [[14] present a sample complexity analysis of
AC methods. Combining their results to control the critic error with the SGD analysis could
result in convergence rates to achieve a small value function error in DynAC.

* Perform a simulation study of DynPG and DynAC on standard tabular environments and
explore how numerical instability issues in standard PG can be overcome.

* Combine DynPG and DynAC with deep RL implementations for PG algorithms such as
PPO, TRPO.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction summarizes the theoretical findings in this paper;
all claims are proven.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in Section 3}
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

13



Justification: Full proofs of all results are provided in the appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Experimental setup is explained in Section B}

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: Code to reproduce the experiments is available in an anonymous repository,
see Section

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Experimental setup and all parameter details are explained in Section [B]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experimental results are numerically stable and you achieve the same
results in multiple runs. Behavior for different parameter settings is discussed in Section

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: Toy example which can be run without specific computer resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We agree with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Notations

S state space

A action space

p(+|s,a) transition kernel in (s, a); in A(S)

r(s,a) expected reward in (s, a)

v € (0,1) discount factor

R*>0 maximal absolute value of rewards

|2l = max;=1,. .. a |z supremum norm for z € R?

m:S—>AA) el stationary policy (and stationary policy set)

m, = {7h_1,...,m0} € II" | h-step non-stationary policy (and the set of all such policies)
u initial state distribution

Vi () h-step discounted value function; policy 7, start distribution g
VZE () optimal discounted value function

* optimal policy s.t. V2 (p) = VI (1)

V() optimal discounted h-step reward function

e optimal h-step policy s.t. V*(u) = v (1)

Vy =0and wp = {}

n'(s:a)

conventions used in the manuscript

h-step Q-function

7 one-step Bellman operator under policy 7

Ty one-step Bellman optimality operator

e stationary greedy policy after V € RIS|

QY (s,a) Q-matrix obtained from V € RIS|

Nh, Np, learning rate, number of training steps in epoch h
A set of trained policies in the algorithm

s trained policy by DynPG in epoch A

s set of trained policy by DynPG from h — 1 to 0

Ty stationary parametrized policy

(7Th) oo apply 7}, in a loop for the infinite horizon problem

B Details of the Numerical Example

The example is an extension of [24, Example 6.7], which has been used to compare different
variants of Q-learning algorithms, as it suffers from overestimation of the Q-values. Since the
overestimation problem in Q-learning and the committal behavior problem in policy gradient are
closely related [8]], we decided to use this example. The example is certainly artificial, as the
number of actions and the rewards in the MDP are chosen to trap policy gradient from convergence.
If we vary the MDP parameters from the current setting, DynPG consistently performs better,
but the advantage over vanilla PG will become less significant. The code is available at https:
//github.com/Sara-Klein/StructureMatters-DynPG.
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The MDP is defined as follows:

* The state space is given by S := {0, ..., 6}; States 0, 3, 6 are the terminal states and states
1,2, 4,5 are the initial states. We sample s( uniformly from {1, 2,4, 5}.

* The action space is given by A := {0,...,299}.

* The state transitions and state-dependent actions are visualized in Figure [3] Each node
represents a state, with squared ones being terminal states and elliptical ones being initial
states. Each arrow represents an action that deterministically transits from one state to
another. From state 1 to state 0, there is a total of 300 possible actions, succinctly visualized
using the dots.

» Taking any ¢ € A from state 1 reaches state 0 and receives a reward of r(1,a) ~

N(=0.3,10).

 Taking any of the 5 possible actions from state 4 reaches state 5 and receives the reward of
r(4,a) ~ N (1.25,1.25).

» Taking any of the 5 possible actions from state 5 reaches state 6 and receives the reward of
r(5,a) ~ N(1.25,1.25).

* Taking any of the 3 possible actions from state 2 receives the reward of (2, a) = 0.

Figure 3: Visualization of the MDP state transitions.

Experimental setup: We evaluated the performance of (stochastic) vanilla PG and (stochastic)
DynPG under two different discount factors, v = 0.9 and v = 0.99. We used the tabular softmax
parametrization studied in the convergence analysis for both algorithms. In DynPG, we used the
1-batch Monte-Carlo estimator to sample the gradient according to Theorem A.3. In vanilla PG, we
chose the classical REINFORCE 1-batch estimator with truncation horizon 3, such that the estimator
is also unbiased due to the episodic setting (the maximum episode length in our example is 3).

In DynPG, we chose the step size 7, and number of training steps N, according to Theorem [D.6|and
Theorem [D.8] and only fine-tuned the constants 2 and 45:

1— ’Yh+1

1—7 “
1—~ I

=20, Na=[45
11—~

We want to emphasize that the choices of 1, and N}, consistently perform well under different choices
of v (see therefore a second convergence picture with v = 0.9 in Figure [d)), which underscores that
the algorithmic parameters developed in our theory also provide good guidance in practice. For a
fair comparison, we fine-tuned n = 2 11;76 for stochastic vanilla PG, which is much larger than the
pessimistic 7 = ¢ * (1 — )3 suggested in [16].
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Figure 4: Success probability of achieving the sub-optimality gap of e = 0.01 in the overall error.

C Auxiliary Results

C.1 Q-function, Advantage Function and Greedy Policy
First, we define the state-action value of 7rj,_; € IT"~! atany (s,a) € S x Aas
h—1
n ol (s,a) = I ) [Z’YtT(St,At)‘SO =s, 4= a}

Sit1~p(-[Se,Ae =0
Agompog—1([Se) T

=r(s,a) —1—72 (s'|s,a) V"M ().

s'eS

For h > 1 and &), € 11" we define the advantage function

APt (s,a) = th'_l(s,a) — V" (s) 9)

For V € RISI, a greedy policy 7" chooses the action that maximizes the Q-matrix’
g y policy

QY (s,a) :=7(s,a —i—’yz s's,a)V(s"), s€S, ac A

s'eS

By the definitions of the Bellman operators, it holds that a policy 7 is greedy with respect to V' if and
only if T™V = T*V [6l.

C.2 Dynamic Programming - Finite Time Approximation
Lemma C.1. Let V) = 0. For any h > 1, it holds that
(i) Vit(s) =T*(Vy_y)(s), forall s € S,

.. * * h *
(ii) 1V~ Viilloo < 2 R".

'When multiple actions are equally optimal, 77" selects an arbitrary one among them.
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Proof. CA. [6l Prop. 1.2.1]
The first claim, follows directly from the definition of the Bellman optimality operator

sup Z’/TO als) < s,a +fyz |sthh11(s’)>

mTh€ll" pea s'€S
Th—
= max <r(s,a) + Z p(s'ls,a)  sup V' 1(5’))

s'ES o1 €M1
=T"(Vy_1)(s).

For the second part, we fix h > 0. Recall that 7* € II denotes a stationary optimal policy for the
infinite-time problem and 7} € II} an optimal non-stationary policy.

Vi ()

We divide the proof of the second claim into two cases.

Case 1: Assume that VZ (s) — V;*(s) < 0 forall s € S. Note that V (s) > Vo(o”;)""(s), where
(7} ) oo denotes that we apply the finite time policy 7} in a loop for the infinite time problem. We
have

Vi (s) — Vi (s) < Vi (s) — VAT (s)

=— E (S, A
So=58,At~Th _ (¢t mod h)—1(-|St) [27 " t)

t=h
Si+1~p(+|St,Ar)

SRUE
t=h

R*,
-
where R* bounds the absolute value of rewards.

Case 2: Assume that V*(s) — V;*(s) > 0 for all s € S. Note that Vh“; (s) > Vr
optimality of 7} over the finite-time horizon. Further, by the definition of V% (s) = V.

*

(s) due to the

™" (), we have

Vi (s) = Vith(s) < VI (s) = Vi (s)

780 SAf’\/Tr (-1S¢) [Zvr St,At

sf+1~p( S¢, Ay ) t=h

Hence, we arrive at

AL

oo — V* - Trh < 7R*
mae [V (5) = V7 (5)] < 1

C.3 Error bound for stationary policy

The following Lemma is inspired by error bounds presented in [6, Sec. 1.3]. The purpose of this
result is to establish validation of applying the last policy trained in DynPG as stationary policy.
Lemma C.2. For any V € RIS| and policy m € 11 it holds that
x [T (V) = Voo
IV =Vl < P,

Proof. Consider any state s € S. Since V is the unique fixed point of the operator 7", we have

VI(s) = T™(VI)(s) = 3 wlals)r(s.a) +7 3 wlals) 3 p(s/]s, )V (S):

acA acA s'eS
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This implies that
Vi(s) = Vi(s)

:Zw(a|s) s,a +'yz (als) Z s'|s,a)VE(s') — V(s)

acA acA s'es
=Y wlals)r(s,a) +v Y wlals) > p(s']s,a)(VE(s') = V(s') + V() = V(s)
acA acA s'eS
= Z m(a|s)r(s,a) +~ Z (als) Z s'|s,a)V (s")
acA acA s'eS
#9°3 wlals) 3 pl s, (VA = V) = Vo)
acA s’'e
=T7(V)(s) = V(s) +~ > mlals) Y p(s'ls, a)(VI(s) = V(s),
acA s'eS

for any s € S. We define the mappings s — ¢gr(s) = T™(V)(s) — V(s) and s — J(s) =
VZ(s) —V(s), s € S. Then, the above equation simplifies to

Jr(8) = gr(s +’YZZ (als)p(s']s, a) T (s").

acAs’eS
By definition J; satisfies

Ja(s) =" m(als) ( (5)+7 Y p(sls.a)J ’))

acA s'eS

for all s € S, and therefore is a solution of the Bellman equation with an auxiliary reward function

(s,a) — 7(s,a) = gr(s). Note that this reward function is also bounded and by the uniqueness of
the solution of the Bellman equation it has to hold that

Jﬂ(s) So= SAtNT('( 154) Z’V gfr Sk g So= sAth(\St)[gﬂ(Sk)}'

Sex1~p(-|Se,Ar) F= Sep1~p(:|St,Ar)

Define 8 = min,cs g-(s) and B = max,ecs g-(s). Then,

B8 8 B B
= < — < < —_ < —
1_,y,gw()Jr1 5 Jx(s) gw(8)+1_7f1_7
It follows that for any s € S,
maxses |gx(s)]
I < —="
() < PR
By definition of g, and J this yields the claim. O

C4 Policy Gradient Theorem for DynPG

Theorem C.3. Suppose that ), € 11" is fixed for any h > 0, with the convention g = (). Then, for
any differentiable parametrized family, say (7g)gera (i.e. 0 +— m(s,a), 0 € R? is differentiable for
all (s,a) € § x A), it holds that

V@V’;{:i ’Th}( )= .. A%re( . [Vg log(mg(A|S))Qp% (S, A)] .

Proof. The proof can be found in [12, Thm A.6]. However, we will need an index shift and
additionally to consider the discount factor v. An h-step trajectory 7, = (S, a0, .-, Sh—1,@h—1)
under policy {7y, 75} and initial state distribution d5 occurs with probability

h-1
P (1) = 64(s0)ma(aolso) [ [ p(sklsk—1, ar—1)me(ar|sk).
k=1
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Then, the log trick yields that

Vo log(p{™ ™} (7))
h—1
= Vo 1og(64(s0)) + log(mo(aols0)) + Y log(p(si[sx—1, ax—1)) + log(mi(ax|s1)) )
k=1
= Vg log(mg(ao|so))-
Let W, be the set of all trajectories from 0 to & — 1. Then, the set W}, is finite due to the assumption
that state and action space are finite. For s € S we have

VoViiT ™ (s)

h—1
=Vo > pi™ ™ (7)Y A sk an)
k=0

ThEWh
h—1
= Y plmm (@) Velog(pl™ ™ (1)) > A r(sk, ax)
ThEW k=0
h—1
= Y plim™ () Vg log(ma(aolso) Y v*r(sk, a)
Th EWh, k=0
h—1
= B [Teroe(0)50) Y0 A (s Av)
0=358,A0~To ("
Si1~0(-|Ae,Se), Ar~mh—t—1(-|St) k=0

h—1

>4 r(Sk, 41| So, Ao |
k=0

_ E {Vg log(7?(Ao|So))

: [
So=s,A0~mg(-|S) St41~p(-|Ae,Se), Ae~mn—r—1(:|St)

= ]E 1 A Th A )
S=s, A~ (]|S) [Ve og(my( |S))Qh+1(57 )]

C.5 Performance Difference Lemma

Lemma Cd4. Let 71, € 11"\ Then, it holds that

. V"\'h+1 _ V"";L+1 _ [ tA"thl t S 7A } )
(i) h+1 (s) h+1 (s) = Som gAtle A(150) 27 ht1—t \Pt t)
Si+1~p(+St,At)

(ii) If both policies only differ in the first policy, i.e. 7}, = 7}, then the above equation simplifies to

Vit (s) = i (s) = Tt (S0, Ao)]. (10)

E sl
So=s,A0~7n(:|S0)

Proof. A similar proof can be found in [12, Thm A.6]. However, we will need an index shift and
additionally to consider the discount factor ~y. First, let 7wy, 1,7}, € 1"+ be two arbitrary policies.
We have

Tl'/l
Vit () = V7' ()

h
- E [ (S, A ] V(s
So=s5,A¢~7n 1 (-]St) ;7 ¢ t) h+1 ()
Sey1~p(+|St,As)
" Sontion <|S>[Z (St A¢) +Z A ZVchffltt D) =Vt s)
0=8,At~TTh—t [

St41~p(:|St,At)

_ t 7"h+1 t t 7"h+1 t

= [E (S, Ar) +§ YV E Y Vi1t )}
So= SA‘N”’”‘ AN t=0
Stt1~p(-|St,Ar)
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h—1

SomsAvmn o (150) V(S A) + TV (Si) ZVch"ffltt S’*)]
0=S8,At~Th—t{*|Ot) L t—0

Str1~p(+St,At)

Sg:s,AtEh_t(-\St) | o4 ( (St, Ap) + ’YVh +(Sey1) — Vh-:;rltf(StD }

Str1~p(+]St,At)

|
M- 1= 1M~

E t( Ty S, A V"'h+1 ‘S )]
Soms, At (15 L Y Qh+17t( b, Ag) — h41—t (St)

Ses1~p(-[Se,Ar) ¢

i
=

h

- E [yt AT (5 A
So=s,A¢~7p_¢(-|St) ; hord—t ( ’ ) '
St41~p(+[St,Ar)
where in the fifth equation we used the convention Vj = 0, in the sixth equation the definition of the
Q-function, and in the last equation the definition of the advantage function. Second, suppose that
Th41 and 7r;LJrl agree on all policies besides 7, i.e. 7w, = 7}, Then, for any ¢ > 0, it holds that

!

T

E |:A h+1__t(St At)

So=s,A¢~mp_¢(-|St) h+1-t ’
St41~p(-|St,At)

=Y mwlals) Y p(slsa) B ARk (50, 4]

=s',Ag~mn_y—1(-|St)

acA s’'eS Serr~p(-|SeAr)
_ / Tr;b—t S A V“’;H—l—t S
= '/Th(a|5) p(s |S,CL) , ‘ Qh+1—t( ty t)* h41—t ( t)
acA s'eS o=s",Ae~m, o1 (]St
St+1~p(:|St,At)
=0.
This proves the claim. O

C.6 Convergence under Gradient Domination

Lemma C.5. Let f : R* — R be L-smooth (i.e. L-Lipschitz continuity of the gradient), f* =
sup,, f(x) < co. Denote the gradient ascent procedure by x,, 1 = x,, +aVN f(x,,) for some x1 € R?
and o = % and assume that f satisfies the following gradient domination property for some b > 0
along the gradient trajectory,

IV f(@n)lla <b(f* = fzn)) Vn>1.
Then the convergence rate
2
ab’n

fr=flzn) <

holds true if f* — f(z1) < 2.
Proof. We apply the descent lemma of smooth functions [4, Lem 5.7] on — f and obtain

L
F) = f(@) + V@) (y =) = Sy — =
Now for gradient ascent updates we have that
L
f(@ny1) = f(an) + Vf(mn)T(anrl —Tn) — §H$n+1 - mnHQ
Lao?
= flwn) + allV f@n)|2 = Zg- IV S ) 2

= fw) + (o= E0)I9s@al

26



It follows that

£ = ) < £ = fe) - (0= Z) Vsl

Exploiting the gradient domination along the gradient trajectory results in

£ = ) < P = S — (0= LR = faa)®

Asa = we have

Zs
b2
Fr= F@nga) < f7 = flan) = o7 (FF = Fne))?.
When f* — f(z1) < 25, then f* — f(z,,) < =% by [12| Lem. B.7].

D Proofs of Section 4]

D.1 Proof for Section d.1]

Proof for Proposition Recall the claim:

Ve — Voi;{Hoo < HVC:ED —sup V|l + H supVZ? —  sup VI_{IMH’“"MO}
o o0 0

00,....0H 1

’ oo

|

] e TN

00,01
,YHR*
L=y

< HV‘; —sup V2°
6

+
H-1 .
30 sup T (v T
h=0 >
The first inequality follows directly from the triangle inequality of the supremum norm. Note here

that we cannot simplify the first error further as it will depend on the chosen parametrization. Before
we prove the second inequality, note that

|sup 7(6) —supg(9)] < sup|7(6) — g(0)
for any two functions f, g : R? — R. If sup, f(6) — sup, g(#) > 0, then
sup f(0) — sup 9(9)‘ = sup f(0) - St;pg(t‘)) < sgp(f(ﬂ) —9(0)) < sup |f(6) — g(0)].

If supy f(0) — supy g(6) < 0, then the role of f and g are swapped. Thus, we have
[supT™ (V) = 5up T™(G) < [sup (77 (V) = T™(@)) e <]V = Gllwe (1)

HVEi'fl — Vi e

We treat the second, third and fourth terms separately.

For the second term, we prove that H supp VI’ —supp, o, VI?HH” Moo} ’ < "Yf_—R: similar
o0
to Lemma Let s € S be arbitrary but fixed. If sup, V¢ (s)—sup‘go,_“ﬂm1 VIYGH” ’MMD}(S) >
0, then
supVI?(s) — sup VIL{IW@H’1 "nﬂeo}(s) < sup VZ°(s) —sup Vi (s)
0 00,01 ¢ 4

< St;p(Vo’? (s) = Vi (s))

= sup g yir (S, As)
6 So SAfNTrG(‘Sf —H
St+1~p([St,At)
H

(oo}
t*_ry *
<) 'R =158

t=H

27



where we used (II) in the second inequality. On the other hand, if supy VZ¢(s) —

{m05y 1Moo}
SUpg, o, Ve (s) <0,then

sup VAT () qup Ve (s)
00,..,0H—1 0

< sup V{TrsH 1 7\'90}(8)_ sup V()(jwerl,.i.weo})m(s)

00,..,0m -1 00,01
{79, 1,0y} oy _15Tog })oo
< sup (VH H-1 0 (8)— o~ H-1 0 (8))
00,011

= sup - E VTSt,At)
0,fm—1 S0=8 Aoy g gy 1 (15¢)

t=H
St41~p(+|St,At)

9] ’)/H
t=H v

. . {70, 1, .To } H p*
Collecting these together, we obtain that H supg VI —supg, gy Vg ‘OO < =
since s € S was chosen arbitrary.

For the third term, we show that
H-1
{mog_1+Tog} o .
I, sw Vg R 7 N 1HSUPTM(V7T}L)_Tﬂh’(vhﬂh)|oo (12)
05---sVUH—-1 h=0

holds for all H > 1 by induction. For H = 1 we have by () that
Jsup Vi = Vi oo = || sup T (v57%) — 77 (1)
0 0

)

with the convention V) = 0 and 7t} = (). So assume that Equation holds for some H > 1; then
for H + 1 we have

{7605y s-Tog Tt
H sup Vi ~ Vi
00,08 B
{71'9 _15--TO } Ak Tk
= H sup T7™0u ( sup V77 0 ) — T”H(VgH)H
Om 00,..,0H 1 0

< H supT™x ( sup V{MH v m}”}) —sup1™on (V;;;I)

On 00,01 0n Hoo

+ HbupT o (Vi) — TR (V)|

oo
SV‘ sup VISWGH*“'”WGO} —VEHH + HSUPT”H (Vg H)—TﬁE(VEE)H
00,...,0H—1 o0
H—-1
<9 D2 AT sup T (V) T || sup T (V) — 7 (V7 |
h=0 >
H

Z llsup T (V7 Y = T (V) o,

where we used (@), as well as (T1), and the induction assumption. This yields the desired claim (12)
forall H > 1.

For the fourth error term, we have to deal with the error of applying the final policy as stationary
policy. We use Lemma [C.2]to arrive at

Vg™ = Ve [l < f”TﬂH(VI:{rH) — Vi oo
IIVZITi’Tl Vi ™ lloos

where we used again (3) in the last line. O
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Proof of Corollary[d.3] Adjusting (7) to zero approximation error and exploiting Assumption[4.2] we
obtain

H p* H-1

#t R
Ve = Vgl < 7177 + Z AH=h=1e, 50 for H— .
h=0

For the second part of the theorem note that Vg " converges in the supremum norm to V by the
first part. This implies that V;;H is a Cauchy sequence with respect to the supremum norm, i.e.
Ve I = Vil — 0 for H — oo. The claim follows directly from Proposition O

D.2 Proof of Theorem 4.6

Before we prove Theorem 4.6 we will discuss the similarities and differences between DynPG and
the finite-time Dynamic Policy Gradient (FT-DynPG) Algorithm proposed in [12].

1. FT-DynPG has a prefixed time horizon H and trains policy backwards in time. In contrast,
DynPG adds arbitrarily many policies in the beginning and can therefore be applied without
prefixed H.

2. Given a fixed time horizon H, FT-DynPG returns a non-stationary policy 7}, for an H-step
MDP, but without discounting v = 1. When DynPG is run for the same fixed number of
iterations H, then FT-DynPG and DynPG only differ by the discount factor: The value
functions V}, g defined in [12] for FT-DynPG are by the strong Markov property equivalent
to Vo, g—p via index shifting. The function Vp g, differs from our H — h-step value
function Vi, defined in (1)) only by the discount factor ~.

In order to prove Theorem[4.6] we have to adapt the proof for [12, Lem. 3.4] to an additional discount
factor. Note, that we cannot use [[16, Thm. 2] for bandits, as we consider contextual bandits. Further,
we cannot use [16, Thm. 4] with v = 0 as they just consider positive rewards in [0, 1] which is
inconvenient for our contextual bandit setting where the maximal rewards grows when we add a new
time-epoch in the beginning.

Therefore, we will adapt the proofs in [16L|12]] and start with deriving the smoothness of our objective
functions.

Lemma D.1. Suppose 7y = softmax(0). Then, for arbitrary w;, € 11" and pn € A(S), the function

0+ V0™ () is Ly-smooth with Ly, = 202700,

Proof. The proof is similar to [12, Lem. B.8]. Note that we can interpret Vh{ﬁ o} (w) as a contextual

bandit problem, i.e. a discounted (infinite-time) MDP with discount factor 0. The reward of the
h+1 h+1

contextual bandit problem is almost surely bounded in [— 1_11; R*, 1_11; R*], because

h h+1

1—
t=0 -7

We can apply [31, Lem. 4.4 and Lem. 4.8] with R,.x = %R*, Gl=1--1 <landF=1

2R* (1—~*1) O

to obtain the smoothness constant L, = =

Second, we obtain the following gradient domination property.
Lemma D.2. Under Assumption it holds for any v, € II" that
196V ™) (o)l < min mo (@ (5)3) (T (V) 00) = VL™ (),

where a*(s) denotes the (unique) action taken after the greedy policy I

Remark D.3. Without loss of generality, we assume that the action a*(s) is unique for any fixed
future policy T, otherwise one can consider ming, oprimat action in s To(|s).
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Proof. First note from Theorem [C.3] that under the tabular softmax parametrization we have

Vth{ﬁﬂTh} Z“ . SAMT s )[Vg log(ma(A|S))Qn" (S, A)] .
seS

Hence, with the derivative of the softmax function

dlog(ma(als))
To0(say e (L{azary — 7o(d’]s))

it holds that

VAT ™ (s) -
W - 1{528/}525’,,4@#9“5) [(1{A:a’} B 71'9(a |S )) Qh+1( ﬂ
= Loy (@RI o), B 07541

= 1oy mo(@/]5") (Qm o) = Vi)
= Lpomgymo(a']s)AL™ (s ).

(13)
We deduce from Lemma|[C.4] Equation (I0), that
T* (V) (s) — T™ (V)(s) = E { ATH(S,, A }
(V) =T 06 = B AT (S0, 40
Finally, the rest of the proof is derived as in [[12, Lem. B.9]
rom AVAT™ (s)
IV )l = | 3 e 2L
seS
2
LYY (San M)
"s'ESa’€EA \sES 09(s', a’)
- 2 2
g )
“a’€A \seS
> |37 nls)mola” (5)|) AL ™ (5, " (5))|
sES
= | " uls)mo(a”(s)] E ATT(S.A)
w(s)mg(a™(s)|s) . hl
s€S S=s,Anm'n " (-]5)
=Y uls)ma(a*(s)]s) (T* (V™ )(s) = T™ (V;™)(s))
seS
2 minmg(a™(s)ls) (T° (V™) () = T (V™) (),
where a*(s) denotes the action taken after the greedy policy 7" " (c.f. Remark|D | O

The next step is to show that the term minge s mg(a*(s)|s) can be bounded (uniformly in s € S) from
below by ﬁ along the gradient ascent trajectory, when softmax is initialized uniformly.

Lemma D.4. Let Assumption4.2|hold and denote by (0,,)n>0 the gradient ascent sequence in epoch
h > 0 of DynPG under the fixed future policy 7} € 11", Suppose further that 1y, = W is
chosen as in Theorem[d.6| Then, for any s € S, it holds that

1
W.

min o, (0" (5)]s) =
where a*(s) denotes the (unique) action taken after the greedy policy 7"’ ( see Remark.)
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Proof. The proof is adapted from [[16, Lem. 5] and [12, Lem. B.10, Prop. 3.3].
First, we define the sets

Ruls) = {0 : mo(a* (5)ls) > ma(als)Va # a*(s)}
AT O W A
Ra(s) = {9; aé}*;, a*(s()) > 6&*; a*(s())\m;é a*(s)}.

Claim 1: It holds that §,, € R = 0,41 € Ro.
To prove this claim, we first deduce from (13) that

A OB O
A9(s,a*(s)) — 00(s,a*(s)) (14)
)

s g, (a*(s)|s) AT (5, 0% (5)) > 7o, (a]s) AT (s, ).

Let a # a*(s) be arbitrary. We consider two cases to proof claim I:

1. Suppose that mg (a*(s)|s) > mg,(als) for any @ # a*(s). Then, is holds that
0. (s,a*(s)) > 0,(s, a) by the definition of softmax. Next, as §,, € R, we derive

avf;{iin"’}h}(s)
00,,(s,a*(s))

Vgt ™ (s)

90(s, a*(s))

Oni1(s,a"(5)) = O0n(s,a™(s)) + nrpn(s)

> (s, a) + nuin(s)
=0,(s,a).

Thus, by the definition of the softmax function, mg, . (a*(s)|s) > g, (a|s) for any
a # a*(s). Further, because a*(s) is the greedy action, we arrive at

* (7o, 107t * {mo, 1070}
70,0 (0 (5)|8) A} 757" (5,07 (5)) > 7, (als) A, 7 (5, ),
such that 6,, 11 € Ra(s) by (T4).

2. Suppose that 7y, (a*(s)|s) < 7, (a|s) for any a # a*(s). Then, 6, (s, a*(s)) — 0, (s,a) <
0 by definition of the softmax function. As 6,, € Ra(s), it holds that

15,0 () — 011 (5, )
. IViry ™ (s) VI (s)
> On(s,a"(s)) + nhﬂ(s)m —On(s,a) — WhN(S)%
> 0n(s,a"(s)) — O, (s,a).
Thus, we obtain
(1 — exp(Bnt1(s,a*(s)) — Ont1(s,a))) < (1 —exp(0,(s,a*(s)) — O,(s,a))) < 1.

By the ascent lemma for smooth functions [16, Lem. 18] it follows monotonicity in the
objective function (due to small enough step size n;, = ﬁ with Lj, the smoothness constant

in Lemma b such that V,f:i"“ﬁh}(s) > V,;{:i”“ﬁ’t}(s). So,
* Egs * {ﬂ9n+17ﬁ'z}
(1 = expa (5.0 (5)) = O, ) QP (5,0 (5)) — T+ )

< (1= exp(0n(s.a"(s)) = On(5,0))) (@15 (5, 0"()) = VT (9))

We rearrange (T4) and obtain that § € R4 (s) is equivalent to

Qi (5,a% () — Q1 (5,0) > (1 — exp(B, (s, a*(5)) — (5, 0)) AL (5, 0% (s)).
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We deduce by 0,, € Ra(s) that
(1= exp(0+1(5, " (5)) = Oz (5. 0)) (@R (50" () = Vi 12 ™ s)
< (1= exp(Bu(s,0(5)) — 0u(5,0))) (Qiy (5, a* () = VT4 ™ (s))
< Qi (5.0%(5) — Qpis (5.),

and thus 6,11 € Ra(s).

This proves claim 1.

Claim 2: If §,, € Ry(s), then it holds that y,_, (a*(s)|s) > 7y, (a*(5)]s).

Line by line as in Claim 2 of [12, Lem. B.10]. Claim 3: It holds that 6,, € R1(s) = 0,, € Ra(s).
Let 0, € R1(s). As a*(s) is optimal we have for any a # a*(s) that

AT (5,07 (s)) > AT (s, ).

Further by 6,, € R1(s) it holds
7, (a*(5)]) AL " (5, 0% (s)) > 7, (als) AL ™ (s, a).

Hence, by (13), we deduce that 6,, € Ra(s).

Conclusion of the proof by combining claim 1, claim 2 and claim 3:

Since 6y is initialized such that softmax is the uniform distribution, we have that 8, € R1(s) for all
s € S. By claim 3, we have that 6, € R(s) and by claim 1 it follows that 8,, € Ro(s) foralln > 0
and all s € S. Finally, by claim 2, it follows that min,, > 7y, (s, a™(s)) = g, (s,a*(s)) = ﬁ for

any s € S. O
We finally we collect all preliminary results to prove Theorem 4.6

Proof of Theoremd.6] First, note that the tabular softmax parametrization can approximate any
deterministic policy arbitrarily well. As optimal policies in finite horizon MDPs are deterministic, we
have that supyeisi 4 Vh{ﬁmh}(s) =T*(V,"")(s) for all s € S (zero approximation error induced
by the parametrization). Moreover, for any s € S

T (V) = TR 8) = 3 ue) 5 (TG - T ()
s’eS
< 2L (0 - T ).

For any 6 € R? it holds that
1— 4t 1 204P
" g, =L < A”

TV ) (s) — T (V) (s) < 2— L
(VI)s) =T (V) ) < 22 — <22

Moreover, by Lemma the function 6 — Vh{:irfri} (1) is Ly,-smooth and fulfills the gradient
domination property along the gradient ascent steps with b = ﬁ (Lemma and Lemma .
Hence, we can apply Lemmawith b= ﬁ, a=n, = W and n = Np, such that

4JAPR*(1 — 4"
< .
N (1—~)Np

T (V) () = T (V™) ()
By the choice of N}, we deduce for any s € S
. e 1 . . .
TG s) = TR s) < ||| (TR 0 = T (57 () < e

which proves the claim. O
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D.3 Proof of Theorem[4.§|

We will treat the two cases of value function error and overall error separately and start with the value
function error.

Value function error. Note that under the tabular softmax parametrization we have zero approxi-
mation error and the can upper bound in (7) simplifies to

*

1 _’_Zth7

HVOZ - VI‘-’ITHHOO >

L A
where €, are upper bounds on one step optimization errors || supgega 77 (V") — V,, 1 || ac-
cording to Theorem [4.6]

In order to minimize the accumulated number of gradient steps, we have to solve the optimization
problem:

H-1 H-1

4R* 2 1 1— h+1

min SNy = JH 3 ="
H,(eh)hzfolyeh,>0 h=0 (1 — ’y) €n

(15)

HR* H-1
V + ,nyhf1

subject to en < €.

h=0

In [28| Sec. 3.2] a similar optimization problem was considered and it was shown that asymptotically
(as € — 0) it suffices to bound both error terms in the constraint by 5. The first condition, i.e.

H — .« . . .
R < §, leads to the criterion H > log,, ((1 1) ). To minimize the number of gradient steps we

= 2R*
fix H = {logv ((12 RZ) )1 . It remains to solve the following optimization problem
Z aheh subject to Z 'yH_h_leh < -, (16)
(eh)h () €}L>0h 0 2
. R*|A]?
w1thah:||41‘7| i” (h+1)(1 — A1),

We provide a solution of the optimization problem by solving the following more general one:

Lemma D.5. Fix H > 0. Let (ay);—} and (b,);=,' be strictly positive sequences. For any d > 0
the optimization problem

H-1
min Z ahch subject to Z brhen < d,
(en)nzo h—o h=0

-1

1
2

with Crg g = d( T2 (anbi)?)

2
Hence, the minimum of the optimization problem is given by é (ZhH;Ol (ahbh)%) .

is optimally solved for ¢y, = Cyq g (%)

Proof. The result and the proof is inspired by [28, Lem. 3.8].
We solve the constrained optimization problem by employing the Lagrange method, i.e

min Zahch +)\<Z bhen — )

Ch)h 0 h=0

The first order conditions are given by

—anc,> + Aoy, =0 Vh=0,...,H—1, and > byc, —d=0.
h=0
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1
We deduce from the first equations, that there exists a constant C'r 4 such that ¢;, = Cy g (%) ’

forall h =0,..., H — 1. Using this in the second equation we can solve for the constant

H-l o -
CH’d:d(ZbZa?z>
h=0

1
3, L . - _ .
Using the minima ¢, = Cy q (bh ) in the optimization function Zthol ancy, ! we obtain the

minimum

H—1 H-1 b H-1 | (i 2
h _ 1 1
E : ahch E : ahCHd < ) = CH,le E (anbp)? = P < E (ahbh)2> .
h=0

h=0

Finally, we are ready to state the detailed version of Theorem [4.8] for the value function error.

Theorem D.6. [Detailed version of Theorem[d.8|(2.)]
Let Assumption[#3] hold true and the gradient be accessed exactly. Choose € > 0 and set

=i, ()]

€/~ R AT e O S
€h=§(Z((1—7 Y )2> (m) ;
t=0
L—v
T SR — Ak
4R*(1 — M)A
e [

for h =0,... H — 1. Then, the non-stationary policy 7j; obtained by DynPG under exact gradients
achieves ||V — V% ||oo < €. The total number of gradient steps are given by

3 - AL BB )

Proof. First, note that the choice of €, in the theorem is the solution of the optimization problem

4R*|A‘ H H h+1)
min ——||—

H—1
. H—h—1
subject to en <
uin 104 fetto 3217t <

€
B .

Therefore, choose aj, = (1 — 'th), by, = 'yH’hfl, cp =¢pandd = 5 in Lemma where we

excluded the constant M =1l . Then,
A=) || 1]l
1 H-1 —h— 1
bn ? € 41y H—t—1y3) yH h=1 \-3
6h—CHd< ) :f( (1=~ 1)y )2) (7h+1> )
ahp 2 —o (1 - )
° (1—7)e
is the optimal solution to this problem. For H = [%] we have that 7 - < 5.

Using these (eh)fz_ol in Theorem results in a value function error for DynPG bounded by

IV = Vi lloo <

=e. (17)
h=0
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For the optimal complexity bound we ignore the Gauss-brackets in [V, and derive

H-1 H-1
4R* A2 1 _
> Ni= (1”) il 2 anen
h=0 V)R Tee G
CARMAPR LY 1 = b d
= =) Il G L ah(ﬁ>
4R*|A|2 1 . H-1 N
= —(||— C .d Z (ahbh)2
(1 =) Mplloo ™5 =
AR*|A2 11y 1 Hz‘:l 12
L o Y S SHCTE
(1—=7) llu ood(h_o )
SR*|AP* |1 = het1y H—h—1)%)2
= || = 1 _ 2
(I—=v)ellp oo<hz_%(( LA ) )
. 8R*|Al? 1 = Heh—1 AR
(1 =)ellp oo(h_o (v 7)) )
8R*| A2 |1 =
<T-e _|7)|€ o H (Yt =4,

>
Il
=)

where we used Jensen’s inequality in the last step. Further it holds that

H-1 H-1
SR* Al2 11 e
ZNh )| - HZ('Yth_'YH)
pllee 120
8R*| A2 |1 =
<q _‘ 7 > oAt
Y 2 he0
* 2
< SR*A[* |1 H 1
1=7)ellp
8R*H|A|2

Finally, note that we can rewrite H to be

— 7)€ log (1271)E —~) "l lop*
— [ 10g, (%ﬂ - 1Eg($) )W - Pog((l 10g()71) 2 )]

Overall error. To deal with the overall error, we first derive the following upper bound.

Lemma D.7. Assume zero approximation error, i.e. T* = sup, T7°. Further, assume bounded

optimization errors HT*(V}?:‘) - T*;(V;;‘)HOO < e forallh = 0,...,H. Ifeg < (1 -
v) Z h—0 'yH h=1¢,,, then the overall error of DynPG is bounded by

3 HR* H—-1
h=0
Proof. First, we have by triangle inequality
Vi = Vi oo < IVt = Villoo + IV = V¥ llo-

35



By Proposition[d.I| we obtain, under zero approximation error, that

i 71- ’7H+1R* HR* H-1
IV = Villoo + Vi = Vi lloo < o+ ZVH e + +y T e
=7 = =7 =
By the assumption ez < (1 — ) Y21 v~ 1¢y, it holds further that
H-1 H-1
ZVH7h€h <y Z Y e, +en < Z Y e,
h=0 h=0 h=0

‘We obtain

IV = Vil <

R
i + 2 Z ’}/Hihileh.
- h=0
We deduce for the overall error (by Proposition .1 and under zero approximation error) that

H px* H-1 H p*
s R Che 1 27 R
e N D DR AR (” +zzw“1h>

h=0 1=7y
H-1
3 (R Z H-h-1 )
- 1—7(1—7 + v )

h=0

O

Itis important to notice that the overall error is upper bounded by the same error terms, VIH _Ii* +
Z h—0 'yH h=1¢),, as the value function error (under zero approximation error) up to the constant
lfv‘ Thus, we can obtain the result for the overall error by substituting € with %

Theorem D.8. [Detailed version of Theorem (1.)]

Let Assumption[#3] hold true and the gradient be accessed exactly. Choose € > 0 and set

i = [log, (1221,

e = . 7) (Hz_:l«(l - 7h+1)7H—h—1)é>1((71{_]1_1)5, Vh=0...,H -1

—~ 1 — At
1—7)e

Uh:ﬁ, Vh=0...,H

wy= [HEE ALY ) o

Then, the stationary policy 7%, obtained by DynPG under exact gradients achieves ||V — Vg?f lloo <
€. The total number of gradient steps are given by

e e == [T

Proof. The optimization procedure is the same as for the value function error by substituting € with
%. Moreover, note that

1—7)e
Z AH=h=1o (1-7) '
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Thus, ey < % is sufficient for Lemma to hold, and we obtain that using these (€)’s in
Theorem [4.6 results in an overall error for DynPG given by

H-1

3 /yHR 3 €1-
( _|_ E yH-h=1 ) 7u — e
Note that we can again rewrite H to be

— o, (U522 = [,

Thus, the complexity bounds for the optimization epochs i = 0, ..., H are given by

H H-1
ZNh: ZNh+NH
h=0 h=0

Ve, = Vi oo < 72—

IN

_ 24R*|A]? rlog((1 —v)2e '6R*) 24R*( yH+1)|Al2

(1 —7)3e [ log(~~ ) —‘H H (1—7) HiH

< 48 R*|AJ? [log((l —9)" 2 _16R*)W H*H

T (=) log(v~1) pulloc’
\zvlher)e we used the calculations in the proof of Theorem [D.6]in the first step and substituted € by
(5, =

Lemma D.9. The term log (y~') = —log() is asymptotically equivalent to (1 — ) for v 1 1.

Proof. By the definition of asymptotic equivalence for two functions f and g we have to show that

im L@ _
@)~

It holds by L’Hospital rule that

_ -1
lim 710g(’y) = lim 7

= =1.
1 (1—=7) 411 —1

E DynPG in Large or Complex Environments

In the following, we aim to discuss a challenge that may arise when applying DynPG in practice.
In very complex MDPs, where the policy parametrization needs to be rich, the DynPG approach in
Algorithm [T] can suffer from a storage problem. The number of policy parameters that need to be
stored for future decisions scale linearly with the number of training steps. In order to circumvent this
problem for practical applications we propose an actor-critic based modification of DynPG, called
Dynamic Actor-Critic (DynAC). The general idea behind actor-critic in vanilla PG is to introduce
a so called critic, a second parametrized class of functions (Q"),,cgr:, Which approximates the

Q-function Q”g in the policy gradient theorem. Using the critic as estimator of the Q-values no more
roll-outs are needed to estimate the rewards-to-go. In the actor-critic variant of DynPG, we include
an addltlonal tra1n1ng procedure after optimizing policy 7} to update the critic based on the old critic,

QY = Q, Tim10RS , and the newly trained policy, 7}, using the relation:
Q™ (5,0) =7(s,0) +v§jp 'Is,a) th (a'|s") Q5"

The critic is used in the policy gradient theorem as an estimator for Q;:j_l such that the new gradient
in DynAC is given by

GPY™AC — vy log(n? (A]S))QWr+1 (S, A),
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e NN R W N =

A el e
N R W N= S

Algorithm 2: DynAC

Input: Initial state distribution g, class of policies (7%)ycpa, class of critic parametrization

(Qw)weRl .
Result: Approximation of 7*, denoted as 7*.
Set h =0;
Train Q"* to approximate the reward function r;
while Convergence criterion not met do
Initialize 6, (e.g., 0 = 0);
Choose ay, and Ny, (cf., Remark;
forn=0,...,N, —1do
Sample S ~ p and A ~ 7/(-|S);
Set GPYAC = Vy log(79(A|S))Qwr+1(S, A);
Update 0,1 = 6,, + apG;
end
Set 71; = 7N
Train w42 s.t. for all s, a: Qr+2(s, a) & Esp(.|s,a),a~ar (15[ (8, a) +7Q¥"+1(S, A)]
Seth=h+1;
end

Sk ok .
Return 7* = 77 _,;

where S ~ g and A ~ 7%(-|s) and 77 is the policy we are currently training for epoch h + 1. This
way there is no need to store all trained policies only the currently trained policy and the current
critic are needed. For applications where the performance of vanilla PG is poor and the parametrized
policy needs to be very rich such that storing many policies might cause storage issues, we suggest
to keep this variant of DynPG in mind. We call this approach DynAC for dynamic actor-critic and
summarize the steps in Algorithm 2]

A theoretical analysis of this approach would require an assumption on the approximation error
to train the Q-functions. As the gradients are no longer unbiased, convergence towards the global
optimum cannot be guaranteed and the bias errors will appear in the overall error. We leave further
investigations of DynAC to future work, as an in-depth exploration would exceed the scope of this

paper.

F Convergence Rates under Tabular Softmax Parametrization - Sampled
Gradients

In this section we drop the exact gradient assumption and analyze DynPG for sample based gradient
estimates (generated by MDP roll-outs). We emphasize that the main insight into DynPG (breaking
the (possibly) exponential y-dependence) is part of the exact gradient analysis. Even though the
estimates provided here are not relevant for practical use, we add this discussion for completeness.

For a fixed future policy 7}, consider K}, trajectories (s, a};)zzo, forv =1,..., K, generated by
sy ~ p, ag ~ mg and aj, ~ 7y _, for 1 < k < h. In analogy to the gradient estimator for vanilla PG

(motivated by the policy gradient theorem) the estimator of Vy Vhﬂ_i ’17}; (w) is defined by
1 -
Gri(0) = 1 > Viog(ma(af|ss))Qs1s (18)
'i=1
where Q§L+1 = ZZ:O vkr(st, at) is an unbiased estimator of Q;:j_l (8, al). Then the stochastic PG

update for training the parameter 6 in epoch h is given by

§n+l = gn + T]ha}{h (én) (19)
Our main result for the optimization of the contextual bandits in DynPG is given as follows.

Theorem F.1. Let Assumption hold true and DynPG be used with stochastic updates from (19).
Suppose, we are in epoch h with fixed future policy A = 7} and for any §, > 0 and €}, > 0, choose
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h w0\ 2 273
Ny, > (W) , Nh = m and K;, > %. Then, it holds

* {77 On ,A}
P(T* (V) = Vit ™ () = ) < o
To prove Theorem [F.1] we adapt the proof ideas in [12, Sec. D.2] for finite-time dynamic policy
gradient to our discounted setting. We restate all results and show how to adapt the proofs.
We first verify that the gradient estimator in Appendix [Fis unbiased and has bounded variance.
Lemma F.2. Consider the estimator G K, (0) from Appendixlﬂ For any Ky, > 0 it holds that
P ~ 7,
B} M (G, (0)] = VoVilTr™ ()

and under softmax parametrization

{ro,A)} SR g,
o, A ~ T, 2 1— .
B MG, (0) = VoVl Y P < ——— = 5

Proof. By the definition of G, (#) we have

h
B M G, (8)] = EL™ [V log(mo (AolS0)) D 7*7(Sk, Ax)]
k=0
as in [12} Lem. D.6] and from the DynPG policy gradient theorem (Theorem [C.3), we obtain the
unbiasedness directly.

For the second claim, we first obtain that

T ~ 7,
B G, (0) = VoV 5™ ()2

1 A m
< g BTN {19 1os(mo (A010))@n-1 (S0, 40) = VoViTH ™ ()P

h 2
B[ 3 (L (Lamaty = malal) 300 7(Sk ) = nlo)molals) Qs (s,0) |
k=0

seSacA

Note that we have nearly the same term as in the proof of [12 Lem. D.6]. We can follow line by line
the arguments there and have to replace the bounds "1~ il h r(Sk, Ar) < (H — h)R* with our upper

bound Zk 0 Y*r(Sk, Ay) < 15 7 " R*

So replacing (H — h) with 1_117 , we obtain that

l’y *\2
5(7 WR)
Ky,

T -~ 7o,
B G, (0) = VoVl ()2 <

O

We continue to follow the proof in [12, Sec. D.2] and introduce a stopping time to control the
non-uniform gradient domination inequality along the exact gradient trajectories.

Recall that we consider the optimization of DynPG at epoch h. Let (6,,),>0 be the stochastic process
from (T9) and let (6,,),,>0 be the deterministic sequence generated by DynPG with exact gradients.
Assume in the following that the initial parameter agrees, i.e. o = , and the step size 7, is the
same for both processes.

We denote by (F;,),,>0 the natural filtration of (6,,),>0. As we assume uniform initialization, the non-
uniform gradient domination property holds along the deterministic gradient scheme with constant
cn = ming,>o minges 7 (a*(s)|s) = \T%I (Lemma .

Therefore we define the stopping time

7:=min{n > 0: (0, — 0,2 > M}
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Employing this stopping time, we can control the non-uniform gradient domination property along
the stochastic gradient trajectory, before the stopping time is hit.

Lemma F.3. Letr Assumption[d.3| hold true and DynPG be used with stochastic updates from (19).
Suppose, we are in epoch h with fixed future policy A = 7;. Then, it holds almost surely that

ming<,<, Minges 75, (a*(s)|s) > ﬁ is strictly positive.

Proof. The proof follows line by line as in [12| Lem. D.7] with ¢;, = TAT: O

We consider the two events {n < 7} and {n > 7} separately. On the event {n < 7;,} we obtain the
following convergence rate.

Lemma F.d4. Let Assumption hold true and DynPG be used with stochastic updates from (19).
Suppose, we are in epoch h with fixed future policy A = 7. Suppose, that

o the batch size (Kp)pn > B (1- 2\/1N—)n2 is increasing for some N > 1
64| A|2N,2 h

* the step size Ny, = A BTN

Then,

A}

. _ 72, 32V/Ni(1 = ") AP R
B (sup VT () = Va1 ()1 ey < ‘

31— (1 — 5k

Proof. Line by line as in [12, Lem. D.8]. Note that we have a different smoothness constant and
a different variance control. In both constants one has to replace (H — h) in [12] Lem. D.8] with

1"t ith L
T and cp, with AT [

Next, we bound the probability of the event {n > 7} by 0 for a large enough batch size Kj},.
Lemma F.5. Let Assumption[.3| hold true and DynPG be used with stochastic updates from (19).
Suppose, we are in epoch h with fixed future policy A = ). For any § > 0, suppose that

2 3
o the batch size K;, > %

. ] 1
the step size np, < NS

Then, we have P(n > ) < 4.

1-Aht?

Proof. Line by line as in [12, Lem. D.9]. Replace again ¢;, with = and (H — h) with —

|A]

Using the above Lemmas we can prove the convergence of each contextual bandit problem.
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Proof of Theorem[F1| Proof works as in [12, Lem. D.10], we can separate the probability using the
stopping time and under the zero approximation error of softmax we have that

(T (Vi) = VIP Y () 2 )

o, {may, A}
= B(sup VT ) V0 ) 2 )
{Trs,A} { 9N A}
S P({Nh S 7'} N {sup Vh+1 ( ) Vh+1 (H) 2 €}>
{moy, A}

FB({Nn = 7} 0 fup VT 00 = VT () 2 )

7o, A {may, A

E [ (supy VT3 (10) ~ Vo™ ()10

< +P(Ny > 7)
€

IRV PR s
< - 1 9

¢ 3(1=7)1 - 555)Nn 2
.
-2 2
= 57

where the second inequality is due to Lemma [F.4]and Lemma The last 1nequahty follows by our
choice of Ny, as in [12, Lem. D.10] by replacing c;, with \AI and (H — h) with L 117 . O

From the previous contextual bandit result, we can derive a sample complexity result under which we
obtain convergence in stochastic DynPG with arbitrary high probability.

Theorem F.6. Let Assumption hold true and DynPG be used with stochastic updates from (19).
Choose € > 0, § > 0 and set

i = fog, (L=27),
o — 6(16—7)<I:Z_:_:(((1 _,yh+1),yH—h—l)§>1(m>é, Vh=0...,H—1,
_ (1 =7)e
€EH = 6 )
2 YO R
N, KuMI (H(;rl)v()%(; ) H,H | ve=o0...m
= 1-7 Vh=0... H,

2(1 — M R*/Ny
5|A|2(H + 1)2N}
52

Khz[ ] Vh=0..., H.

Then, the stationary policy 7%, obtained by stochastic DynPG achieves P(||VE — van loo <€) >
1 — 6. The total number of samples is bounded by

3k [ A st

Note first, that the constant cs in the sample complexity is indeed a natural number, hence independent
of any model parameters. The concrete values of H, (N, )2, (n,)fL, and (K},)E  are derived in
the proof below.

Remark F.7. We obtain again a sample complexity that scales at most polynomial in (1 — )~ and
guarantees convergence in high probability. In [7] a sample complexity for softmax PG with entropy
regularization is derived, where even larger batch sizes are required, which leads to an exponentially
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bad sample complexity with respect to (1 — v)~1. Still, we do not expect the rates in Theorem
to be tight, but they prove that convergence in stochastic settings is achievable. We also want to
remind the reader of the sample based example presented in Line[I3] where no batch is needed for
the implementation.

Proof. By our choice of Ny, 1, and K}, and Theorem ] it holds that

- {ray, A} x {may, A}
]P(Hsup Vh{ﬁ’A} Vi " e < Eh) = ]P’(Els €S: sup Vh{ﬁ’ }(s) Vi " (s) > 6h>
oA {mgy, A} 11—t
=1 (S PV (1) = Vo™ (1) 2 € ‘;HOO>
>1-2
- H
where in the first inequality we have used we used that
7oA {ma, A} 1 70, A {mgy, A}
s VI () = V™ ) < || suo v ) - v
. _ _ ) {mg,A} {WéNh A}
Next we introduce the event C' = {Vh =0,....H : [supy V; [777 =V, 4 loo < eh}. By
Lemma [D.7| we deduce that under the event C' it holds almost surely that
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by our choices of €;,’s and H. So C C {||VZ — v |loo < €} and therefore,
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To upper bound the total number of samples, we suppress the Gauss-brackets for simplicity and
compute

H
Z N, K},
h=0
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_ i 5IAI2(H +1)°N}!

h=0
L 5lA2(H + 1)2N}
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— 165108
plloo (1 —)19610 L = =
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18 col AIS(H + 1)10(R*)8[ o Che
= 1 — AH+1)8 HS th_Hﬂ
where we used Jensen’s inequality twice and defined the natural numbers c¢; := 5 * (144)* and
cg := c1 * 6% which are independent of any model parameters. Next, since v € (0, 1), we have
H-1 H-1
Z(,YH—h—l — A8 < Z H-h—1) Z
h=0 h=0 h=0
H-1
<> < %
h=0 7
and obtain
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8 18 H 1 10 *
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Finally, for H = [log, (“gg} 9] = Pog«l;’g(:_i—)lm )—‘,there holds

< [ A

~7)17610¢8 log(v~1)

43

Pog((l - 7)*16*12R*)W 18



	Introduction
	Related work
	Main contributions and outline

	Preliminaries
	Dynamic Policy Gradient
	Convergence Analysis
	Error Decomposition and General Convergence
	Convergence Rates under Tabular Softmax Parametrization - Exact Gradients

	Breaking the lower bound example with DynPG
	Conclusion and Future Work
	Notations
	Details of the Numerical Example
	Auxiliary Results
	Q-function, Advantage Function and Greedy Policy
	Dynamic Programming - Finite Time Approximation
	Error bound for stationary policy
	Policy Gradient Theorem for DynPG
	Performance Difference Lemma
	Convergence under Gradient Domination

	Proofs of Section 4
	Proof for Section 4.1
	Proof of Theorem 4.6
	Proof of Theorem 4.8

	DynPG in Large or Complex Environments
	Convergence Rates under Tabular Softmax Parametrization - Sampled Gradients

