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Abstract

Toxic language is difficult to define, as it is not monolithic
and has many variations in perceptions of toxicity. This chal-
lenge of detecting toxic language is increased by the highly
contextual and subjectivity of its interpretation, which can de-
grade the reliability of datasets and negatively affect detection
model performance. To fill this void, this paper introduces a
toxicity inspector framework that incorporates a human-in-
the-loop pipeline with the aim of enhancing the reliability of
toxicity benchmark datasets by centering the evaluator’s at-
tention through an iterative feedback cycle. The centerpiece
of this framework is the iterative feedback process, which
is guided by two metric types (hard and soft) that provide
evaluators and dataset creators with insightful examination to
balance the tradeoff between performance gains and toxicity
avoidance.

1 Introduction

Determining what is toxic or harmful in a language is a very
subjective task, as perceived toxicity varies based on many
different characteristics (Davidson et al. 2017).

To detect toxic language, the construction of the training
dataset plays an essential role in the robustness of model
evaluation and performance. Notably, the appropriate han-
dling of label annotator variations during dataset construc-
tion is often overlooked. However, recent research has been
conducted on alleviating the possible effects of these varia-
tions. For example, Waseem et al. (2017) proposed a typol-
ogy that differentiates between direct/indirect abusive lan-
guage toward specific individuals or groups. Another work
by Fanton et al. (2021) proposed a human-in-the-loop re-
vision cycle for pairs of narratives (i.e., hate speech and
counter-hate speech), in which feedback is provided for the
given text to generate a new dataset. In the novel frame-
work proposed in this study, the feedback pertains to the
label, which is set as concept-shifting model. Specifically,
the feedback process is guided using soft and hard metrics,
where cross entropy (CE) and error rate are provided along-
side hard metric evaluations.

Current toxicity detectors’ reliability and robustness suf-
fer from high subjectivity and bias towards keywords (Sap

Copyright © 2023, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

et al. 2022). In this demonstration paper, a means of evaluat-
ing reliability while improving toxicity labeling is provided
by incorporating a human-in-the-loop pipeline to evaluate
concept shifts within a dataset.

Given the multitude of terms and definitions related to
hate speech in the literature, several recent studies have in-
vestigated their common aspects in terms of language de-
tection tasks. Specifically for hate speech, the research of
(Fanton et al. 2021) focused on covariate shifts (modified
text) in the human-in-the-loop pipeline, demonstrating that
assessing covariate shifting is beneficial to addressing the
shortcomings of extant collection strategies that grant either
quality or quantity, but not both (Bhatt et al. 2021). This
trend of diligence is clear evidence of the urgency of finding
sustainable and data-centric ways to support a full bench-
mark creation cycle for toxicity identification in a way that
provides clear transparency and evaluation capabilities be-
tween each feedback iteration.

The toxicity inspector provides the means of iterating sec-
tions of the dataset to verify its labels through a series of
feedback cycles.

2 Toxicity Inspector

The toxicity inspector 'comprises different modules that fa-
cilitate the examination of toxicity annotations in a given
dataset. The centerpiece of the inspector is its feedback
framework, whose intended utility is to provide a unified ex-
amination of toxicity benchmarks based on an expert human
evaluator. The need to examine the benchmark dataset can
be categorized as follows, 1) gold-labeled dataset verifica-
tion and 2) noisy labeled dataset verification. For the gold-
labeled dataset verification, the labels assessment process
can be carried out as either the verification of an already con-
structed benchmark dataset with hard labels (Plank 2022),
or to examine the outcome of merged datasets and evaluate
the labels of the newly added instances. Another usage is to
verify the noisy labels by enabling reannotation by using a
seed of labels generated by a black-box API toxicity detec-
tion system. This section details the main functionality of
the feedback framework provided by the Toxicity Inspector.

'Beta version can be accessed from this link http://
toxicityinspect.com/
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Figure 1: Toxicity labeling feedback iterations showing the
progress of corrections.

2.1 Toxicity Diagnose

The evaluator uploads a dataset containing text-based com-
ments and sets the basic configuration for the task. The
toxicity diagnosis function provides a preliminary overview
of the overall toxicity distribution within the dataset. The
evaluator then chooses between the gold-standard evalua-
tion, which requires the dataset to contain human-annotated
hard labels based on a majority-voted gold standard (Plank
2022), or the black-box evaluation, in which the dataset
lacks hard labels. Hence, the comments are preliminary la-
beled using the widely used Perspective API 2. In this case,
the dataset will have a seed-noisy labeling option that guides
the feedback iteration through an active-learning correction
process in which the input data contain noisy labels and
the evaluator provides modifications (Kremer, Sha, and Igel
2018). Ultimately, the evaluator corrects the labels and gains
an insightful overview of the API’s performance.

2.2 Feedback Iteration

A subset of comments is displayed during the iterative pro-
cess using 20% increments of the dataset >. Comments are
retrieved from both training and testing dataset splits to en-
sure that the corrections are sufficiently reflected in the over-
all concept-shifted evaluation. Figure 1 illustrates the feed-
back process using an input set of comments, and correc-
tions are made to the labels. The evaluator can receive ex-
planations by clicking on each comment, where the most in-
fluential toxic and nontoxic terms are shown using model co-
efficients and Shapley additive explanation (Lundberg and
Lee 2017) for local and global analyses of feature (word) im-
portance. This process enables the human evaluator to act as
an expert during the task while providing label corrections.

>https://perspectiveapi.com/

3To minimize evaluator workload, we found that using five
feedback (20%) iterations leads to the simplest comment naviga-
tion and review effort.
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Figure 2: Evaluation cycle using soft and hard metrics to
review the full performance of each iteration. Mean squared
error (MSE), cross entropy (CE), and normalized gain scores
of toxicity model detection reflects the differences among
model performance. The higher the gain score and lower the
CE, the better the feedback iteration.

2.3 Dynamic Evaluation

After each iteration, the evaluation page provides the evalu-
ator with a dynamic examination of the overall reliability of
each feedback iteration. This process incorporates hard met-
rics (e.g., F1 score) and soft metrics (e.g., CE) that show the
model’s ability to capture human corrections (not just top la-
bels) (Plank 2022). Figure 2 shows the evaluation page after
a feedback iteration, where the normalized gain score from
the previous iteration is shown as a hard metric (F1 score)
between models trained on iterated sets of corrected labels.
To evaluate the soft metrics, the MSE metric is used to show
the correction rate of each iteration. Therefore, the human
evaluator can gain insights into the effectiveness of the feed-
back as a trade-off between having high gain (F1) and low
CE scores.

3 Case study: Gold and Noisy Labels
Evaluation

To evaluate the effectiveness of the feedback framework in
its ability to examine the reliability of a toxicity bench-
mark across different languages, we used the Multilingual
and Multi-Aspect (MLMA, Ousidhoum et al. 2019) hate-
speech dataset following the training/testing split proposed
in a previous work 4. We used a subset of a dataset cover-
ing English (1.9K comments) and Arabic (1.5K comments)
labeled with multiple hostility types. To unify the evalu-
ation process, binary labeling was used in which a non-
toxic label was assigned to normal instances, and all others
were labeled as “toxic” . For a case study, we considered
two models commonly used by recent benchmarks: hatEval
(Bauwelinck et al. 2019) and SemEval-2021 Toxic Spans
Detection (Pavlopoulos et al. 2021). Thus, we used linear
Support Vector Machine (SVM) based on a TF-IDF repre-
sentation along with LSTM as two baseline models to eval-

*https://github.com/HKUST-KnowComp/MLMA _hate_speech
>The mapping of labels is further explained in https://
huggingface.co/datasets/nedjmaou/MLMA _hate_speech



Lang | Original | Iteration 1 | Iteration 2 | Iteration 3 | Iteration 4 | Iteration 5
F1 (CE) | F1 (CE) F1 (CE) F1 (CE) F1 (CE) F1 (CE)
Case 1: Gold Labels
SVM En 52(0.35) | 63(0.5) 66 (0.47) 65 (0.33) 70 (0.26) 71 (0.29)
LSTM 94.2 (0.9) | 94.3 (0.3) 94.3(0.4) 94.4(0.4) 94.9 (0.8) 95 (0.1)
SVM Ar 83 (0.5) 83 (0.3) 84 (0.3) 84 (0.27) 84 (0.27) 85(0.2)
LSTM 87 (0.06) | 87 (0.06) 87 (0.08) 87 (0.09) 87 (0.02) 88 (0.09)
Case 2: Noisy labels
SVM EN 75(0.38) | 73 (0.62) 72 (0.52) 70 (0.43) 70 (0.30) 71 (0.29)
LSTM 41 (3.9) 46 (0.80) 52 (0.70) 58 (0.70) 72 (0.80) 95 (0.97)
SVM Ar 58 (0.40) | 59 (0.56) 65 (0.48) 69 (0.47) 76 (0.47) 85 (0.20)
LSTM 63 (0.60) | 63 (0.50) 72 (0.80) 80 (0.20) 84 (0.60) 88 (0.09)

Table 1: Results of iterative feedback increments (20%) on the Multilingual Multi-Aspect (MLMA) hate-speech dataset for
gold-standard and black-box labels, for English (EN) and Arabic (AR) sets using the macro F1 score and cross entropy.

uate the reliability of the labels using gold-labeled and noisy
machine-generated labeled datasets.

To examine the annotator’s workload during feedback it-
erations, we applied two cases each to English and Arabic
languages based on the MLMA dataset. Case 1 applied gold
labels, and Case 2 applied black-box labels. For all trials,
the evaluator assessed the correctness of noisy labels as gen-
erated by the Perspective API on MLMA instances. Table
1 lists the F1 and CE scores for the cases across five itera-
tions, where the number of iterations needed to correct the
labels was found to less when using the gold-standard com-
pared with the black-box. In Case 1, a steady increase in
F1 scores throughout all iterations was found in both lan-
guages. For example, in the English MLMA, a substantial
gain (i.e., high F1 score, low CE) was found during the ini-
tial iterations. Using the SVM and focusing on Iteration 2,
the F1 score increased by +3%, and a relatively small CE (-
0.03) was found before reaching a high gain during the final
iteration (F1 = 71%; CE - 0.29). In contrast, in Case 2, a
prevalent fluctuation gain was seen between iterations, and
satisfactory increases in F1 scores were observed in Itera-
tions 4 and 5. The average MSE for the English MLMA was
about 13.8% for the gold standard and 32% for the black
box. Similarly, the MSE for the Arabic subset was about
18% for the gold standard and 22% for the black box. In
case 2, the original noisy label dataset presented a 75% F1
score, which decreased after some iterations, reaching an op-
timal score of 71%. Overall, using both hard and soft metrics
helps with making trade-off judgments as the evaluator is in-
formed about the reliability of labeling during each iteration.

4 Conclusion

In this demonstration paper, we introduced a human-in-the-
loop framework-based toxicity inspector platform that au-
tomatically provides feedback and evaluation metrics. Re-
searchers can gain deeper and broader understandings of the
characteristics of texts by assessing their labels during the
full feedback iteration process using hard and soft metrics,
resulting in highly transparent overviews the most contribu-
tive terms deemed toxic or nontoxic as classified by experts.
This framework offers a step forward in terms of incorpo-
rating human-in-the-loop feedback mechanisms to dynami-

cally construct optimal benchmarks for data toxicity detec-
tion. The platform provides additional modules that enable
diverse evaluations based on different languages and topical
characteristics.
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