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Finding Visual Task Vectors

Anonymous Authors1

Figure 1. Visual Prompting models like MAE-VQGAN (Bar et al., 2022) require an input-output example to describe the desired task in
their forward pass. We analyze the model activations and find task vectors, activations that encode task information that can be reused to
control the task the model performs (see Figure a). Specifically, we tap into activations of individual attention heads and replace their
outputs with task vectors to guide the model to the desired task (see Figure b). Surprisingly, the resulting models perform better than the
original model while reducing the need for input-output examples. This confirms that task vectors exist in the network activation space
and they can guide the model to perform the desired task.

Abstract

Visual Prompting is a technique for teaching mod-
els to perform a visual task via in-context ex-
amples, and without any additional training. In
this work, we analyze the activations of MAE-
VQGAN, a recent Visual Prompting model (Bar
et al., 2022), and find task vectors, activations
that encode task specific information. Equipped
with this insight, we demonstrate that it is possi-
ble to identify the task vectors and use them to
guide the network towards performing different
tasks without providing any input-output exam-
ples. To find task vectors, we compute the average
intermediate activations per task and use the RE-
INFORCE (Williams, 1992) algorithm to search
for the subset of task vectors. The resulting task
vectors can guide the model towards performing a
task competitively with the original model while

1Anonymous Institution, Anonymous City, Anonymous Region,
Anonymous Country. Correspondence to: Anonymous Author
<anon.email@domain.com>.

Preliminary work. Under review by the International Conference
on Machine Learning (ICML). Do not distribute.

reducing the need for input-output examples.

1. Introduction
In-context learning (ICL) is an emergent capability of large
neural networks, first discovered in GPT-3 (Brown et al.,
2020). ICL allows models to adapt to novel downstream
tasks specified in the user’s prompt. In computer vision,
Visual ICL (known as Visual Prompting) is still at its in-
fancy but it is increasingly becoming more popular (Bar
et al., 2022; Bahng et al., 2022; Bai et al., 2023; Zhang
et al., 2024b), mainly due to the appeal of using a single
model to perform various downstream tasks without specific
finetuning or change in the model weights.

In this work, we ask how does in-context learning work
in computer vision. While this question is yet to be ex-
plored, there has been a significant body of research in
Natural Language Processing (NLP) trying to explain this
phenomenon (Akyürek et al., 2022; Dai et al., 2022; Garg
et al., 2022; Hahn & Goyal, 2023; Han et al., 2023). Most
recently, Hendel et al.(Hendel et al., 2023) suggested that
LLMs encode Task Vectors, these are vectors that can be
patched into the network activation space and replace the
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ICL examples while resulting in a similar functionality. Con-
currently, Todd et al. (Todd et al., 2023) discovered Function

Vectors, activations of transformer attention heads that carry
task representations. Our work is inspired by these observa-
tions and aims to study how ICL works in computer vision.
We provide a more extended overview of the related works
in the Suppl. Section 6.

We hypothesize that Visual ICL models create task vectors
too, and aim to identify them. However, finding visual task
vectors by relying on previous approaches is challenging.
For example, both (Hendel et al., 2023; Todd et al., 2023)
restricted their search space to the output activations of the
last token in the prompt sequence. However, with images
(see Figure 1, “Visual Prompting” input image), it is not
obvious what token activations hold task information, and
architectures like MAE-VQGAN (Bar et al., 2022) do not
process image tokens sequentially. This alone increases the
search space significantly because multiple tokens might
hold task vectors.

To build intuition regarding the existence of visual task
vectors, we visualize intermediate activations ranked by
their "taskness", expecting task vectors to remain invari-
ant within a task but vary across different tasks. Then,
we propose an approach to find the subset of task vectors
using REINFORCE, within the mean task activations of
self-attention heads. Patching these identified task vectors
leads to competitive performance with the original model
across various tasks, confirming them as true task vectors.
Our contributions include a method to select visual task
vectors and demonstrating that these vectors enhance model
performance while reducing the number of FLOPS by 22.5

2. Methods
Our goal is to understand in-context learning for computer
vision, and how can existing models adapt to different down-
stream task in inference time. Specifically, we focus on
the MAE-VQGAN (Bar et al., 2022) model, a variant of
MAE (He et al., 2021) with a Vision Transformer (Dosovit-
skiy et al., 2021) encoder-decoder architecture.

The idea behind ICL is that given a an input-output example
(xs, ys) and a new query xq, to succeed in this task, the
model F has to implicitly apply the transformation from xs

to ys over xq to produce yq:

yq = F (xs, ys, xq) (1)

Based on past observations from NLP (Hendel et al., 2023;
Todd et al., 2023), we hypothesize that computer vision
models encode latent task vectors in their activation space
during the forward pass as well. This requires the model
to implicitly map the input example into a set of latent task
vectors z = {zi}ki=1. Then the original function F can be

decomposed into extracting the task vectors by a function
G then applying F on the query while fixing the computed
task activations z:

z = G(xs, ys) yq = F (xq|z) (2)

2.1. Scoring Activations

Intuitively, every task vector is an activation that changes
across different tasks but remains invariant to changes within
a specific task. Specifically, denote i = (l,m, k) as the lth

attention block, mth attention head, and kth token and de-
note it by Fi the function that outputs the corresponding
activation in the attention block residual stream. We sample
input-output example and a query triplet from individual
tasks as well as across tasks and compute the latent activa-
tions corresponding to i:

(xs, ys, xq) ⇠ Dall_tasks (x0
s, y

0
s, x

0
q) ⇠ Dtask_j

ziall = Fi(xs, ys, xq) zitaskj
= Fi(x

0
s, y

0
s, x

0
q)

Then, we define the score and the mean activations for
position i and task j, where ⇢token(i) is a scalar and µi,j

has a dimensionality equal to the residual stream:

⇢token(i) =
var(ziall)

1
n

Pn
j=1 var(z

i
taskj

)
µi,j = E[zitaskj

] (3)

Note that since our end goal is to operate in a “zero-shot”
setting (e.g, no input-output examples), we only consider
the score and task vectors that corresponds to the CLS token,
the input query, and the output (present in the decoder only).
Also, computing the token score and mean activations is
very efficient as it simply requires applying the forward pass
of a neural network across a batch without any access to a
held out validation set.

Finally, we compute the aggregated per layer score, by
summing the individual scores for each attention head and
token position corrseponding to that particular layer:

⇢layer(l) =
X

i2I:layer(i)=l

⇢token(i) (4)

We use this scoring mechanism mainly to build intuition
about the existence of task vectors, and find that some ac-
tivations capture “taskness” (see Figure 2) and cluster the
data well with respect to tasks (see Table 2). We further
elaborate on this analysis in Section 3 and Section 4. To find
visual task vectors, we leverage a more general approach
outlined in the following section.

2.2. Finding Visual Task Vectors via REINFORCE

How can task vectors be identified? An exhaustive search
over all subsets of activations is intractable. For example,
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Figure 2. Activation Scoring Analysis. Individual scores
(⇢token(i)) aggregated per Attention Head (left). Individual token
scores of specific heads are further visualized in their correspond-
ing spatial arrangements, along with the t-SNE(van der Maaten
& Hinton, 2008) clustering of head activations of different tasks
(right).

MAE-VQGAN (Bar et al., 2022) which we utilize here has
32 attention blocks, each with 16 heads, therefore, if we
consider these to be the potential set of activations then we
need to search over 2512 options, evaluating each option
over a held out validation set.

For every task j we can apply the following procedure to
find the task vectors. Recall that {µi,j} denote the mean
activations and F (·) is a pretrained visual prompting model.
Denote ↵i,j ⇠ Bernouli(✓ij) as random variables that
signify whether the mean task activation µi,j is a task vector.

Denote zj as the set of task vectors for task j: zj =
{µi,j |↵i,j = 1}. Given pairs of input-output task demon-
strations xq, yq ⇠ Dtask_j, we want to find the set of task
vectors that minimizes the loss function:

L(✓) = Ezj⇠q(✓)L(yq, F (xq|zj)) (5)

Where q(✓) denotes the sampling distribution of zj and L
denotes the loss function that suits the particular task j. Note
that differently than in Equation 1, if we find a good set of
task vectors z, then we no longer need to condition F over
additional input-output examples.

To find a set of task vectors, we need to estimate the param-
eters ✓. Since the sampling distribution q depends on ✓, it is
natural to use the REINFORCE algorithm (Williams, 1992)
to find the optimal ✓. The key idea in REINFORCE is the
observation that:

rL(✓) = Ezj⇠q(✓)L(yq, F (xq|zj))rlogP✓(zj)

Thus, we can approximate rL(✓) by sampling zj and aver-
aging the above equation. After iteratively optimizing with
gradient descent, we select the final task vector positions
by sampling once more from the ↵i,j ⇠ Bernouli(✓ij)
distribution.

This procedure is outlined for finding the task vectors place-
ments for individual tasks, however it is possible to find
placements that generalize for multiple tasks by optimizing
over examples across datasets and we refer this as “multi-
task” placements. Additionally, while above we search for
all token activations, it is possible to apply the search in
different levels of granularity. For example, by patching
groups of tokens from the same quadrant, patching all the
tokens in an attention head, or patching the entire layer. We
discuss these design choices in the next section.

3. Experiments
The goal of our experiments is to explore whether activation
patching of task vectors can guide the model to execute
the desired task. In this section, we detail the prompting
schemes used, the baselines, tasks of interest, and the exper-
iments conducted. For the full implementation details and
experiments, please refer to Suppl. Section 7.

3.1. Downstream Tasks

We evaluate the performance on standard image-to-image
tasks like Foreground Segmentation, Low Light Enhance-
ment, In-painting, and Colorization. We use the Pascal-5i
(Shaban et al., 2017) dataset and follow a similar evaluation
setting as in (Bar et al., 2022).

3
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Table 1. Quantitative Analysis. Results comparison across different tasks and splits, indicating the effectiveness of our task specific
model. For full results across splits including more baselines, see Suppl. Table 4.

Segmentation " Lowlight Enhance # Colorization # In-painting #
Model (Mean ± STD) (Mean ± STD) (Mean ± STD) (Mean ± STD)

Original MAE-VQGAN 0.338± 0.033 0.685± 0.032 0.618± 0.027 0.550± 0.042

Random Quadrants 0.170± 0.061 3.000± 0.967 3.025± 1.190 2.350± 0.955
Top Quadrants 0.150± 0.023 4.875± 0.228 4.250± 0.269 3.900± 0.141
CMA (Task-specific) 0.230± 0.012 0.825± 0.043 0.895± 0.063 1.750± 0.112
CMA (Multitask) 0.150± 0.017 1.400± 0.122 1.130± 0.075 1.225± 0.083

Ours (Multitask) 0.325± 0.026 0.492± 0.025 0.502± 0.036 0.558± 0.022
Ours (Task-specific) 0.353 ± 0.028 0.458 ± 0.032 0.453 ± 0.036 0.480 ± 0.022

3.2. Zero-shot Task Vector Patching

We seek to explore whether it is possible to implement tasks
via zero-shot task vector patching. We investigate this in the
following experiments:

Task Specific. For each of the four tasks we execute our
task-specific method with 10 images and report the results
on corresponding tasks.

Multi-task. We follow the same procedure but in a multi-
task scenario where we select two images and perform our
method, evaluating the loss across all tasks jointly. We nor-
malize the loss per task in order to account for task-specific
differences to ensure no single task dominates the search,
and all tasks are weighted equally. Finally, we introduce the
identity-copy task to keep the batch size at 10 for equivalent
comparisons.

Baselines. We also provide the following baselines to bench-
mark the performance of our method. First, we compare to
MAE-VQGAN (Bar et al., 2022), the original model’s one-
shot performance. We consider other baselines for finding
task vectors like CMA (Causal Mediation Analysis (Pearl,
2022)), previously considered by Todd et al. (2023). We
propose additional simple baselines like using Random
Quadrants, where we patch into randomly sampled po-
sitions across the whole network. Additionally, we test
patching into Top Quadrants, based on their scoring de-
fined in Section 2. In both Random Quadrants and Top
Quadrants we patch the same total amount of patches as
task-specific and multitask.

4. Results
4.1. Zero-shot Task Vector Patching

We now share the performance of our method in comparison
to the original model and the baselines. Surprisingly, by
performing these interventions with task vectors we are able
to implement visual ICL tasks with similar or better perfor-
mance than the original model (see examples in Figure 3).

Figure 3. Qualitative Examples. We compare our task-specific
and multitask methods to MAE-VQGAN

Our task-specific models beat the original MAE-VQGAN
in all splits on all tasks. The multitask models are at least
as good or better than the original MAE-VQGAN. Further-
more, we provide validation that ranking layers by their
⇢layer(l) and selecting the top-k is instrumental to support-
ing the performance to randomly selecting k layers, which
generally does not perform well.

5. Conclusion
In this work we explore the internal mechanisms of visual
in-context learning and devise an algorithm to identify Task
Vectors, activations present in transformers that can replace
the in-context examples to guide the model into performing
a specific task. We confirm our approach by adapting MAE-
VQGAN to perform specific tasks in a zero-shot fashion by
patching the Task Vector identified. We find that different
than in NLP, in computer vision Task Vectors are distributed
throughout the network’s encoder and decoder.
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