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Abstract

We consider the well-studied problem of completing a rank-r, p-incoherent matrix
M € R%*4 from incomplete observations. We focus on this problem in the semi-
random setting where each entry is independently revealed with probability at

least p = %‘J’logd). Whereas multiple nearly-linear time algorithms have
been established in the more specialized fully-random setting where each entry is
revealed with probablity exactly p, the only known nearly-linear time algorithm in
the semi-random setting is due to [17], whose sample complexity has a polynomial
dependence on the inverse accuracy and condition number and thus cannot achieve
high-accuracy recovery. Our main result is the first high-accuracy nearly-linear
time algorithm for solving semi-random matrix completion, and an extension to the
noisy observation setting. Our result builds upon the recent short-flat decomposition
framework of [42, 43] and leverages fast algorithms for flow problems on graphs
to solve adaptive reweighting subproblems efficiently.

1 Introduction

How can we ensure learning algorithms do not overfit to generative assumptions on their input
data? Since worst-case statistical inference problems are often intractable (i.e., without distributional
assumptions), to develop efficient algorithms, we often introduce a generative model as a proxy for
average-case, real-world behavior. However, if these algorithms are to be useful practically, we must
ensure they do not depend too strongly on any artificial properties of the generative model. Ideally,
they should require only what is statistically and algorithmically necessary, and no more.

In this paper, we consider this question in the context of matrix completion, one of the most
fundamental and well-studied linear inverse problems. In matrix completion, the goal is to recover
a symmetric rank-r matrix M € R%*¢ where r < d.,° given a small (typically sublinear) number
of entries revealed independently and at random. In a seminal line of work [13, 11, 12, 61], it was
shown that under natural structural assumptions on M, one can fully recover M given = dr randomly
revealed entries in polynomial time, via semidefinite programming (SDP). Subsequently, there has
been extensive work attempting to improve upon statistical and computational guarantees for matrix
completion. In an oversimplification of the literature (see Section 1.3 for a more detailed and nuanced
discussion), this has resulted in two categories of matrix completion algorithms.

* SDP-based algorithms achieve the nearly-optimal sample complexity, but are based on solving
SDPs, which requires time Q(d3-®) even with state of the art solvers [39, 34].

¢ First-order iterative methods require a slightly higher sample complexity, namely, they require
m ~ pd? revealed entries for an observation probability p = Q(poly(r,logd)) - 3. However,
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they use faster optimization primitives and can be implemented in time 5(m - poly(r, log d)).
Throughout the introduction, we will somewhat informally refer to such algorithms as fast.

Because matrix completion is particularly interesting to study when the target rank r is substantially
smaller than the dimension d (as information-theoretically, we require 2> dr observations), it may
appear that fast algorithms are able to nearly match the statistical guarantees of the SDP-based
methods, while offering substantially lower runtimes. In light of this, naively one might expect that
first-order iterative methods ought to be always preferred over the alternative. However, it has been
noted that in many real-world situations, these first-order iterative methods actually fail to perform
reliably, see e.g. [66, 70, 26, 68]. An oft-cited reason for this failure is exactly the tendency for these
sorts of methods to demonstrate the type of generative overfitting described above [66, 70, 4]. Indeed,
in real-world applications, the distribution of revealed entries is usually very far from uniformly
random [4], which can cause iterative methods that rely too heavily on this assumption to fail
dramatically. This begs the following natural question:

Can we design fast algorithms for matrix completion that are robust to generative overfitting?

In light of this discussion, we consider a semi-random variant of matrix completion, introduced
in [17]. Recall that in standard matrix completion, we assume every entry (i,j) € [d] x [d] is
revealed independently with probability p. In the p-semi-random model (Definition 2), we only know
p € (0,1) such that every entry is revealed independently with an unknown probability p;; > p.
Given that real-world data is unlikely to be generated exactly uniformly, it is reasonable to believe
that the semi-random model is a more faithful model of matrix completion in practice.

In this model, the algorithm is given strictly more information than in the standard (uniform) matrix
completion setup. This is because the semi-random model is equivalent to the setting where we are
first given a standard matrix completion instance, and then additional (but potentially adversarially
chosen) entries are revealed.® It is straightforward to show that the SDP-based approaches generalize
to succeed in the semi-random setting, since the adversary’s revealed entries just translate to additional
constraints in the convex program satisfied by the ground truth. However, as demonstrated in [17],
Appendix A, previously known first-order iterative methods can fail to converge in this semi-random
setting. We view this as strong theoretical evidence that such algorithms exhibit large amounts of
generative overfitting. We can now more concretely rephrase the previous question:

Can we design fast algorithms for semi-random matrix completion?

This paper focuses on the theoretical complexity of the problem; the relationship of the techniques
in this work to efficient matrix completion in practice is an interesting direction for future research.
Precisely, we seek to design an algorithm for semi-random matrix completion which works for

the same (or qualitatively similar) p as in the standard setting, and which runs in time 9] (m -
poly(r,log d))? Here m denotes the total number of revealed entries, a proxy for the input size; note
that in the semi-random setting, it could be that m > pd?.

The main result of [17] is an efficient algorithm for semi-random matrix completion, albeit with some
important caveats, as we discuss shortly. Roughly speaking, for ¢ € (0, 1), [17] gave an algorithm
which, given observations of rank-r M with condition number « from the p-semi-random model for

p=1-O(poly(r,, L)), outputs M so that | M’ — M||Z < ¢[|M||2 with high probability. Moreover,
it runs in nearly-linear time O(m - poly(r, s, 1)), where m is the number of revealed entries. While
this is a promising first step towards matrix completion in the semi-random model, it leaves several
important questions unanswered.

* High-accuracy recovery. Both the sample complexity and runtime of the algorithm in [17] depend
polynomially on e~ 1. In particular, the algorithm cannot recover the matrix M to e~ = poly(d)
levels of precision in nearly-linear time. Thus, even in the standard setting where we assume
that the bit complexity of the entries of M are polynomially bounded, [17] cannot achieve exact

"Here, and throughout the paper, we use the notation O(f) := O(f1log®™ f) and similarly define €.

8As clarified in Definition 2, it is important in this equivalence that the additionally revealed entries are not
adaptively chosen, i.e., do not depend on which random entries were observed. This manifests in our analysis
because an adaptive adversary causes significant difficulties with independent sample splitting (see Lemma 2).
There is precedent from the literature on fully-random matrix completion that the inability to sample split causes
analysis issues (see, e.g., Section 3 of [61]); extending to an adaptive adversary is a challenging open direction.



recovery of the matrix in nearly-linear time. Unfortunately, this dependence seems inherent to the
techniques therein (see the discussion in Section 1.2).

* Condition number dependence. Another important downside of the [17] algorithm’s guarantee
is its polynomial dependences on « in both the sample complexity and runtime. No dependence
on « is required information-theoretically, or by the SDP-based methods. This aspect also seems
somewhat inherent to the non-convex iterative method used in [17].

* Noise tolerance. Finally, the guarantees in [17] require that M is exactly low-rank, i.e. it does
not generalize to handle noise in observations. In practice, this is unlikely, and guarantees should
ideally hold even when we only assume that the observed M is close to low-rank.

1.1 Our results

Our main result is a new fast algorithm for semi-random matrix completion that addresses all three of
the aforementioned issues. Specifically, we show the following main result.

Theorem 1 (informal, see Theorem 2). Let M* € Rixd pe g symmetric, rank-r, p-incoherent
matrix, let symmetric N € R satisfy |[N|| . < A, and let M = M* + N. Let e € (0,1). There

T~

is an algorithm that takes observations from M in the p-semi-random model for p = & where
Q = poly(r, i, log(g)), and outputs M as a rank-Q factorization such that with high probability,

M — M|, <Q(A+e[M)-
The algorithm runs in nearly-linear time O(mQ) where m is the number of revealed entries.

Here, ||-||, refers to the elementwise /., norm of a matrix, and ||-||r refers to the Frobenius norm. We
pause to comment on Theorem 2. First, in the noiseless setting, i.e., when A = 0, our algorithm has a
polylogarithmic dependence on e~!, and thus achieves high-accuracy recovery in nearly-linear time.
In particular, as long as the bit complexity of the underlying matrix is polynomially bounded, we
achieve exact recovery in nearly-linear time. Moreover, our rate has no dependence on the condition
number . In both of these aspects, our result qualitatively improves upon [17], while retaining a

nearly-linear runtime and O(d - poly(r)) sample complexity. We also remark that the incoherence
assumption in Theorem 2 (or a less standard variant thereof), which is formally defined in Definition 1,
is used in all low-rank matrix completion algorithms we are aware of, as the problem is intractable
without subspace regularity assumptions (see, €.g., discussion in [43]).

Finally, we observe that our guarantee applies to the noisy setting, i.e., A > 0. To our knowledge, this
is the first such guarantee in the literature for semi-random matrix completion, even for SDP-based
methods. We achieve guarantees in terms of the ¢, norm of the noise matrix N; moreover, the
overhead is a polynomial of only r log(g), a preferable guarantee to the poly(d) overheads known to
be achievable in the standard, fully random setting by semidefinite programming [11].

We do note that in the standard matrix completion setting, error guarantees are typically phrased in
terms of the Frobenius norm of the noise N [11, 43]. However, in the semi-random setting, some
measure of the “element-wise” noise level is unavoidable, because the semi-random noise could
be chosen to only reveal unusually large entries of the noise matrix. We believe it is an interesting
open question whether or not one can achieve somewhat more global measures of error such as the
Frobenius norm of large entries in the revealed noise, which are more comparable to guarantees
recently attained for semi-random sparse linear regression [42].

1.2 Our techniques

We achieve these results via a fundamentally different approach than the prior work of [17], detailed
in Section 2. At a (very) high level, [17] relies on finding a single reweighting of the revealed
entries of M that is good in a global sense. This roughly corresponds to finding a mask of the
revealed entries, so that the masked matrix is guaranteed to be a good spectral approximation of the
ground truth matrix. Given such a mask, [17] then shows that a non-convex optimization method
will recover the true matrix, with high probability. While this is a very natural approach, this also
directly results in a poly( %) dependence in the runtime and sample complexity of the algorithm. This
is because the quality of the spectral approximation directly goes into the final accuracy of their
overall algorithm; ultimately, they need a (1 + €)-multiplicative spectral approximation to the ground
truth. However, all known techniques for finding such a high-quality spectral approximation require a
poly(%) dependence in both sample complexity and runtime.



We instead devise an iterative method that is guaranteed to make progress, assuming that the iterate
satisfies a local progress criterion. We then find a local reweighting of the matrix which allows us to
find a step which satisfies this criterion. While this local progress criterion is much more involved to
state, and this reweighting must now be done every iteration (rather than just once at the beginning of
the algorithm), this framework has an important advantage over the global criterion used previously.
Critically, now each step of our method need only seek a reweighting which achieves a constant
factor of relative progress to the target matrix. Thus, rather than needing a (1 + ¢)-multiplicative
approximation at every step, we only need a constant multiplicative approximation to make progress.
This is the main insight which allows us to achieve polylogarithmic rates in %

Our algorithm builds upon the short-flat decomposition-based approach to designing iterative methods
for linear inverse problems introduced in [42], and specialized in [43] to matrix completion in the
standard setting. However, there are significant technical challenges in adapting this framework to
semi-random models. At a high level, the matrix completion problem is not well-conditioned, so a
crucial step in the [43] algorithm is dropping rows and columns of a difference matrix (between an
iterate and the target) which are estimated as too large. Random observations (held out via sample
splitting) are then used in matrix concentration inequalities to estimate the difference matrix on the
remaining indices, and dropped indices are later recovered.

Unfortunately, all of these steps crucially rely on independent sampling and hence break in the
presence of semi-random noise. We instead take a fresh look at what certificates of progress are
possible in the semi-random setting. Our key technical contribution, Algorithm 2, is a subroutine
which makes bicriteria progress: it either finds an adaptive reweighting which accurately estimates
the difference on a large submatrix after denoising, or certifies that a few rows and columns are
responsible for much of the difference and hence can be dropped. To achieve our nearly-linear runtime,
we crucially exploit graphical structure of feasible reweightings present in the randomly-revealed
entries, and use flow-based optimization algorithms to solve our reweighting subproblem.

1.3 Related work

Here, we review related work on matrix completion and semi-random models. These lines of research
are vast and we focus on the research most relevant to our setting. For a more comprehensive review,
we refer the interested reader to surveys on these topics, e.g., [41, 60, 59, 63].

Matrix completion. Matrix completion was first introduced in [62] in the context of collaborative
filtering, e.g., for the Netflix Prize [6]. Since then, it has found applications in various areas, such as
signal processing [46, 64, 57], social network analysis [47], causal inference [4], and most recently, Al
alignment [1]. In a seminal line of work, [13, 11, 61, 12, 16] demonstrated that SDPs based on nuclear
norm minimization can solve matrix completion with sublinear sample complexity, and in polynomial
time. Another line of work focuses on first-order iterative methods for matrix completion, see
e.g., [44, 31, 32, 33, 36, 74, 67, 18, 72, 30]. These works demonstrate that optimization frameworks,
such as alternating minimization, can provably and efficiently recover the true matrix. Finally, yet
another line of work seeks to understand the non-convex landscape of descent-based methods for
matrix completion [65, 21, 28, 40, 73, 40, 73, 71]. In terms of theoretical runtimes, the state of the

art O(dr3+t°(M), is given in [43]. While some of the aforementioned papers have implementations,
comprehensively evaluating the practical performance of all of these methods is an interesting
direction for future work. As noted in [17], none of these fast methods are known to succeed in the
presence of semi-random noise.

Semi-random models. Semi-random models were first introduced in a pair of seminal papers [9,
24], in part as a means to test whether learning algorithms which succeed under random models
generalize to more realistic generative modeling assumptions. Most early work on semi-random
models focused on understanding semi-random variants of various constraint satisfaction problems,
see e.g. [25, 24, 45, 15, 48, 50]. More recently, they have also been studied in the context of learning
theory, in the context of clustering problems [23, 53, 49, 14, 29, 51, 52, 55], sparse and overcomplete
linear regression [37, 42], planted clique [54, 10], and more [27, 8].

Of particular interest to us is the recent line of work on developing fast learning algorithms in
semi-random models [17, 42, 43, 27, §]. The closest and most direct comparison to our work is
the aforementioned [17], which we quantitatively improve upon in a number of ways. It is worth
noting that the specific poly(r) ~ r° dependence in the sample complexity of [17] is lower than in
Theorem 1. We view our result as a promising proof-of-concept of the tractability of semi-random



matrix completion via fast algorithms; both our dependence and the dependence of [17] are somewhat
large at the moment, limiting immediate practical deployment, but we believe that it is an interest
direction for future research to tighten dependencies on problem parameters and seek more practical
algorithms.

2 Technical overview

At a high level, our algorithm follows the paradigm in [42] for designing fast iterative algorithms that
are robust to semi-random models, which used this framework for sparse linear regression. Broadly,
the approach is to first find deterministic conditions which guarantee that a step of the iterative
method, which descends along a reweighted direction based on semi-random observations, makes
progress. We then develop a custom nearly-linear time algorithm for computing such a reweighting,
using optimization tools specialized to the regularity of graph-structured polytopes.

Short-flat decompositions for progress. We first discuss the verifiable conditions we impose
to certify progress of our iterative method. Throughout this section, we let our current iterate be
M < R%? and let the ground truth be M* € R%*?_ assume both matrices have rank at most r, and
focus on the noiseless setting N = 04 4 for simplicity. We also assume for normalization purposes
that |M — M*||g = 1, and our goal is to take a step M’ +— M + D so that

1
M +D) = M| < 5. (1

Our conditions are inspired by the approach in [43], which gives improved iterative algorithms
for standard matrix completion (without semi-random noise). Let p be the minimum observation
probability, let €2 be the set of observed entries from M?*, and let 2* be the set of truly random
observations, i.e., when each entry is revealed with probability exactly p (we can find a coupling
so that Q* C Q always). Inspired by a similar framework in the sparse recovery setting [42], the
key certificate for guaranteeing progress of the form (1) in [43] is that of a short-flat decomposition.
We say a candidate step D has a short-flat decomposition if we can write D = S + F where
[S[lg < 1and [[F|[,, < cr~2 for a small constant ¢: here we think of S as the “short” part and F
as the “flat” part of the decomposition. If we can further ensure that enough signal is captured, i.e.,
(D,M* — M) > 1 — ¢, then [42, 43] give a short argument based on Holder’s inequality that a step
in D, combined with a low-rank projection for denoising, will imply (1).

Thus, it suffices to find a matrix D that has these properties; for intuition, we would ideally like
totake D = S = M* — M and F = 0444, which would complete the matrix in one shot.
Naturally, however, we are limited by the fact that D should be supported on the observations (2, as
otherwise we cannot make any guarantees on (D, M* — M). Naively, one would hope to simply
take the empirical observations D = %[M — M*]q» (which zeroes entries outside 2*), an unbiased
estimator of M* — M, and appeal to matrix concentration arguments to show existence of a short-flat
decomposition. Unfortunately, this is not the case, as entries, rows, or columns of M* — M which
are too large can arbitrarily hinder matrix concentration bounds, and [43] gives simple examples
showing this dependence on the imbalance is unavoidable for uniform reweightings.

However, [43] made the important insight that when matrix concentration fails, it must be that
M — M~ is overly concentrated on a few heavy rows and columns, and hence dropping a few rows
and columns significantly reduces |[M — M*||r. These rows and columns can later be recovered
using the low-rank assumption, once enough progress has been made. The algorithm in [43] then
works by repeatedly estimating heavy rows and columns, explicitly dropping them to form a set
S C [d] of balanced indices, and then taking the step D = %[M — M*]g+n(sxs). This necessity of
dropping certain poorly-behaved indices is a crucial difference between the matrix completion setting
and simpler semi-random inverse problems such as sparse linear regression [42], which possess
stronger global regularity features such as the restricted isometry property (RIP).

Certifying progress in semi-random models. In the semi-random matrix completion problem, we
need several modifications to the strategies of [42, 43], to handle the interplay between estimating
heavy indices and making certifiable progress. Firstly, we cannot accurately estimate the ¢ norm of
rows and columns of the true difference matrix M — M* from observations, because the semi-random
adversary can drastically distort our estimates. However, we show in Algorithm 1 that we can use the
¢ norm of observed entries as a proxy for heaviness.” Specifically, after dropping rows and columns

“This norm distortion is the main source of poly(r) losses in our guarantees compared to the [43] algorithm.



with the most observed large entries, we argue that all remaining rows and columns are well-balanced
except on few sparse errors, which we exclude from our potential.

Next, even if appropriate rows and columns were dropped, we cannot use the empirical observations to
construct our step, as semi-random observations are no longer unbiased and the fully-random indices
Q* are unknown. Instead, we use 2* existentially to set up a convex program over reweightings
w € R%, to search for a candidate step D := > (i.jyen Wi [M — M*];;. Roughly, our convex
program aims to find w satisfying the following constraints (see Lemma 7 for a formal statement).

1. Foralli € [d, 35 cia(s.ye0 Wi [M — MPIZ = O(3).
2. There exists S, F € R with D =S + F, ||S||r < 1, and ||F||o, = O(r~2).
3. For a sufficiently small constant ¢, (D, M — M*) =}, .o w;;[M — M3 > 1 —c

Item 1 serves to ensure our step D is sufficiently spread out amongst its rows and columns, which
serves two roles: it bounds how much progress is lost when excluding indices, and enforces crucial
problem regularity for our reweighting optimization algorithm. On the other hand, Items 2 and 3 are
the standard criteria for making iterative progress through the short-flat framework of [42, 43]. It is
straightforward to see that the ideal candidate %[M - M*]Q*m( 5x.5) we mentioned earlier is feasible
for these constraints, and we show in Lemma 7 that finding any satisfying reweighting is enough to
ensure progress (with some mild technical changes). It remains to discuss how to find a candidate D
to ensure rapid convergence through the progress bound (1).

Flow-based adaptive reweighting. A key technical contribution of this work is a nearly-linear
time algorithm finding a reweighting D(w) := }_; ;) cq wij[M — M*];; that meets our progress
criteria. Due to our focus on fast algorithms, we require this step to run in O(|Q] - poly(r)) time. Our
strategy is to form a joint objective over w obeying Item 1, and ||S||r < 1, of the form

Frog-a(w, S) := — (D(w),M — M*) + C - smax(D(w) — S). )

Here, the parameter C'is used to trade off the progress objective (D(w), M — M*) (giving Item 3)
and the flatness objective smax(D(w) — S) (giving Item 2), where smax(M) = log Trexp(M) is
a smooth approximation to the operator norm. That is, letting Z := W x S be the product space
between w € R® satisfying Item 1 and short matrices S € R%*?, we show that finding (w,S) € Z
with low suboptimality error in Fproe.fac 1S €nough to make progress through Lemma 7.

We optimize (2) by carefully applying a Frank-Wolfe method due to [35]. While naive Frank-Wolfe
analysis requires global smoothness of the objective, this provably does not hold for our Foe-fa (at
least, with a smoothness bound of & poly(r) required for nearly-linear time algorithms). However,
we leverage that the analysis in [35] shows that weaker regularity conditions, namely bounds on
the curvature constant, suffice for efficient convergence of an iterative method. Specifically, we
use the structure of our constraint set W to show that Fpog s is smooth in a restricted set of
directions within V¥V which implies suitable bounds on the curvature constant (see, e.g., Lemma 18)
to remove a d factor from the naive smoothness bound. We also observe that W is exactly a
rescaling of a bipartite matching polytope, so that we can use flow-based graph algorithms, e.g., the
approximate weighted matching algorithm of [22], to efficiently implement the linear optimization
oracles over W required by Frank-Wolfe methods. We then use techniques from numerical linear
algebra and polynomial approximation to implement linear optimization oracles over S, completing
our optimization subroutine for finding adaptive reweightings.

One other technical hurdle arises in implementing this framework for finding a reweighting: the
existence of w* satisfying Items 1, 2, and 3 relies on having a good estimate of the current distance
[[IM — M*||F, after excluding certain rows and columns. In general, we can only upper bound this
quantity, but we show that we can also use our optimization subroutine for (2) to certify non-existence
of such a w*. In this latter case, we show that it must have been the case that a few rows and columns
were significantly heavier than the rest, and we can run Algorithm 1 to drop them. Our overall
iterative method, Algorithm 2, makes bicriteria progress and either terminates with a “drop” step
(when no feasible w* exists), or a “descent” step (when we find a good solution to (2)).

Recovering dropped rows and columns. Finally, we briefly discuss how to post-process an
estimate M that is close to M* on a large submatrix to recover dropped rows and columns. The
high-level outline is similar to [43], where we aim to find a *“verified” set of rows and columns that



we completed well, and use the low-rank assumption to obtain accurate estimates to the remainder via
regression. However, there are several key differences. The main difference is that in the semi-random
model, we need to track errors in our estimate entrywise instead of in /5, since a semi-randomness
could drastically distort the empirical ¢, error by adversarially revealing entries. We rely on a
structural result using tools from the theory on volumetric spanners [5, 7] (see Lemma 27) showing
that large entrywise errors must be localized to a small submatrix. At this point, we set up £
regression problems to identify verified indices, solvable in nearly-linear time using recent advances
in linear programming [69]. Importantly, the overhead in the error guarantee of this recovery step is
only O(poly(r)) (see Proposition 3), allowing us to achieve a recovery guarantee in Theorem 1 that
avoids poly(d) overheads in the presence of noise.

3 Preliminaries

We now formally set up preliminaries required for analyzing our solution to the semi-random matrix
completion problem. First, we recall the standard definition of incoherence for subspaces.

Definition 1 (Incoherence). We say a dimension-r subspace V- C R is p-incoherent if || Iy ¢; ||, <

/& for alli € [d] (where e; is the ith standard basis vector), and M € R™*™ is ji-incoherent if M
has p-incoherent row and column spans.

We will work with symmetric matrices. We denote the space of d x d symmetric matrices by S4*¢.
In Appendix A, we give a reduction from general matrices to symmetric matrices showing that it
suffices to work in the symmetric case, up to constant factor loss in parameters. Next, we define the
semi-random observation model.

Definition 2 (Semi-random model). For M € S?*9, we use O}/ (M) to denote oracle access to M

in the p-semi-random model, where we call O} a p-semi-random oracle. Specifically, in one call to
O, with input M, for unknown observation probabilities {p, },e[a)x[a) < [p, 1], each v € [d] x [d] is
independently included in a set T with probability p,. The oracle O} then returns the set {[M], },ez.
When an algorithm requires the ability to query (’)‘;,r(M) for various values of p (specified in the
algorithm description), we list the input as Of(rn} (M).

Note that O (M) and Of ; (M) inherit their definitions in [43] when all p, = p, forafixed p € [0,1].
Now we can formally define the semi-random matrix completion problem we study.

Definition 3 (Semi-random matrix completion). In the semi-random matrix completion problem,
parameterized by p, A € R>g, p € [0,1], d € N, and r* € [d], there is an unknown rank-r*

p-incoherent matrix M* € S¥4. For some N € S™4 satisfying |[N||_ < A, and M := M* + N,
we receive the output of one call to Oy (M), and wish to output an approximation to M*.

Remark 1. In Appendix A, we give a sample-splitting reduction which lets us use O} (M) to simulate
& % independent accesses to Oy (M) for smaller values q < p.

We will also need a few technical definitions to explain the main ingredients in our algorithm.

Entropy and softmax. We let A4 .= {M € S‘éﬁd | Tr(M) = 1} denote the d x d spectraplex.

We let H : A%*? — R denote von Neumann (matrix) entropy, i.e., H(M) := (M, log M), and let
H* : 894 _ R denote its convex conjugate, which we call matrix softmax, defined by H*(M) :=
log Trexp M. More generally, for > 0, we define

1
Hy (M) := nlog Trexp (TIM) . 3)
We recall the following standard facts about H.

Fact 1 ([58]). The function H; defined in (3) satisfies the following for all n > 0.

1. Forall M € S%4, \;(M) < Hy(M) < A\1(M) + nlogd, where \1(M) is the maximum
eigenvalue of M.

dxd « o exp(%M)
2. ForallM € S x , VHn(M) = W(l%l\/[)

3. Hy is twice-differentiable and %-smooth with respect to the norm ||-[| ...



To use H;; to enforce operator norm bounds, we define the signed lift of a matrix M € S4xd by
- _( M Odxqa 2dx2d
slift(M) := <ded M) ES .
Note that slift signs and lifts M so that its maximum eigenvalue is its operator norm.
Comparing matrices. We use the following comparison definition from [43].

Definition 4 (Closeness on a submatrix). We say M, M’ € R™*" are A-close on a y-submatrix if
there exist subsets A C [m], B C [n] satisfying |A| > m — ymin(m,n), |B| > n — ymin(m,n),
and

IV = My, e < A
Ifv =0, we say M, M’ are A-close. When M, M’ are both symmetric, we require that A = B.

We note that in Definition 4, A, B are unknown; our analysis only uses this definition existentially.

4 Outline of proof of Theorem 1

In this section, we overview the main components of the proof of Theorem 1, which are developed
and proved in full in the appendix sections. Our final matrix completion algorithm, Algorithm 8§,
alternates between two main subroutines, Algorithm 3 (analyzed in the following Corollary 1) and
Algorithm 7 (analyzed in the following Proposition 3). We prove Theorem 2, a formal version of
Theorem 1, by combining Corollary 1 and Proposition 3 in Appendix E. We now explain and motivate
each of these pieces in the context of our technical overview in Section 2.

The first main component of our final algorithm, Algorithm 8§, takes as input parameters o and o, as
well as an input matrix M € S?*? satisfying |[M — M* ||z < A (i.e., M and the target matrix M*
are A-close), where A is sufficiently larger than the noise level ||N|| . Its goal is to use semi-random

observations from M = M* + N to return another matrix M’/ € S such that M and M are
%-close on a -submatrix (Definition 4). In other words, we are willing to give up on a 7y, fraction
of rows and columns to make an « factor progress on the remaining submatrix. To achieve this result,
we first provide a helper claim in Proposition 1, an analysis of Algorithm 2 (DropOrDescent).

Proposition 1. Let M € S%? be given as a rank-r factorization, let M* € S be rank-r*,
and let U C [d]. Suppose we know for Yarop, Yoo € [0,1], A > 0, that |[d] \ U| < Yropd, and
My v, M} are A-close on a yep-submatrix. Let 6, € (0 LY, 0,k > 1, and suppose for

10
7 := 1 + r* and an appropriate polynomial,
KT log(4) €
5T pol 1 << 4
pe [ d poly ( Yeub€ ) y Ysub = 360 ( )
Given one call to Oy (M* + N) for |[N|| < e'é‘(“;’dA, the following holds with probability > 1 — 6.

1. If Algorithm 2 returns on Line 12, then My wy/, M}y, are (1 — A-close on a

< 40(7qup + (5)1/?)dlog d.

758)

Ysub + \/%-submatrix, and [U\ U’

2. If Algorithm 2 returns on Line 16, then My, ;, MJ;, ., are 10¢1 A-close on a 2Ysub-
submatrix, and M is given as a rank-(3r + 2r*) factorization.

A1 d
O <m-poly <T og(5)>> ,
Ysub€

where m > d is the number of observed entries upon calling O,/ (M* + N).

The runtime of the algorithm is

Proposition 1 is used to analyze one step of Algorithm 2, after we have already taken a few iterations
and explicitly removed ~gropd rows and columns [d] \ U from consideration, so that our remaining
submatrices on U x U are close on a ysup-submatrix. Our goal will ultimately to have Ysub, Yarop < %
throughout the algorithm. Algorithm 2 provides bicriteria guarantees: in the “drop” case of Item 1, it
slightly increases the ~yarop parameter, increases ysup by an even smaller amount (where the tradeoff is



given by a degree of freedom «), and makes a small amount of progress (decreasing the closeness by
1 — O(e)). In the “descent” case of Item 2, we instead decrease the closeness by a large O(poly(e))
factor, while doubling s, and roughly tripling the rank. By choosing the parameters appropriately,
we show that iterating upon Proposition 1 yields Corollary 1, proven in Appendix B.

Corollary 1. Let M, M* € S%*4 be rank-r*, and suppose |M — M*||g < A. Let o > 250 and
3, Yot € (0, 10) Algorlthm 3 uses one call to OSI(M* + N), where for appropriate polynomials,
NI A poly(Z=log({)) - a°®)
= - poly(2 log(3)) -arre0 " P d |
and computes a rank-r* - «°V-matrix M, such that with probability > 1 — 6, M’ and M* are
——close on a Yii-submatrix. The runtime of the algorithm is ma°™) - poly( log( ), where m is
the number of observed entries upon calling Oy (M* + N).

We now explain the key computational method we develop to implement Proposition 1. We will solve
a subproblem, defined in (5), to attempt to find a reweighting which makes progress. The subproblem
enforces the conditions on candidate weights w mentioned in Section 2, and is formally stated below:

Frogta(@, 8) := — (17, 2) + CH;, (slift (D (%) - s)) ,

where D(w Z w,D,, v, = } forall . € Z, and % denotes entrywise division.
LET

The difference between (5) and our informal sketch in (2) is that we reparameterize x <— w o v where
v is the squared observations of the difference matrix D, and 7 is the set of observations. We also
introduce a tradeoff parameter 1 for controlling additive error bounds via Fact 1. Thus, the component
(1z,) = (v, w) captures the progress condition (Item 3), and the component H (slift(D(7) — S))
captures the flatness condition (Item 2). We optimize (5) over ||S||r < 1 + ¢, the set of short matrices,
and x belonging to X" defined in (22) which we observe is a rescaling of a bipartite matching polytope
by a parameter k£ (Fact 3). This polytope is used to enforce the spreadness condition (Item 1).

In the case we find a good solution to the subproblem, we can use the resulting solution to take a
descent step and give the guarantee in Item 2 of Proposition 3. Otherwise, we have certified that
excluding a few heavy rows and columns removed much of the progress that could be made (which
we prove is the only way a good solution does not exist), and hence obtain the guarantee in Item 1.
Our main guarantee for solving (5) at a fast rate is the following, proven in Appendix C.

Proposition 2. Let e € [0,C] and 6 € (0, 1), and suppose |[D],| € [¢,u] for all . € T. There is an
algorithm computing (x,S), an e-approximate minimizer to (5) with probability > 1 — 6, in time

ooy (s (5)) )

2
for Ry :=n"*(2k + £%) and T = [SC%R g .

2], and S is given as a rank-r = O(<
The last component in the proof of Theorem 1 is Algorithm 7, a “rounding" step where we take
the output of Corollary 1, say M, which is guaranteed to be close to M* on a large submatrix,
and then postprocess it to a matrix IM that is guaranteed to be close to M* everywhere with some
poly(r, i, log d)-factor loss in the closeness. As long as the progress o made by Corollary 1 is larger
than this factor, we can simply alternate Corollary 1 and the rounding step to still make constant-factor
progress in each iteration. We prove the following result in Appendix D.

Proposition 3. Let M* € S¥¢ be rank-r* and p-incoherent, and let M=M*+N for N € Sdxd
with |N||_ < A for some A > 0. Let M € S**? be given as a rank-r decomposition, with r > r*.
Further, for v € (0,1) suppose M and M* are dA-close on a ~-submatrix. Finally, assume

T) factorization.

< ——mn.
7= 104 pr log(d)
Then for any § € (() 1) ifp > 5 - poly(ur log( )) for an appropriate polynomial, Algorithm 7 uses
one call to O ( ) and with probabzllty > 1 — 9, outputs M € S such that

< poly (ur log (j)) A. (6)

HM—M*




Also, ML is given as a rank-poly(pir log(4)) factorization. The algorithm runs in m - poly(ur log(4))

time, where m is the number of observed entries upon calling Oy (M).
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A Additional preliminaries

In this section, we formalize some additional preliminaries and helpful notation which will be used in
the remainder of the appendices.

General notation. Forn € N we denote [n] := {i € N | i < n}. We say a vector is s-sparse if it
has < s nonzero entries. When S C T and T is clear from context, we let S¢ := T'\ S. The all-zeroes
and all-ones vectors of dimension d are denoted 04 and 1,4. Applied to a vector, ||-|| p denotes the £,
norm for p > 1. Applied to a matrix, ||p denotes the £, norm of the vector corresponding to the
flattened matrix. We use med(.S) to denote the median of a set S. For ¢t € R we let sign(t) = 1 if
t > 0 and sign(t) = —1 otherwise. We let o denote the entrywise product of two vectors.

Matrices. Matrices are denoted in boldface. The number of nonzero entries of a matrix M is
denoted nnz(M), and the set of indices corresponding to these nonzero entries, i.e., the support,
is denoted supp(M). We define 7y, (M) as the amount of time it takes to compute Muv for any
vector v; note Tny(M) = O(nnz(M)) if M has explicit entries, and if M € R™*" is given as
a rank-r factorization then 7y (M) = O((m + n)r). We equip R™*™ with the inner product
(A,B) := Tr(ATB), denote the d x d identity by I, and the all-zero m x n matrix by 0,,x,.
The i row and j column of a matrix M are respectively denoted M;. and M. 4. For a collection
of matrices {Ai}ie[k] € R™*™ with an associated operator A (clear from context), we denote
Az) =3 ey viAi forz € RF. We say M is s-row column sparse (RCS) if its rows and columns
are s-sparse. For S C [m], T C [n], we let the submatrix of M € R™*™ indexed by S, T be denoted
Mgy 1. When S is a singleton {¢} for ¢ € [m], we denote this M; 1 and similarly define Mg ; for
j € [nl.

The Frobenius, operator, and trace (nuclear) norms of a matrix are denoted ||-|[g, |||, and |||,
respectively, corresponding to the 2-norm, co-norm, and 1-norm of the singular values of the matrix.
We denote the symmetric d x d matrices by S?*¢ and the positive semidefinite cone by S‘if)d. We
say M € R™*™ has singular value decomposition (SVD) M = UXV ' if M is rank-r, ¥ € R™¥"
is diagonal, and U € R™*", V € R™*" have orthonormal columns. The ordered singular values
of M € R™" are denoted {7;(M)}ic[min(m,n)] Where o1(M) is largest. Similarly we define
the ordered eigenvalues of M € S%*¢ by {);(M)};c[q. For M € S**¢ with eigendecomposition
UAUT, we define exp(M) := Uexp(A)UT where on the right-hand side, exp is applied entrywise
on the diagonal. We also define log M for M € S5 and |M| for Ml € S?*¢ 5o the functions are
applied to the eigenvalues in the appropriate basis. Finally, we let span(A) denote the column span
(or image) of a matrix A, and for a subspace V' C R?, we let ITy denote the orthogonal projection
matrix onto V.

Index sets. For d € N, we let S(d) contain all symmetrized indices of the form:
{(4,4)} for i € [d], or {(¢,7), (j,9)} fori,j € [d],i # j.

We use (4,7)* as shorthand for the singleton {(i,4)} if i = 7, and otherwise as shorthand for
{(,7), (4,4)}. When Z is a set of indices in [d] x [d], we let Mz be the d x d matrix which zeroes out
all entries of M except those in ¢. For a symmetrized index ¢ € S(d), we denote the scalar value of
the ¢ entry by [M], (note that this is well-defined even when ¢ contains two indices due to symmetry).
The zero-one matrix whose only nonzero entries are ¢ is denoted by E,, so that M, = [M],E, for all
t € S(d). For T C S(d) clear from context, we let £ be the operator on w € R? which forms the
associated d x d matrix whose indices on Z agree with w and is otherwise zero entrywise, i.e.,

E(w) := Z w,E,.

LEL

Optimization. For convex f : X — R with X C R?, we let 9f(x) denote the subgradient set at
x € X. Welet ||y|l, := sup,|<; "y denote the dual norm to a norm ||-||. When M is a d x d linear
operator we use the notation M[u, v] := (Mu, v). This becomes relevant when M is a Hessian of a
matrix function (a linear operator on d x d matrices), so M[U, V| evaluates this operator on U, V.

Reduction to symmetric matrices. We briefly justify our focus on symmetric matrices in Defini-
tion 3. We begin by recalling two facts.
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Fact 2. Let m,n € N withm > n. There exists k € N such that kn € %5, m].

Lemma 1. Let m,n,k € N and let M € R™*™ be rank-r with SVD M = UXV ". Suppose that
both U := span(U) and V := span(V) are p-incoherent. Then, letting M’ € R™**" e defined as

M: =M M ... M M),

k times

and letting M’ have SVD M/ = UX'W T, then W := span(W) is i-incoherent.

Proof. 1t is straightforward to check that a valid SVD is given by
1

> =VkE, W' =
Vk

(VT vT .. VT V7).

k times

Because incoherence is invariant to the choice of SVD, the conclusion holds. O

Consider an asymmetric variant of the problem in Definition 3, where M* € R™*™ for m > n is
rank-r* and p-incoherent, and we have p-semi-random observation oracle access (defined analogously

to Definition 2) to M*. Let k be the integer from Fact 2, and let M~ € Rm*kn pe constructed as

in Lemma 1 by concatenating M* k times. The row and column spans of M* are u-incoherent, by
Lemma 1. Moreover, we can simulate p-semi-random observation oracle access to

0, M~

T c S(m-l—k'n)x(m—i-kn)
[M*} Oknxkn

in the symmetric sense of Definition 3, given asymmetric oracle access to M™*. It is straightforward

to check that because M* has dimensions within a constant factor of each other, the incoherence
parameter is only affected by a constant in this lifting process. For simplicity in the remainder of the
paper, we focus on the case of symmetric matrices, i.e., the problem statement in Definition 3.

Sample splitting. Finally, we recall a convenient subsampling claim from [43] that extends to
the semi-random model, which lets us use O, (M) to simulate access to Oy (M) for smaller values
q=Dp-

Lemma 2. Let {pi}rex) C (0,1) satisfy px < p < & forall k € [K], and let M* € S We
can simulate sequential access to Oy, (M*) for all k € [K] with access to O%,(M*).

Proof. The claim is immediate from the observation that the proof of Lemma 1, [43] is monotone
in p. In particular, the same subsampling process in [43] preserves monotonicity of observation
probabilities and hence produces valid semi-random observation oracles. O

B Semi-random partial matrix completion

In this section, we develop Algorithm 3, our main subroutine for partial matrix completion in the
semi-random model (Definition 2). Algorithm 3 uses recursive calls to Algorithm 2, DropOrDescent,
which implements a single step of our partial completion method.

At a high level, one application of DropOrDescent is parameterized by a current number of dropped
TOWS Ydrop, & current number of excluded rows gy, a subset of undropped rows U = [d]\ D satisfying
|D| < Yropd, and a rank-r matrix M such that My 7 is promised to be close to our target M7, ;; on
a Ysub-submatrix (Definition 4). It then distinguishes between the following cases from semi-random,
noisy observations of M*, by solving a testing problem via optimization.

1. In the first case, dropping an additional vy fraction of rows and columns decreases the
closeness parameter A by a small amount, i.e. a small subset of rows or columns are
responsible for a nontrivial portion of the mass. We call this case the “drop” case.

16



2. In the second case, after removing a few rows and columns, the remaining mass is still
large. We show that in this case, by deleting a particular subset of problematic rows or
columns, we can use well-conditionedness properties of the remaining submatrix to decrease
A by a constant factor. We do so by solving an optimization problem, which finds a spread
reweighting of observations with a short-flat decomposition. We call this case the “descent”
case.

We analyze the descent case in Appendix B.1, where we demonstrate sufficient conditions on a
proposed reweighted step which guarantee progress under submatrix closeness. The candidate steps
we analyze in this section are all reweightings of truncated observations, which are found by solving
an appropriate optimization problem (see (20)). We then analyze the drop case in Appendix B.2,
where we show that either our current difference matrix has Frobenius norm which is unstable to
dropping few rows and columns, or a good solution exists which is compatible with our descent
algorithm. We give an explicit dropping procedure for handling the former case in Appendix B.3. We
finally put these cases together and give a win-win analysis of DropOrDescent in Appendix B.4.

B.1 Descent steps

In this section, we give our progress analysis in the case where we can find sufficient signal in our
observations. Specifically, Lemma 7 gives sufficient conditions on a reweighted, truncated observation
matrix such that we can improve our submatrix closeness parameter by a constant factor.

For D € S%*¢ we first define a clipping operation which will be used to control our reweightings.
We let clip,, (D) be the matrix which clips all entries to the range [—u, u], formally defined by

[clip,,(D)],; = med (—u, D;;,u). @)

ij
We also will use the following claim which follows from straightforward casework.

Lemma 3. Leru > 0, |a| < u, and ¢’ := med(—u, a + b, u). Then |a' — a| < |b|.

Proof. 1If |a + b| < u the claim is obvious. Otherwise, if ¢’ = u it must be the case that b > 0, and
0 <a' —a <b. Similarly, if a’ = —u we must have 0 > o’ — a > —b. O

We now introduce some additional notation. Let Z C S(d) be a set of symmetrized indices under
consideration (corresponding to observations). For w € RZ and D € S?%¢ clear from context, we let

ﬁ(w) = Zwa)L. 8)
LeT
For a parameter p, we define the set of “spread” reweightings of the observations Dz by
W, =<we Réo | max Z w,[DP><py. )

s cl=GgreT

Further, we require the following result on low-rank approximation.

Lemma 4 (Theorem 1, [56]). Let §,¢ € (0, 1), let M € SU*%, and let q € [d]. There is an algorithm
which returns Z. € R with orthonormal columns such that

1ZZ2T™MZZT — M|, < (1+ €)og11(M)

with probability > 1 — 6, in time

0 (%V(M) - quggg)

Moreover, we have for all i € [q], letting z; be the i" column of Z,

V2 M2z € [(1—€)o; (M), (1+¢€)o; (M)].

Finally, we provide ways to bound the singular values of an approximately low-rank matrix.
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Lemma 5. Let M,N € S have eigendecompositions M = UAUT and N = VEVT, where
A = diag ()\), ¥ = diag (o), and \,o € R? are in nonincreasing order. Then, |M — N >
[A=all.

Proof. Since ||M||§ = ||/\||§ and HNHIQJ = ||0'||§, expanding the squares of both sides shows that it
suffices to prove that (M, N) < (), o), which follows from the von Neumann trace inequality. [

Lemma 6. Let e € [0, 1], let ML € S¥*? be rank-, and suppose |[M — S||r < € for S € S*4. Then
Sforany s € N, we have o 4541(S) < a7

Proof. Let \ € R be the set of eigenvalues of M in nonincreasing order, and similarly let & € R? be
the nonincreasing eigenvalues of S. By assumption, A\; = 0 forall i > 7 + 1, and |A — o||, < e by
Lemma 5. Thus, at most 7 + s eigenvalues of S can be larger than %, giving the conclusion. [

We are now ready to give our main progress guarantee in Lemma 7. Specifically, we show that a
reweighting of truncated observations which has enough signal and admits a short-flat decomposition
is guaranteed to make significant progress, as long as it is sufficiently spread in the sense of (9).
Lemma 7. Lete,~y € (0, 1—10), Liu>0,andT C S CU C [d] suchthat U\ S| < ~d, |S\T| < ~d,
and ¢ < 5. Suppose that for D,D*,N € Sd we have D = D* + N, for rank-7 D* with
ID%xslle <1 [IDFyrlleo < u, and [|Nl|og <AL Let

~

D :=clip,, (D),
andforT C S(d)N (U xU), w € Réo, suppose the following conditions hold for S,F € S3*
supported on TN (U x U) with D(w) =F + 8S.
1. weW,forp= Q%d, recalling the definition (9).
(D, D(w)) >1—e.
CISlE<1+e
- Fllop < 77

A W N

min, ez |[D],] > ¢.

Then, letting Z. € RY*?" be the output of Lemma 4 with parameters § € (0,1), € < % M « S, and
q < 27, we have with probability > 1 — 0 that

i

T T kY
|[D-zz7szz7),,|| <106t
Proof. As a starting point, we claim that
D57 — Sl < V13e. (10)

To see this, we expand to show that

D% — 8|2 < 2 + 3¢ — 2 (D, Srxr)

S 2+3e—2 <D§“><T’ [D(w)}TxT> +2 HD:}XTHH HF”OP
(11)

o~

§2+5€—2<ﬁT><Ta [ﬁ(w)}TxT>+2H[D*_D Hﬁ(w)H

:|T><T 1

oo

<2+ T7e—2 <]3TxT, [ﬁ(w)}TXT> .

The first line used Item 3 and ||D%, ¢|lr < 1, and the second used the (matrix) Holder’s inequality.
The third used Item 4 and that ||]A3TxT [l < NG ||]A3TxT |lr, and the (vector) Holder’s inequality. The

last line used || D%, 1 |lco < u, the definition of D, and Lemma 3 to conclude

o)

< IN7xrllo <74,

TxT 00
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and also bounded ||D(w)|); via Items 1 and 5, which show

D)l < (B, D(w))- mxﬂ[ﬁl]\ <P =
Finally, since w is supported on U x U, applying |U \ T'| < 2vd, Item 1, and Ttem 2 yields
<]A)TxT, [ﬁ(w)}TXT> > <]5,§(w)> —4ypd > 1 — 3e. (12)
Then, (10) follows by combining (11) and (12). Next, applying Lemma 6 using (10) shows that
o2:41(8) < 126.

Therefore, assuming the algorithm in Lemma 4 succeeds, we have

6
Z7Z'SZZ" =S+ (ZZ"SZZ" - S), where |F'|,, < Ve
N ——’ op \/F

=8 =F’

At this point, we can write D(w) = S’ 4+ (F + F’), where by the triangle inequality
1
F+F|,  <7T/e —.
L e

Since ||S’|lr < |IS]|r < 1 + ¢, the remainder of the argument is identical to the proof of (10) with the
worse flatness parameter, where we use that | S/, ||r < [|S'||r and ||Sxr|lr < ||S||E. O

B.2 Existence of good solutions

In this section, we define a stability condition (14) under which implies a solution exists which
satisfies the conditions in Lemma 7. We use this existence claim to certify progress in one of two
ways in our final algorithm. In Lemma 11, we show that under (14), there exists a reweighting
(with high probability over the semi-random observations) which is compatible with Lemma 7’s
requirements. We then show in Lemma 12 that in the absence of (14), one can increase the drop
parameter to improve the submatrix closeness bound. We will analyze an explicit dropping procedure
we use in this latter case in Appendix B.3. We first require a helper guarantee from prior work on
controlling entries of a low-rank matrix after dropping a few problematic rows and columns.

Lemma 8 (Lemma 6, [43]). Let A € S¥*? be a rank-7 matrix with ||Al||r < 1, and let vy € [0, 1].
There is 8" C [d] with |S’| > (1 — v)d, such that

\/,'Tn

lAs xs o < W (13)

We also require a bound on the sampling error of random observations from a matrix with bounded
entries, rows, and columns, which is an application of the matrix Bernstein inequality.

Lemma 9 (Lemma 7, [43]). Let p,0 € [0, %] p, 7 >0, and let A € S¥*? satisfy

Ay < pforalli e [d], and |Asj| < 7 forall (i,7) € [d] x [d].
Let Q1 C S(d) be a random subset where each v € S(d) is included in ) with probability p, and let
A := L Aq. Then with probability at least 1 — 6,

< dmax (\23, [1og <Z> 2191og <‘§)> .

Finally, we need a guarantee on the concentration of empirical estimates of squared ¢2 norms.

Lemma 10 (Lemma 3, [43]). Let p,d,a € (0,1), let v € R? have ||v|| . < 7, and let & € R? have
each v; independently set to v; with probability p, and 0 otherwise. Then with probability > 1 — §,

372 log % )

HAff&

ol - 2 132
2ophi2 ap

< max (a ol
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We are now ready to give our main result on sufficient conditions for a good solution to exist.

Lemma 11. Let 6,¢,7,p € (0, 15), and S C U C [d] such that |U \ S| < vd. Let

€ 2T 2407 log (%)
= 5n U= y P 2
20d ~d v3e2d
Suppose that for D,D*,N € S%*¢ we have D = D* + N, for rank-i D* with IDg, sllr <1
and |N||, < ~L. Further, for D := clip, (D), let * := {t € S(d)N (U x U) | |[]A)]L| > ()
Finally, let S’ be the result of applying Lemma 8 with A < D%, g, v < 3, 50 D%/, 5lloc < u,

and let T := S’ \ L where L is the indices of the L%dj rows of ]SS/XS/ with largest {5 norms, so

|S\ T| < ~d. Suppose
€

D ‘>1—f. 14
H T>Tllg="""30 (14)

Letting 2 C S(d) have each v € S(d) independently included with probability p, and w* € {0, %}Q
have [w*], = 1% ifand only if v € (T x T) N Q*, the following conditions all hold with probability
> 1 — & over the randomness of ), and S*, F* € S¥ supported on (T N'T) N Q* with ﬁ(w*) =
F* + S*.

1. w*eW, forp = Q%d, recalling the definition (9).

2. <ﬁ,6(w*)> >1-¢
3 ISt r<1+e
4 1F*llop < 7772
Proof. For notational convenience, let L* := S(d)\ * be the set of indices ¢ € S(d) with ID],| < ¢.
We define our decomposition of D(w*) as follows, where we recall w* is supported on (T x T) NQ*:
ﬁ(W*) = f)(TXT)mQ* +73(7U*) - ﬁ(TxT)mQ* .

=8* =F*

Now, clearly || N[ < d||NJ|, < 555,50 [|S*[[r < [[Dsxsllr < 1+ 555 where we used that every
entry of S* is smaller in magnitude than the corresponding entry in Dgy s (it is zeroed out if it does
not belong to (7' x T') N Q*, and otherwise is clipped to a smaller range). This establishes Item 3.

The same logic shows that ||]5 s'xst||[F < 14 555. Combined with (14) and the definition of T,

2 2 € €

D } Ba
maXH[ T, =54 10 ~ 5yd

€T

_ (15)
1t
since ZieLH[f)TxT]i:H% < |IDgixs |2 = IDrxr|2 < 5. and L consisted of the largest rows

5vd
establishes Item 4 with probability > 1 — % using the lower bound on p. We further have by (14) that

of S’ by ¢5 norm. Therefore, applying Lemma 9 with A <+ ]AD(TxT)mQ*, T + u, and p?

€ €
>l —dl>1— —.
N (T

6 o~
>1———HD .
FT 30 £

Hf)(TxT)ﬂQ*

Therefore, Lemma 10 with v set to the vectorized ]S(TXT)QQ* , T+ u,and o + g shows
2 2 3u210g(§)> Si

)

F ap

Hf)(TxT)ﬁQ*

= <]5,23(w*)> < max (a Hf)(TXT)ﬁQ*

with probability > 1 — g; we again used our lower bound on p. Combining the above two displays
establishes Item 2. Finally, to see Item 1, fix arow ¢ € T". We apply Lemma 10 once more with v set

to the vectorized []S(TXT)QQ*]»L‘: and o = % to obtain that with probability > 1 — 2,

2 6u?log(9) € €

N 2 31~
D *} <—H[D ] H R IV-2A ) DL
H{ (w?) 27 2 @xmne ||, + p =7 5yd T 2vd

where we used (15) and our lower bound on p. O

i
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We also provide a helper lemma for making progress if (14) fails to hold.

D}XTHF <l-g5

Lemma 12. In the setting of Lemma 11, if (14) is false, 35

Proof. This follows from Lemma 3 and the assumption on (14), which lets us bound

Dol < [Brr], + [ D)

TxT

F

~ € € €
<D H AN <1- 5S4+ - <1 €,
—H Tl + INloe = 30 7200 ="' 36

B.3 Drop steps

In the previous Appendix B.2, we developed Lemmas 11 and 12, which together say that either there
exists a good solution compatible with the progress analysis in Lemma 7 (if (14) holds), or there are
an ~ vy fraction of rows and columns which are responsible for an ~ ¢ fraction of the Frobenius norm
of the difference matrix (if (14) does not hold). In this section, we show in the latter scenario, there
is a procedure which explicitly drops a subset of rows and columns, such that on the remainder, a
slightly smaller submatrix makes an == ¢ fraction of progress. Importantly, we can ensure that the
submatrix parameter (i.e. y in the sense of Definition 4) grows slowly using a tunable parameter,
which lets us iterate drop steps without losing too many rows and columns.

We begin by giving a subroutine (Algorithm 1), analogous to Section 4.1 of [43], which takes semi-
random observations from an appropriately-bounded difference matrix and explicitly drops a small
number of rows and columns, estimated from observations. We show that all remaining rows have
few large entries with high probability. Our drop step simply applies this subroutine.

Algorithm 1: Sparsify(Of{) 1 (D),U,7,v,p,9)

Input: Of (D), U C [d], 7 > 0,7,p,0 € (0,1)
So «~—U
tmax < [3logd] +1
for 0 <t < tpax do
D, + O;r(DStht)
foric S dor;; < |{j € St | [D¢)i; was observed, and |[D¢];;| > 7}|
Sit1 <S¢\ R where Ry C S, corresponds to the |yd] indices ¢ with largest r; ¢
end
return U’ < Sy

Lemma 13. Let D € SU*?, such that there is A C U C [d] with [U\A| < vd, [|[Daxallco < 7.
Let s € Nand p > Ssﬂ log(%). Then with probability > 1 — 0, Algorithm 1 returns U' C U with

U\ U’'| < 4vdlogd, and Dy« has at most s entries with magnitudes > T per row or column.

Proof. Let P € [0, 1]9%? be the true (symmetric) matrix of reveal probabilities of entries for calls to
O, following Definition 2. Note that all entries of P are at least p. We define the potential

We also denote the expected number of revealed large entries in each row and column as follows:
ri= » Pjjforalli€ Sy
JESt
[[D7)ij1=7

By a standard Chernoff bound, with probability > 1 — §, for all 0 < ¢ < t,., and all 4 € Sy,
* 1 * d
Tit — ri,t‘ < max zri)t, 50 log 5 . (16)
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Condition on this event in the rest of the proof. Due to our symmetric observation model (Definition 2),
and since A x A has no entries > 7 in magnitude, in any iteration, at least half of the contribution to
®, must be due to remaining rows in B; := S; \ A4, i.e. we have | B;| < ~vd such that

Letting R}, denote the [yd| > |B,| indices in S; with largest r},, we thus have from (16),
3 % d\ _ 3 d
Z Tit > Z Tit > 1 Z Tig— 50~d log (6) > gcbt — 50vd log <(5> .
1ERy i€ER} i€ER}

Therefore, if ®; > 400~d log(g) we decrease @, by at least a % factor, so by our choice of ¢,,,

we have @, 4 g 400fyd(lo %) < IS sd This shows that there are at most vd remaining rows
1€ 85, .—1 with rz . > £ Now, any remaining row ¢ € Sy, __1 with at least s entries with
magnltude > 7 has 7"1 ‘o > ps, and therefore will be one of the largest yd remaining rows by

observed counts via (16) Hence it will be dropped in the last iteration ¢, as claimed.
O

We conclude by showing that the leftover poorly-behaved rows and columns (i.e. those with any large
entries) comprise a negligible fraction of the overall indices, using Lemma 8. This shows that by
excluding these few indices from our maintained submatrix (after explicitly dropping indices via
Algorithm 2), we make an =~ e fraction of the progress if the condition in Lemma 12 is met.

Lemma 14. Let d,¢,v,p € (0, 10) 0,k >1,and S C U C [d] such that U\ S| < ~d. Suppose that
for D,D*,N € §*4, we have D = D* + N for rank-f D* with | D%, || < 1and |N|| < §

and that there is a subset T C S with |[D%. pllp < 1 — € and |S\ T| < . Then, applying

Algorithm 1 with inputs Of (D), U, 6, and
NG \[ 8007 log ()
1 > — 1
T Ve ti0g 2 7 ; (17)

returns a subset U' C U such that with probability > 1 — 0, there exists a subset S’ C U’ with

T 4
U\U'| <40 +\/7 dlogd, [U'\ S’ §< +)d and |Dgry g <1f7 18
U\ (7 9> gd U\ S < (7+ = IDss s (18)

Proof. First, by Lemma 8, there is a subset A C S such that |S'\ A| < 1()\/E , so that

VO e V0
IDasxcalloe < [Phcallo + Nl < 557 + E <x

Therefore, our application of Algorithm 1 with the parameters in (17) satisfies the hypotheses of
Lemma 13. Condition on the conclusion of Lemma 13 holding in the rest of the proof (with probability
> 1 — ), giving us the first bound in (18). Also, there are at most % entries per row and column of

Dy« with magnitude larger than 7 in (17), so there are at most % entries per row and column of
D7y with magnitude larger than 7 + § < 27.

Next, if [|[D§, gl[r < 1 — §, the conclusion is obvious (taking S” «— S N U’). Otherwise, for
C:=S5\T,

1 1 2
Decsl = 5 (ID5sl ~ Drcrl) = 5 (1-5) - 1= ) 2

By Lemma 8, there is a subset S’ C S N U’ with

DN ™

, , 4d V7oK
KSOU)\SKW D% o] < 0 (19)
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10

11

12
13
14

15
16
17

This set satisfies the second bound in (18), so it remains to prove the third, which follows from

2
D50l < WDl = (ID2csl - [Dicnses )

2

€ *
S ]. - §+ HD(CQS’)XS/ F
2
€ ed d V70K €
<l—=+—-[d-(27) . <1-—-.
sl=3t75 (27) m<4d> =17y

The third line used that there are at most % rows in C, and each such row (restricted to S”) has all
but % entries bounded in magnitude by 7, with the remainder bounded as in (19). O

B.4 Analysis of DropOrDescent and SRPartial Completion

We now combine Lemma 7 and Lemma 14 to give a win-win analysis of a progress step,
DropOrDescent. This progress step either executes a descent step (analyzed via Lemma 7), or
a drop step (analyzed via Lemma 14); we use Lemmas 11 and 12 to demonstrate correctness of each
of these cases. For the runtime analysis, we rely on Proposition 6, the main result of Appendix C,
to solve a relevant optimization problem used by our algorithm, but all other parts of the proof are
self-contained.

We provide pseudocode for the algorithm corresponding to Proposition 1 in Algorithm 2.

Algorithm 2: DropOrDescent(Of{) 1 (M* + N), M, U, Ydrop Ysubs A, 7, 7%, 6, €, 0, K)

Input: OF |, (M* + N) where M* € S is rank-r* and ||N]| < < Gl 7 C [d] with

20d °
[d] \ U] < Yarop, rank-r M € S*4 such that My 17, Mf7, ; are A-close on a ygb-submatrix,
d,ee (0 ,10) 0,k>1
Fr+rr
2407 log(394) 8007k log(22)
p1 < 762(15 , P2 < a U(—W\ﬁ;,g%ﬁ

T < supp(Oy (M* +N))\ {v € S(d) | [M* + N —M],| < LA} N (U x U)

v, < A2 [clip,on(M* + N —M)]? forall . € Z

(w,S) < {5-approximate minimizer to (20) with failure probability g, computed using
Proposition 6

z < output of Lemma 4 with M <+ ﬁ(w) —8S,q 1 e 1p,9 <— 2

Vo A™1- (2T (D(w) — S)?2)3

V4 —(v,w) + CVy

ifV>—(1- 116) then

U’ «+ Sparsify(O5 0, 1]( L(M* 4+ N —-M)), U, g,’}/sub +10 g,pg, %)

Return: (“Drop”, U’)

end

else

Z <+ output of Lemma 4 with Ml «— S, ¢ < 27, e ¢ 1,5« 2
Return: (“Descent”, M’ «+— M + ZZ"SZZ")

end

Proposition 1. Let M € S*9 be given as a rank-r factorization, let M* € S¥? be rank-r*,
and let U C [d]. Suppose we know for ~Yarop, Ysuo € [0,1], A > 0, that |[d] \ U| < ~gopd, and
My xv, Mp; y are A-close on a ~ygp-submatrix. Let 6,¢ € (0, 10) 0,k > 1, and suppose for
7 := r + r* and an appropriate polynomial,

KT log(4) g
B2 pol 1] Yab < = 4
peld poy<%ub€ I Y S o )
Given one call to Oy (M* + N) for |[N|| < eésg‘)‘jf, the following holds with probability > 1 — 6.
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1. If Algorithm 2 returns on Line 12, then My wy, My, 0 are (1 — A-close on a

Yeub + \/%-submatrix, and |U\ U’| < 40(vsu + (5)'/2)dlog d.

58)

2. If Algorithm 2 returns on Line 16, then My, ;, My, are 10€% A-close on a 2%sub-
submatrix, and M/ is given as a rank-(3r + 2r*) factorization.

Al é
0] (m-poly (T og(5)>> ,
Ysub€

where m > d is the number of observed entries upon calling Oy (M* + N).

The runtime of the algorithm is

Proof. Throughout the proof, without loss we let A = 1, since we can scale M by %, take the

claimed step, and scale up by A (indeed, examination of Algorithm 2 shows it performs this scaling).
Further, let 7 :=r +r*, D* :=M* — M, D := D* 4+ N, and fix

/T € €

ui=——, 0= —, p:= .

’Ysubd 20d 2’Ysubd

Also, let D := clip, (D), let Q* := {v € S(d) | |[D],| < ¢} and let £* := S(d) \ Q*. Note that

~

Lemma 2 shows we can simulate p;-semi-random observation oracle access to D := clip,, (D) (as
required by Line 4) and the < 41og(d) calls to ps-semi-random observation oracle access to D (as
required by Sparsify in Line 11), given access to Oy (M* + N), proving correctness of p in (4).

Let Z C S(d) correspond to the output of Oy (M + N) in Line 4, after removing indices in £*
and outside U x U, which we couple to 2 C Z, the result of calling O,, (M + N]yy) (i.e. a
p1-semi-random observation oracle where all probabilities are p;), after removing indices in L£*.

We now describe our algorithm. Define W, as in (9), and for w € RZ, define ﬁ(w) as in (8). Consider
the following optimization problem over W, x S, where S := {S € S | ||S||p < 1 + ¢€}:

we%:,%esF(w’ S) := —(v,w) + CH, (S]lft (D(w) — S)) ,
N . (20)
2Ysub =940 log(2d)

where v € R has v, = [D,]? forall . € Z, C :=

We compute (w, S), an {5-approximate minimizer to F, and V/, satistying [V — F(w,S)| < .
Pseudocode for computing such a V' with failure probability 1 — g is provided in Line 9, and the
correctness and runtime of this step are analyzed at the end of this proof.

LIV > —(1- %), we call Sparsify on (our semi-random access to) the matrix D =

5d
then return the new row subset U’ C U. We call this case the “drop” case.

M* + N — M with parameters U, 7 < Y2, 7 < Yo + 10\/%,]3 < p,and § <+ % We

2. Otherwise, we update to M + ZZ "SZZT, where Z € R?*2" is the output of Lemma 4

with parameters § < g, € %, M « S, and q < 27. We call this case the “descent” case.
We first analyze the drop case. We claim thatif V' > —(1 — %), it could not be the case that (14)
held. To see this, suppose (14) held. Then, with probability > 1 — g (due to our lower bound (4) on
p), Lemma 11 provides us (w*, S*) € W, x S satisfying

~ € Ysub€
D(w*) =S*+F* ) >1— -, for [|S*|lp <1 F*|,, < .
(’LU ) + ’ <v,w > = 9’ or H ||F S l+te H ||op — 4\/72

In fact, w* is only supported on €2, the fully random coordinates. By using Fact 1, we conclude that
€
F(w',$%) < = (1= 5) +C ([F* |, +nlog(2d) )

€ CYsub€ € 3¢
< 1_7) < (122,
= ( o)t TS ( 4)
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Therefore, any --approximate minimizer (w, S) to F will satisfy F'(w,S) < —(1 — 2¢). Finally,

since we assumed our computed value V satisfies |V — F(w,S)| < -5, this contradicts V >

12°
—(1- %) as claimed. Hence, (14) indeed did not hold, so by Lemma 12 and our bounds in (4), the

preconditions of Lemma 14 are met with € < proving correctness of the “drop” case with the
stated parameters.

36’

Next, suppose we are in the descent case, meaning we have (w, S) € W, x S satisfying F'(w, S) <
—(1 — €). By nonnegativity of the second summand in the definition of F, this shows

<f),13<w)> = () >1—e

Moreover, because (v, w) < dp = % by the definition of W,, we have

< H (slift (ﬁ(w) - S)) < (wsc)z < \;r @1

where we used Fact 1 in the first inequality. Lemma 7 then yields correctness of the “descent” case.

Hﬁ(w) -S

op

We next bound the runtime, which is the sum of three costs: the optimization solver, the cost of
obtaining an approximate value V, and the cost of Lemma 7 in the descent case. It is straightforward
to check that in the context of Proposition 6, which bounds the runtime of our optimization solver,

k=-—— R 0<’M>,andT=o(W).

2 4
2’)/Sllb ’Ysub € Vsub®€

Therefore, by our choices of C, i from before, the cost of Proposition 6 for g failure probability is

di®log(d)\ #7tlog(d). 15[ d
. log " [ —— .
X <<m+ Voun€® ) e <5%ub>)

Next, consider the cost of obtaining V satisfying |V — F(w, S)| We can explicitly compute the term

(v, w), and because nC'log(2d) < 57, it suffices to obtain an 5= = 5% -additive approximation

to || D(w) — S||op by Fact 1. The guarantees of Proposition 6 give that |D(w) — Sllop < 7255 (see
(21)). Therefore, we may call Lemma 4 with ¢ < 1, € ”S;‘f, and § + g,
log(d))
77

in time which does

dominate the above, using the rank- O( factorization of S given to us by Proposition 6.

Additionally, the runtime of Lemma 7, i.e. the cost of running Lemma 4 with constant € and g = 27,
does not dominate Proposition 6. The claimed runtime follows by combining these bounds.

Finally, the failure probability comes from a union bound over Lemma 11, Lemma 14, the subroutine
in Proposition 6, and our two calls to Lemma 4, once for the descent step and once to compute the
value V. We set each of the failure probabilities of these five randomized steps to g. O

By iterating on Proposition 1, we provide our full partial completion method, Algorithm 3.

Corollary 1. Let M, M* € S%*4 be rank-r*, and suppose |M — M*||g < A. Let o > 250 and
3, Yot € (0, 10) Algorlthm 3 uses one call to (’)ST(M* + N), where for appropriate polynomials,

A _ poly(£-log(§)) - a°®)
== poly (2~ log(£)) -at+om’ V'~ d ’

[IN]|

and computes a rank-r* - «°V-matrix M, such that with probability > 1 — 6, M’ and M* are
——close on a Yii-submatrix. The runtime of the algorithm is mo°™) - poly( log( ), where m is
the number of observed entries upon calling O“(M* + N).

Proof. We claim that throughout the course of Algorithm 3, the preconditions of Proposition 1 are
always met, i.e. Y is always an upper bound on the number of excluded rows U \ S, Yarop is
always an upper bound on the number of dropped rows [d] \ U, and M always has rank # — *. To
show correctness of the rank bound, the rank r of our iterate only increases on drop steps, where
Proposition 1 ensures r + r* at most triples, so 7 — r* (after the update on Line 11) remains a correct
bound on 7 throughout the algorithm. Also, 7 < 7 throughout, since there are < R descent steps.
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Algorithm 3: SRPartiaICompIetion((’)f{] 1 (M* 4+ N), M, A, 7%, &, Yoo, )
Input: OF |, (M* + N) where M* € S4xd rank-r* M € S%*? such that | M — M* | < A,
a > 250, Y01, 6 € (0, 75)
Narop < 0, Ngescent < 0, R <= /Iog v, € < exp(—8y/loga), K 288vloga V:Ogo‘,
Frop < (2r*) - 3F
eve tem —

7= 21", U < [d], Yeemp ¢ W}?log(@,%ub — Wﬂ)g@l) R
0 256007 (RK log(d))? o 1642 R2K24F

')’[%[ ’ 'Fmt’ngp
while Nyop < RK and Nyegeent < R do

if DropOrDescent(Of{)}u (M* + IN), M, U, Yarops Ysubs &, 7 — r*, 7%, %, €,0,k) =
(“Drop”,U") then
| U U, Yarop < Yarop + 5153+ A = exp(—555) A, Narop < Narop + 1
end
else
(“Descent”, M) «
DropOrDescent(Of{M] (M* + N), M, U, Yarop, Ysubs &, 7 — r*, 1%, %, €,0,K)
72 — 372’ Ysub — QPYSuba M — M,’ A — IOE%A, Ndescent — Ndescent + 1
end
end
Return: M

We next prove correctness of the 7, parameter throughout the algorithm. By Proposition 1, this
parameter doubles each time Algorithm 2 runs a descent step, which is correctly handled by Line 11.
Moreover, the only other time g, increases is by \/% each time Algorithm 2 runs a drop step, via
the first part of Proposition 1. Note that the algorithm terminates once RK drop steps or R descent
steps have run, and by our choices of 8, x, we have

4 Ytemp —R
— RK < -—lem .9
Vor = 160RK log(d) ’

which is our initial setting of -, in Line 3. Therefore, since the worst-case growth of the g
parameter over RK drop steps and R descent steps is if we encounter all of the drop steps first (and
then repeatedly double R times), the value of g, is correct throughout the algorithm.

Next, we show that the y40p parameter remains correct throughout the algorithm. Note that the Y
parameter is never larger than 1 Rﬁ“}‘;g @ < 160 R?{“‘iog( R Therefore, the number of dropped rows

in each drop step, by Proposition 1 and our choice of 8, is at most

Vtot Ttot Ytot Vtot VYot d
g0 — o JTO0) Glogd < g Jad
O(lfs()}u?{logd+ 9 )d 0gd < (4RK+4RK> 1= 3RK

Therefore the update to ygrop in Line 7 is correct. We have also shown that over the course of the
algorithm, we never drop or exclude more than W‘ﬁ)g(d) + %‘d < otd rows in total. Additionally,
we verify the second condition in (4) holds with the largest value of ygup:
“VYVtemp < €
160RK log(d) — 360"

Finally, after RK drop steps Proposition 1 shows that we have made an exp(— 555 - RK) = é factor
progress on the closeness parameter A. Similarly, after R descent steps, since 10 < €8 by our

condition v > 250, we have made an ¢ ¥ = % factor progress as well. The failure probability comes
from union bounding over the at most R(K + 1) calls to DropOrDescent.

For the runtime bound, by observation all of the parameters 7, 7;;, ¢! in Proposition 1 are bounded

by a polynomial in 7* - a°(}) throughout the algorithm. The correctness of the lower bound on p and
the upper bound on ||IN||  similarly follow from Proposition 1. O
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C Computing adaptive reweightings

In this section, we develop an optimization subroutine for solving the subproblems (20) arising in
our partial matrix completion method. We use an approximate Frank-Wolfe framework to reduce
our optimization to a sequence of linear optimization problems over our constraint set, which we
characterize as a matching polytope over a bipartite graph. We show that for the vector block of our
variable, we can cast these linear optimization problems as computing maximum weight bipartite
matchings, as explained in Appendix C.4. To efficiently implement the matrix block steps, we apply
standard tools from the numerical linear algebra and approximation theory literature in Appendix C.3.
We now define the problem we study in a self-contained way.

Throughout this section, we fix a subset Z C S(d) and parameters k € R, € € (0, 1), and define:

X = xeRi()|rréz[1€l)}< Z z, <
- 7

jeld)li=(i.j)* €T
{Ses™||S|p<l+€}, Z2:=XxS.

ISHIES

(22)
S:

In other words, S is the set of “short” (Frobenius-norm bounded) matrices. Further, if x € X is
viewed as a symmetric d X d matrix, the constraints on X enforce that = has bounded row and column
sums. Clearly z € X = ||z||; < k, so X is a subset of an ¢; ball of radius k. However, we can
more specifically capture X" as a scaled bipartite matching polytope.

Fact 3. Let T C S(d) be identified with a d x d bipartite graph G = (L U R, E), where for
(i,7) € [d] x [d], we place an edge from the i" vertex in L (denoted u;) to the ™ vertex in V' (denoted
v;) if and only if (i, j)* € S(d). Let M be the bipartite matching polytope of G, i.e.

Mi={feRE [max 3 fuw) <1 (23)

‘ v; ER|(u;,v;)EE

Then %X = M for X in (22), where we map coordinates in I to edges in E in the canonical way.

By the characterization in Fact 3, we efficiently implement iterations of our Frank-Wolfe method
by calling an approximate maximum weight matching algorithm by [22]. We also use the structure
of the matching polytope to prove a key regularity property on our objective in Appendix C.2. We
finally require the definition of a bounded submatrix, whose entries lie in a given range.

Definition 5 (Bounded submatrix). Let D € S%*¢ and T C S(d). We say that (D,T) is an
(¢, w)-bounded submatrix if for all v € Z, |[D],| € [¢, u].

When D and 7 are clear from context, we let D be the operator on RZ such that

D(w) := ZwLDL‘ 24)

€T

With these definitions in hand, our goal in this section is to optimize the following jointly convex
function over (z,S) € Z, for an (¢,u)-bounded submatrix (DD,Z) and parameters C,7n € Rs,
named Fj,oq.ia to denote its decomposition into progress and (approximate) flatness components:

Foog (. S) 1= — (Lz,2) + CHj (slift (D (%) -s)). o)

where v, = [D]? forall « € Z, and = denotes entrywise division.
v

Note that (25) is exactly the problem in (20), up to reparameterizing x <— w o v. It may be helpful
to think of the parameter settings for (25) in the context (20), e.g., C ~ %, n %, u R %, =~

é, k~ %, where r and +y are the rank and closeness parameter of a current iterate.

C.1 Approach based on the Frank-Wolfe method

To efficiently minimize f = Fop-niac (defined in (25)) over Z (defined in (22)) we apply a variant
of Frank-Wolfe or conditional gradient methods due to [35]. This method essentially reduces the
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problem to approximately solving min.cz (V f(q), z) for different values of ¢ € Z. The algorithm
is given below as Algorithm 4.!9 Below we define the curvature constant, the key quantity which
bounds the convergence of the method, as well as the main theorem from [35] which we use.

Algorithm 4: ApproxFrankWolfe(f, D, T, §) (Algorithm 2 of [35] restated)
Input: Differentiable, convex f : RY — R and compact, convex D C R< such that the curvature
constant of f with respect to D is (', iteration count K > 1 and approximation tolerance § > 0

Compute arbitrary z(?) € D
fort=0,....,7—1do
7 t42-2
Compute s*) € D such that (V f (=), s®) < minsep (Vf(z®), s) + %
Z(t+1) 4— (]_ — 'y(t))z(t) + 'y(t)s(t)
end
return z

(T)

Definition 6 (Curvature constant (restated from [35])). The curvature constant C'y p of convex and
differentiable f : RY — R with respect to compact domain D C R? is

Ctp = sup : (f(zy) = f(20) = (Vf(20), 2y — 20)) -

~2
20,21€D,v€[0,1],2y=20+7(21—20)

Proposition 4 (Approximate Frank-Wolfe, Theorem 1 of [35] restated and specialized). Let f : R —
R be convex and differentiable, let D C R? be compact and convex, and let z* € argmin, ., f(2).

Forany K > 1and 6 > 0, 2(T) = ApproxFrankWolfe(f, D, T, §) (Algorithm 4) satisfies

2(1 + 5)Cf,p

FET) = f(z7) < T

To facilitate applying Proposition 4 to efficiently minimize Fprog-at (25) over Z (22) we provide two
general lemmas. The first is Lemma 15 below, which implies that to implement Line 5 of Algorithm 4
it suffices to compute approximate gradients and and then approximately solve constrained linear
optimization problems for these approximate gradients.

Lemma 15 (Gradient approximation). For compact D C R, g, § € R%, and A, M > 0 suppose that
1{(g—g,8)| <Aand|{g,s)| < M forall s € D
If(§,8) < (1 —a)mingep (g, s) + A for $ € D and o € [0, 1] then
(g,8) < ;Iéig (g,8) + aM + 3A.

Proof. For s* € argmin ., (g, s) the assumptions imply that
(9:8) = (@.5) + (§— 9,5) < (1— ) (g, s") + A+ A.
The result then follows as
(1-a)(g.s") = (1—a) {g.s") + (1) (g — §.5") < (9,5") + alM + A.
O
The second lemma is the following straightforward upper bound on the curvature constant (that is

perhaps related to the relationship to smoothness given in Lemma 7 of [35]). It shows that to upper
bound the curvature constant it suffices to upper bound V2 f(2)[w, w] for all w, z € D.

Lemma 16 (Curvature bound). For convex, twice-differentiable f : R — R and compact D C R® if
V2f(2)[w,w] < M for all w, z € D then the curvature constant f with respect to D is at most 2M.

%We perform minor changes to the names of the variables, choice of offsets, etc. to facilitate and simplify the
use of [35] to obtain our results.
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Proof. Let 29,z € Z and v € [0, 1] and define z, := 2y + y(21 — 2) for all v € [0, 1]. Note that
vy
f(zy) = f20) = (Vf(20), 2y — 20) = =7 (V f(20), 21 — 20) +/ (Vf(2t),21 — 20) dt
0
2l
= / <Vf(2t) — Vf(ZQ), zZ1 — Z()> dt.
0

Additionally,

(VF(2) = Vf(20), 21 — 20) = /0 V2 f(za)l1 — 20,21 — 2)da

<t-sup V2f(2)[z1 — 20,21 — 20) -
z2€D

Now, since f is convex, V2 f(x) is positive semidefinite for all z € D and so
V2f(2)[z1 — 20, 21 — 20) < 2V2f(2)[21, 21] 4+ 2V2f(2)[20, 20]) < 2M .
Combining these bounds yields the desired bound of

flzy) — flz0) = (Vf(20), 2y — 20) < /0V 2Mtdt = M~?.
O]

In the following Appendix C.2 we bound the curvature constant of the particular f = Fjro.na defined
in (24) over Z and provide additional regularity bounds on this f over Z. Then in Appendices C.3
and C.4, we discuss the implementation of a single step of Algorithm 5 (specifically, Line 5 by
satisfying the conditions needed to apply Lemma 15). To fix some notation, we let z; := (x4, S;) be

the ¢t™ iterate of Algorithm 5 (z*) in the code). We also let
exp (Lslife (D (2) - 51))
t =
Trexp (Lslift (D (%) - S.))

be the gradient of H, (slift(D(7) — S)) before applying the chain rule, see Fact 1. Because of the
block-separable structure of slift, we have that

Y, — 1 L:  Odxda
"7 Tr(Ly) + Tr(Ry) \Oaxa R )’

where Ly := exp <717 (D (%) - st)> Ry = exp <717 (st -D (fj))) .

For notational simplicity, we finally define

Bt = Lt — Rt, Tt = TI'(Lt) + Tr(Rt)

(26)

We observe that by definition of the objective in (25), we have

Vo)l = —1+ & (BLE,) forall s € 7, Vsf(z) = S B..
Tt Tt

Finally, g; := (h;, H;) denotes the blocks of the approximate gradient computed in iteration ¢ and
v := (wg, Wy) denotes the blocks of the approximate linear objective optimizer in iteration ¢, as
suffice for applying Lemma 15. Throughout Appendices C.3 and C.4, we fix a single iteration ¢ and
drop t from all subscripts, to decrease notational clutter.

C.2 Curvature constants and regularity

Here we bound the curvature constant of Fog i as defined in (25) over Z defined in (22). To do
so, we first provide a bound, Lemma 17, on the operator norm of D(x) defined in (24), for x € X.
The proof follows from a previously established fact that the operator norm of any matrix (even if
rectangular) is upper bounded by the maximum ¢; norm of any its rows or columns (see e.g., Lemma
B.4, [19]); however, we directly give a self-contained proof for convenience.
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Lemma 17. Forall x € X (defined in (22)), we have ||D(z)||,, < Eu for D as defined in (24).

Proof. For all z € R, the Cauchy-Schwarz inequality and the fact that D(z) is symmetric imply

1
2

N|=

TD()2] = | 3 D)),z < | S 22D, 3 Z;][D(a:)]z
i,j€[d] i,j€[d] i,j€[d]
=> 2> D)
i€ld]  je[d]

Additionally, for all ¢ € [d] since (D, Z) is an (¢, u)-bounded submatrix and z € X,

> o > P,

jeld] JEld]le=(i,5)*eZ

ku
7

<

Combining shows that |27 D(z)z| < &4|z||5 for all z € R? and yields the result as D(z) is
symmetric. O

Lemma 17 improves upon the trivial bound on || D(z)||,, for  with ||z[|, < k. Note thatif z has k on
the index corresponding to the largest entry of Dz, then ||D(x)||,, > ku, which is substantially larger
than %“ bound given in Lemma 17. The improved bound for x € X" that we show in Lemma 17 is key
to obtaining bounds on the curvature constant of Fjoefiar Over Z which are sufficient for obtaining
our desired runtimes (i.e., scaling polynomially only in r*, not d). We provide the curvature bound as
well as different bounds on the regularity of Fjoe-fiac OVer Z below.

Lemma 18. Forall z,2' € Z with z = (,S) forx € X and S € S as defined in (22) and for
f = Fprog-fiat defined in (25),

, k
(Vaf(z')a)] < O+

2
(Vsf().9)] £ 26, and Vf(]e 2] < © <2+ lf“;) @

Consequently, Cr, ...z < =~ (2 + m)Q.

Proof. Let z,2/ € Z be arbitrary. Let A be the linear operator such that A(z,S) =
slift (D (%) — S). Let G be the gradient of Hy at Az" and let H be the Hessian of H, at Az'.

Note that the chain rule, Fact 1, and that the trace and operator norm are dual imply that, for
z = (z,S),

(V). 2) == (1z,2) + C(G, A2)| < |[z]|, + C||G]|, [[Az]l,, < &+ C[|Az],,
VA (e 2] = CHIAZ A2 < A
However, for any (z,S) € Z2 =X x S,
T T ku
. AT < <~ <
Hshft(D(v) s) OprD(U) Op+1+e,€2d +2, (28)

where the first inequality used the triangle inequality and that the operator norm is bounded by the
Frobenius norm, and the second used the range of v, that e € (0, 1), and Lemma 17. Combining these

inequalities yields V2 f(2/)[z,2] < € (2 + 42 d) . Applying the same argument with S = 0 and z =
0 yields | (V. f(2), 2)| < Ok 1k and (Vsf(='),8)| < 2C. Finally, Cr,, .z < 22 (2 + £

prog-flat »

follows from Lemma 16. O
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C.3 Matrix step implementation

In this section, we discuss how to approximate the S block of V Fyog-fiai(2) = V Fprog-fiac(, S)
within the error allowed by Line 5 and Lemma 15, where (as discussed earlier) we denote our
approximation by

H~Vsf(z,S) = %B, forT =Tr(L) + Tr(R), B=L — R,

following notation in (26). We then give implementation details for computing

W =~ min (H,M),
Mes

within the error threshold required by Line 5. Our approximately-optimal step matrix W will have
the convenient property of coming with an explicit low-rank representation, facilitating faster imple-
mentation of future iterations of our subproblem solver. We will give approximation guarantees in a
mixed multiplicative-additive format, whose conversion to additive error is facilitated by Lemma 15.

The main result of this section is the following.

Lemma 19 (S step). There is an algorithm which takes as input x € X, S € S given as a rank-r

factorization, R > ||%(D(%) — S)|lop» A € [0,C], and o, 6 € (0,1), and computes W € S as a
rank-q factorization satisfying

(W, H) < (1 — a)argming. s (W*, H) + A, (29)

for H € S™ with |(H — Vs Fprog (7, S),S")| < AforallS' € S, (30)

with probability > 1 — §. Moreover, ¢ = O(%), and the algorithm runs in time

C 1 C? d
O ((I| +dr)-R logK- <042 + A2> log <6>> .

Approximating the gradient. We begin by bounding the complexity of matrix-vector access to a

matrix B ~ B — L — R, with a given tolerance for approximation error. Ultimately we will use the
approximate gradient

H B 31)

to implement the update to S in our algorithm. Our access is based on a standard polynomial
approximation to the exponential which is well-known in the literature.

Lemma 20 ([2]). For o > 0 and R > 0, there is a polynomial p of degree O(R, [log i) such that
|exp(z) — p(x)| < aexp(x) forall x € [-R, R].

Applying Lemma 20 twice directly yields our approximation B.

Corollary 2. Let z € X, S € S satisfy ||%(D(%) —9S)|lop < R, and let A > 0. There is a matrix B
such that, for L := exp(%(’D(%) —S))and R := exp(%(S —D(2))), and defining

T:=Tr(L) + Tr(R), B:=L — R,
we have | Bl < (1+ 2T, as well as

C /= , , - c
?<B—B,S>§Aforalls €S, mV(B)_0<(|I|+ﬁnV(S)).R logA>.

Proof. 1t suffices to provide matrices L, R such that

Ton(L) + Taw(R) = O <<I| +Ton(S)) - Ry [log Z) :

HE—L < 2 1m).

A
= 7TI'(L)7 r 8C

v 8C

’f{—R
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Indeed, letting B := L — R, the bound on 7;1\,(]?5) is then immediate, and by Holder’s inequality
(with [|S"||p < ||S"||r < 2) and the triangle inequality, we also have the desired

€<]~3—B,S’> <2 ’B B| <2¢ (HL L
T T u T

by the definition of 7' = Tr(L) + Tr(R). We only discuss L. as the case of R. is symmetric. We
let L = p(;; L(D(Z) — S)), where p is the polynomial from Lemma 20 with o + A . The bound

+HR R

) <A,

tr

on Ty (L) follows from the degree of p, and the fact that Tny (D(2)) = O(|Z)). Moreover, letting
{Ai}iel) € [—R, R] be the eigenvalues of 1 2 (D(5) — S) we indeed have
~ A
L-L| = ) — =
[Tt =3 ) —epn)l < 25 3 exp(an) = 27 TH(L).
i€[d] zE [d]
Finally, the claim ||B|| < (1 + £5)T follows from the triangle inequality. O

Approximating the S step. We now build upon the access afforded by Corollary 2 to compute
‘W, our approximate solution to minyes(H, M), where H := CB is our gradient approximation.
Specifically, we use the following standard tool with Lemma 4 to provide our approximate linear
optimization implementation over S for any matrix supporting vector multiplication access.
Lemma 21. Let o,6 € (0,1) and M € S There is an algorithm which returns F € [(1 —
@) M|, (1 4 @) | M||g] with probability > 1 — & in time O(Tmy(M)a~%log 4).

Proof. Let Q € R**4 with independently uniform random unit vector rows in R? scaled down by
ﬁ for appropriately large k = O (a2 log %) By the Johnson-Lindenstrauss lemma of [20], with

probability > 1 — 4, we have for all ¢ € [d] that
2
IMQTT:; € [(1 = a) IV, (14 @) ML

Therefore, summing for all i € [d] proves that Tr(QM?2Q ") = F satisfies the desired bound. We can
compute MQ " explicitly in time & - Ty (M), and computing the Frobenius norm of MQ T € R4*¥
does not dominate the stated running time. O

Lemma 22. Let o,6 € (0,1), A > 0, let H € S™? have |H||, < 7, and let W* =
argminy . g (W, H). There is an algorithm which with probability > 1 — § returns W = ZRZ"
satisfying R € S and Z. € S, with

2
(W, H) < (1—a) (W*, H) +A, q:O(LQ), (32)
in time ) J
1 T
Proof. Note that in closed form, we have W* = —(1 + e)ﬁ, and the optimal objective value is
(W* H) = —||H||r. We first compute F' using Lemma 21 such that

Bl < F < (14 5 ) IH
within the allotted time and failure probability §. Then, letting W’ « —(1 + )2 € S, we have

2
[
F

(W' H) — (W H) = = 0F (140 [Hp < 5 [H]lp < —a (WS H). 33

Next, let W « ZZTW'ZZ T where Z is the result of Lemma 4 with g < [£5], ¢ « L, and failure

probability g. We output R := Z T W'Z and Z, which can be computed within the allotted time. The
result follows by combining (33) with

3T
(W.H) — (W', H) < [W' = W], [H, < F-04+:1(W') < A.

Here, we used that || W'|| < 2 implies < 972 singular values of W' are larger than 2% O
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We make one slight extension to Lemma 22 under implicit access to H.

Corollary 3. In the setting of Lemma 22, suppose H = %E for an unknown constant A. There is

an algorithm which returns W = ZRZ" with R € S7%9 and Z € S%* satisfying the guarantee in
(32) with probability > 1 — § in time

~ 1 72 d
Proof. We follow the steps of Lemma 22 exactly, except we instead let W/ < —(1 +¢) % where F”
satisfies || Bl < F’ < (14 §)|B||r, again with probability > 1 — ¢, using Lemma 21. Because

the computation in Lemma 21 is scale-invariant, the distribution of W' remains unchanged from
Lemma 22, and all remaining steps are the same as before. O

We combine the developments of this section to prove Lemma 19.

Proof of Lemma 19. We define H = %f’) as in (31) (using B defined in Corollary 2), and take the

step given by Lemma 22 and Corollary 3. Recall from Corollary 2 that || Hl|o, < (1+ &)C < 2C,
so we can set 7 = 2C in Lemma 22. Moreover, in the context of Corollary 3,

Tow(B) = O <(|I| +dr) - Ry/log Z)

The runtime bound then follows from Corollary 3. Finally, the rank bound ¢ follows from (32). [

C.4 Vector step implementation

In this section, analogously to Appendix C.3, we discuss how to approximate the X block of V f(z)
with a vector h, and give implementation details for computing

w ~ miy (h,v) .

We crucially use the characterization in Fact 3, which implies this is a weighted matching problem.
The main result of this section is the following.

Lemma 23 (X step). There is an algorithm which takes as input x € X, S € S given as a rank-r

factorization, R > ||%(D(%) —S)|lop» A € [0,C, and e, 6 € (0,1), and computes y € X satisfying

(y,h) < (1 — a)argmin, . (y*, h), (34)

for b € R with | (h — V4 Fyog i (2,S),2") | < A forallz’ € X, (35)

with probability > 1 — 6. The algorithm runs in time

Rk2021 1.5/ RdkC
O<(|I|+dr)-f Z% (Tox )+|§10g<1>>.

Approximating the gradient. Recall that [V, f(z,S)], = -1+ £ (B,E,) forall » € Z, where
again B =L — R and T = Tr(L) + Tr(R) as in Appendix C.3. To produce our approximation
h =~ V,f(x,S), we use the following helper guarantee.
Lemma 24 (Lemma 20, [38]). Ler e, €',6 € (0,1), {Ai}icin € S™% R > log &, and let M €
Sxd satisfy M|, < R. There is an algorithm which computes {V;}ic(n) C R such that for all
i€ [n),

Vi — (A, exp(M)) | < €(|Ai],exp(M)) + €'Tr(|]A;|) Trexp(M)
with probability > 1 — ¢ in time

VRlog!?(£ind) log 2¢
. > dee + Z ﬂnv(Az) . 26

O | Twv(M)

€
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With Lemma 24 established, our gradient approximation follows straightforwardly,

Corollary 4. Letz € X, S € S satisfy || (D(%) — S)lop < R, and let A > 0 and § € (0,1). We
can compute h € R in time

0 ((I| FTa(S)) VRE2C? logl.B(RédgC)> |

A2
such that with probability > 1 — 6,

[ (h—V.f(z,S),2')| < Aforallz' € X.
Proof. Define T as in Corollary 2 throughout the proof. We let h € R” satisfy hy = —1 + %

for all . € Z, for V,U € RZ to be defined, which we can compute within the allotted time. Since
lz’]]; < kforall ' € X, it suffices to show that ||h — V, f(z,S)|lec < 2%.

To this end, throughout this proof let M := %(D(E) —S), and define

v

V* = (exp(M),E,), U} := (exp(—M),E,), forall . € T.

L

By our choice of h,, we have
C
lh = Vaf(z,8)],| = 7 (V. = V| + U = U]) -

We take {V, },cz to be the approximations given by Lemma 24 with the set of matrices {E, },c7 and

M, § g, and e, € ﬁ; we define {U, } ¢z identically, except we apply Lemma 24 with —M

instead of M. Note that these approximations yield
C C
7 (Vo= VI U = UZ) < (e + ) Tr([E.]) (Trexp(M) + Trexp(—M))
A
k )
as desired. The first inequality used the guarantee in Lemma 24 with Holder’s inequality, and the

second used the definition of 7' = Trexp(M) + Trexp(—M) and Tr(|E,|) = 2. Finally, the runtime
follows directly from the bound in Lemma 24. O

<2C(e+¢€) <

Approximating the = step. Given our estimate h from Corollary 4, our approximate linear opti-
mization oracle follows from a known result on approximating maximum weighted matchings.

Proposition 5 (Theorem 3.12, [22]). Let G = (L U R, E) be a bipartite graph, let w € RE be a set
of weights, and let m := | E|. There is an algorithm which computes f € M, defined in (23), such
that (w, ) < (1 — o) mingseaq (w, f*), in time O(2 log 1).

We remark that Proposition 5 is stated in [3] for maximization of linear objectives in nonnegative
weight vectors w, i.e. maximum weight matchings. However, it is straightforward to see that this
implies the same result for minimization of linear objectives in arbitrary cost vectors w € R¥, by
first dropping any positive coordinates (which can only increase the objective (w,x) when z is
coordinatewise nonnegative), and then negating the result of [22]. Because our access to our cost
vector w of interest is implicit, we make a simple observation which extends Proposition 5.

Corollary 5. In the setting of Proposition 5, let C' € R>q, and suppose w = %v for an unknown
constant A > 0, and an explicit vector v € R™. The guarantees of Proposition 5 hold true for inputs
(w, G, M) if run on inputs (v, G, C' - M) instead.

Proof. This follows directly from scale-invariance of the guarantees in Proposition 5. O

We now use these developments to give a short proof of Lemma 23.

Proof of Lemma 23. We define h, = —1 + C(VTJJ) entrywise (using notation in Corollary 4), and
take the step given by Proposition 5 and Corollary 5. The runtime follows immediately from these
results. O
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C.5 Runtime analysis for subproblem solver
In this section, we put together the pieces and provide a runtime bound for approximately solving

(25). We first provide Lemma 25 which provides the bounds for implementing Line 5 for Z and then
use this to provide the main result for approximately solving, (25), Proposition 6.

Lemma 25. There is an algorithm that for input z = (x,S) € X x S where S is given as a
rank-r factorization, R > ||l( (£) = S)llop» A € [0, C] and § € (0,1) outputs 2 € Z with
2= (y,W) € X x S where W is output as a rank O( )factorzzanon such that with probability
>1-49,

(V Fprog-iar(2), 2) < gnelrzl (Vs Fyrog-fiar(€,8), 2') + A

in time
c? [ C d\ VRE*C*log"®(RLkC) Cku Cku
O((I|+dr)- (RAQ logxlog (§> + A2 +1Z] <k+A£2d>IOg<A£2d> .

Proof. Applying Lemma 19 and Lemma 23 yields that for any as,ay € (0,1] and A € [0,C)]
(which we set later) we can obtain with probability > 1 — § (by a union bound) W € § as a rank-q

factorization for ¢ = O(%) and H € S?*9 satisfying (Lemma 19)
(H,W) < (1 —-as) Inin (H,S") + A and |(H — Vs Fpopiat(2,9),2")| < Aforall S’ € S,
‘e

andy € X and h € R? satisfying (Lemma 23)
(h,y) < (1 —ax) mln (h,2') and |(h — Vx Fyoeniae(z,S),2')| < Aforallz’ € X,

in time

C 1 Cc? d ka20210g1'5(Rdlfc) Z| 1
7 \Viog = - | = 4+ == | log | = _ 34 log (— ) | -
O(( | + dr) (R 0g % (0% +A2) og((s) + A2 + " og(ax)

Conditioning on these events and applying Lemma 15 and Lemma 18 yields that
<v8Fprog—ﬂat(x7 S)7 W> < »glelr/\l’ <v$Fprog—ﬂat(xa S)a (E/> +as-2C + 3A.

and
. ku _
<VXFPr0g-ﬂal(l‘7 S)7 y> < g}é% <VXFpr0g—ﬂat(xa S), S/> +ax - (C€2d + k') +3A.
Picking g = %, ax = min{% (k+ 35;)_1, 1} and A = ﬁ then yields the result. O

‘We now prove a more quantitative variant of Proposition 2.

Proposition 6. Let e € [0,C] and § € (0,1), and suppose |[D],| € [¢,u] for all v € . There is an
algorithm computing (x, S), an e-approximate minimizer to (5) with probability > 1 — ¢, in time

2 2 /*kz 21 10 dec
< < CT d>~<R ¢ 1/1og010g< ) ¢ o )
€2 )
+0 <T|I| : C"ER" log (C”GR”D ,

. . 2
, and S is given as a rank-r = O(f—2 .

for Ry :=n"'(2k + 3%) and T = [%] T) factorization.

Proof. Throughout the proof let f := Fpogfia for simplicity. Our algorithm computes 2T =

ApproxFrankWolfe(f, Z, T, QCnR

be computed. By Lemma 18 we know that C 1.2 < 2CnR?2 and consequently Proposition 4 implies
that so long as each iteration of Algorithm 4 is implemented to the desired accuracy,

2 2
2Cy z N 4CnR;, - 8CnR; -
T+42 T+2 — T+2 —

) (Algorithm 4), where we note that Cy, z need not necessarily

FET) = f(2) <
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CnR
T+2 T

To implement the method we apply Lemma 25 with (A, §) in the lemma set to ( 3). This

suffices to have the desired output with the desired probability by union bound.

It remains to bound the computational cost of this algorithm and the rank of the output. Note that
2 ’

C”TR"’ =Q(e ) and R, > H%(D(%) —8')||op for all (z/,S") € X x S (by Lemma 17, see e.g.,

(28)). Additionally, if we initialize the method with (04, 04xq) then we see that the rank of the S

component of each computed s is O( ) and that each S component of each z(*) can be maintained

as a rank O(¢ - 62 ) factorization. The computational cost is then dominated by the cost of each
iteration which, by Lemma 25 is bounded as claimed after adjusting by 7. O

D Postprocessing

In this section, we give the second main component of our overall matrix completion algorithm in
Algorithm 7. This piece takes as input two matrices M, M* € S9*¢ which are close on a submatrix
(where we only have noisy semi-random 0bservat10ns from M*). It then performs a sequence of
postprocessing steps to produce a matrix M such that M is close to M* on the full matrix, as
measured in the /., norm. For the first step of Algorithm 7, we simply reuse our earlier subroutine
Sparsify (Algorithm 1), whose guarantees we recall here for convenience.

Lemma 13. Let D € SU*?, such that there is A C U C [d] with [U\A| < <.
Let s € Nandp > 800 log( ). Then with probability > 1 — 6, Algorithm 1 returns U’ C U with
U\ U'| < 4vdlog d, and DU/XU/ has at most s entries with magnitudes > T per row or column.

In Appendix D.1, we prove a structural fact about bounded spanning subsets of low-rank matrices.
We use this to analyze our fixing step in Appendices D.2 and D.3, where we use regression problems
on a subset of columns passing an appropriate test to complete the matrix.

D.1 Localizing errors via spanning subsets

Before giving our next postprocessing steps, we prove a structural property, which can be stated
concisely in the language of volumetric spanners [5]. Following definitions in [7], Lemma 26 shows
any n-sized set in R? admits a 2d-approximate ¢ -volumetric spanner of size d + 1.

Lemma 26. Given {v;};c[n] C R% there exists S C [n] with |S| < d + 1 such that for all i € [n),
v; = Z a;v;
JES
with coefficients satisfying 3, |a;| < 2d.

Proof. Consider the largest volume simplex among the {v; };c[q), say given by {v; };e[441) Without
loss of generality. We claim all the other vectors are contained in the simplex with d 4 1 vertices,

Z vj — dv;, foralli € [d+ 1].
jeld+1]

To see this, fix i € [d + 1], and let the (d — 1)-dimensional plane spanned by the other d points
be P. If any other v; lies outside the two planes parallel to P at equal distances, such that one
contains v;, then including v; would produce a larger-volume simplex. Taking the intersections of
the halfspaces defined by these planes produces the simplex described above. From this, we have the
desired property by convexity of the ¢; norm, applied to the coefficients defining this simplex. [

Using Lemma 26, we obtain the following corollary on boundedness of large index subsets.
Lemma 27. Let D € S%*9 be rank-r, and assume each row of D has at most s entries with magnitude
> 7. There exists S C [d) with |[d] \ S| < (r 4+ 1)s such that ||[D]s:||oc, |[D].s]|cc < 2r7.

Proof. Let UXUT be an SVD of D, and let {ui}icia) € R be the rows of U. By Lemma 26, we
can find a subset 7" such that all rows 4 € [d] can be written as

Uy = Zajuj, with Z la;| < 2r.

jeT JET
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This also implies every row of D can be written as a linear combination of the row vectors {D;.} e,
such that the ¢; norm of the linear combination coefficients is at most 2r. Now, let S = [d] \ R, where
R consists of all indices 7 € [d] such that |[D];;| > 7 for some j € T'; by assumption, |R| < (r+1)s,
giving the size bound. Take some row D;. for ¢ € [d], and let D; g be the restriction of this row to
columns in S. By applying the given linear combination to the rows {D; s };er, all entrywise at
most 7 in magnitude, the triangle inequality shows || D; s|lcc < 277 as claimed. O

D.2 Testing columns

In this section, we present the second step of our postprocessing algorithm, where we design a test to
identify columns with no large errors. This step uses our structural claim in Lemma 27.

Algorithm 5: Test(M, j, ¢, g, 6)

Input: M € R4, j € [d], ¢ >0,q,0 € (0,1)

tmax < [10log %]

c+ 0

for ¢ € [tmax] do
Sample T C [d] by including each element independently with probability ¢
if min, cgir| Mo — M|l + @ |lv]lo < 20 thenc <« c+1

end

if ¢ > Ltmax then Return: true

else Return: false

To analyze Algorithm 5, we need the following basic claims which are standard in the literature.
Lemma 28. Let rank-r M € R¥* be yi-incoherent with d > k, and let x € span(M). Then for all
i € [d], ol < (7)Y ||z

Proof. Let U € R¥" be an orthonormal basis for span(M) with rows {u; };c[q), so that z = Uv
with ||z||, = [|v||5. The conclusion follows from

ur
il = | s, v) [ < lually l2lly <4/ = [l -
d

Lemma 29. Let V C R? be a p-incoherent subspace of dimension r, and let By € R " be an
orthonormal basis for V. Let S C [d] have |S| > (1 — ?Tlm)d Then the following properties hold.

vslla > /2 [0l

« span([By]s.), as a subspace of R1%1, is 3-incoherent.

O

* Foranyv €'V,

Proof. Let A := By]§.[Byls: = ;e 4 bib, where {b;};c[q) are rows of By By the definition
of incoherence, we have that [|L, — Allop < Tr(L, — A) =3, c (g s Tr(b;b) < 1, so that
2
I, - A=-I.
3

The lower bound then yields the first statement. Now, the matrix M := [By/] 5. A2 has orthonormal
columns, and the same span as [By/|s.. Furthermore, by incoherence and the fact that A > %IT, all

of the rows 7 € S of M have
3 3ur
;. < - e, < —_—
Ml <42 1Byl < /2

Finally, |S| > 2—3‘1 (since p > 1). Combining these claims proves the second statement. O
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We also include the following application of the matrix Bernstein inequality from [43].

Lemma 30 (Lemma 12, [43]). Let § € (0,1) and let V C R? be a p-incoherent subspace of
dimension r. Let By be an orthononormal basis for V, with rows {b;}icqy C R". Let S C [d]

have |S| > (1 — 3M)d Let T C S include each element independently with probability p >
100’” log (2F). Then with probability > 1 — 4,

p T
Shr = > bib =< 2pl,.

€T

Now, we are ready to analyze our testing algorithm and prove that it has the desired behavior.

Lemma 31. Let M* € S9*? be rank-r* and p-incoherent, and let M € S4*% be rank-r for r > r*.
For s,7 > 0, assume M — M* has at most s entries with magnitudes > T in each row. Then with
probability 1 — ¢, if we run Algorithm 5 with parameters q, ¢ and j € [d] such that

1000u7™* d —
qulog(§> q_20,usr*’¢ g™,

Algorithm 5 has the following behavior.
* If M5 — Mjlloo < 4r*my/ur*, Algorithm 5 returns true.
* If MY — M.jlloc > 107qdpr*, Algorithm 5 returns false.

Proof. Let the SVD of M* be M* = U*X*(U*)T. We consider the two claims separately.

True case. Suppose that [|[MY; — M|l < 47*7+/ur*. We will prove that each run of the inner
loop of the algorithm succeeds with probability > %. By using Lemma 27 with D < M* — M, and
applying our upper and lower bounds on g, there exists S C [d] with [S| > (1 — 32— )d such that for
alli € S, [|[M% — M,;||co < 4r*7. Next, by Lemma 30 and incoherence of M*, with probability 1%,

2
(Virns)  Virns = ngr'

This means there exists v € RT™ with [|v[|, < 32”(’12* . such that (V;,g) v = (V) T, which

also means M7 gv = M. We thus have for this vector v,
IM.rasv — Ml + [0l < [IMipagv — Mirasoll o + ||ME = My ||+ ¢ llvll
< AT ||ofly + 4t + ¢ vl (36)
< A7 ||ol|y VIT| + 6r* 7/ < 2007/ pr* < 2¢,

where we used that with probability 19—0, T'| < 2q¢d. By a union bound, each independent test thus
increments ¢ with probability % over the randomness of T, so a Chernoff bound gives the claim.

False case. Next, suppose that [M?; — Mo > 10qu,ur*, and again consider a single run of the
algorithm. Let iy € [d] be the entry such that IM ; — M| > 107qdpr*. First, with probability at
least % over the randomness of the inner loop, for all ' € T,

M7 — Mo

(37

because by assumption there are at most s indices j' where \M* — M, j/| > 7. Since gs < 20,

there is at least a 75 probablhty that none of these indices is selected in T' by a Chernoff bound. As

before, with probablhty 15 there is a vector v with |[v]|, < 32’?(; such that M?v = M. Also,

again, with probability F, we have |T| < 2¢d. Now let R C [d] be the set of rows i such that

H[M*]i,Tu{j} - [M]i,Tu{j}Hoo ST
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By assumption, each row in T'U {j} can only remove s indices from R, so

1
>d—s(|T|+1)>d—-2 >(1-
|R| >d—s(|T|+1) >d—2gsd > ( 10’[”*) d

Consider any solution v’ to the problem in Line 6 which increments c. For v’ to be feasible, we must
have |[v'|| < 2,50 ||v'||; < 2|T|. Further,

IM.pv" — M| < 2r*7\/qd. (38)
Hence, for alli € R,
M, (0 = )| < Mg = Mg |+ (M, 7 — M, )0/
<7l T+ 2r* 1/ qd < 3rqdVr>.

In the first line, we used that M/.v = M; by definition. Also, note that M*.(v — ') is in the span

of M*, so by Lemma 29, the fact that |R| > (1 — ﬁ)d, and (39),

+ )[M]i,T v' — M @9

Mz (0 = ), < \/f M (v = )|, < drqdvid
Therefore, by incoherence of M*, Lemma 28 implies that for all ¢ € [d],
[IM 1 (0 = )| < drqdar (40)
However, consider the index ¢o defined at the beginning of this case. Similarly to (39),
+ ’([MLOT - [M*]iO,T) v’

< 24/qdr*T + 7 - 2|T| + 4rqdpur* < 10Tqdur™,

LY Mioj| < ‘[M}io,T v = Mioj

i0j

+ ‘[M*]io,T (v =)

where we used (37), (38), (40), and |T'| < 2q¢d. This contradicts the assumption that
’M‘,‘ Mioj’ > 107qdur*.

i0j

We conclude that the problem on Line 6 fails to increment ¢ with probability > % by a union bound.

Since we repeat the loop 10 log(%) times, with 1 — § probability the test will reject, as claimed. [

Remark 2. From observation, the proof of Lemma 31 continues to hold if the problem on Line 6 is
solved up to accuracy 0.1¢. That is, the true case actually proves a stronger bound of 1.9¢ in (36),
so it would continue to pass for any error < 0.1¢. Similarly, even if we assumed the vector v in the
false case achieved a value of < 2.1¢ (instead of 2¢), we would still have a contradiction.

Finally, we include a claim from prior work which bounds the complexity of implementing Line 6.

Lemma 32. Following notation in Lemma 31, for any ¢ € (0, 1), assuming q = O(’%* log(4)), the
optimization problem on Line 6 can be solved to accuracy 0.1¢ with probability > 1 — 0, in time

(o (rin(})

Proof. For shorthand let Ml := M. 7, k := |T'|, and u := M.; in this proof, and assume that & < 2¢d,
which occurs with probability > 1 — g. We create a linear program,

min ch,
TERFT2AT<b
wherez" = (v o B)fora, € Rand v € R¥. We encode the constraints |[Mv — u||, < o,
[v]l, < B using 2d + 2k linear constraints on z. Finally, we make the objective ¢' 2 = o + ¢f3.
The conclusion follows by applying the solver of [69], Theorem 1, with failure probability %, since
k= 0O(ur* 1og(%)) and we have a O(d + k) x O(k) constraint matrix. O
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Algorithm 6: Fix(O (M), M, T, ¢, ¢, )

Input: O3 (M), M € S T C [d], ¢ > 0, 4,8 € (0,1)
Sample B C T by including each element independently with probability ¢
G0
for b € B do

| if Test(M.7,b, 6, q, 1) then G < G U {b}
end
for j € [d] do

S; < indices in [d] of observed entries in our call to O;j(ﬁ)

< argmin, cgic|9vVqd [|v]| o, + [[Ms; xv — Mg, o
end

V VeArEical concaltenation of {’UJT Yield
return M = M. V'

D.3 Fixing columns via regression

We now complete our postprocessing algorithm. Given an estimate M that is entrywise close to M*,
except for a small number of potentially large errors in each row and column, we first run Algorithm 5
to identify a set of columns containing no large errors. We then set up regression problems to fix the
rest of the matrix (which may initially contain large errors on some entries).

Lemma 33. Let M* € S¥? pe rank-r* and p-incoherent, and let M = M* + N for N € S%xd
with |N|| < 7. Let M € S¥*4 be rank-r for r > r*. For s, > 0, assume [M — M*].7 has at
most s entries larger than T in each row and column. Assume

1 100pr d
- > log (2.
8—20 T |—( 1om>d’p— d Og(5>

Then with probability 1 — ¢, if we run Algorithm 6 with parameters q, ¢ such that

1000ur d
> 1
I () v

then the output satisfies

HMfM*

<10*¢?d*(ur)*r

Proof. First, by Lemma 27 and applying our upper and lower bounds on g, there is a subset 7/ C T

with [T7] > (1 — #)d such that for all j € T”, [|[M.; — Mj||oc < 477. Next, by Lemma 31, with
probability 1 — we have BNT’ C G. Thus, by applying Lemma 30 with S <~ 7" and p + ¢, we

3

10’

have that with 1 — 1—0 probability, for any j € [d], there is a vector uj with [|u;, < /557 such that

M’qu; = M. Also, by Lemma 31, we have with probability 1 — ﬁ that
Mg — M| < 107qdpr.

Now fix a j € [d] and consider the execution of the loop in Lines 7 to 10 for this index j. Consider
u; as a candidate solution to the optimization problem. We have

P/ qd [|ug]| , + HMijGUj —Msj,jH < 2v/qdpr' T + HMijGUj —MéjxgujH
oo oo
+Ins, - M|

< 2v/qdpr'°1 + /|G| ||uj |, 107qdpr + 7
< 1007qd(pr)'5,

where we use that with 1 — & probablhty, |G| < 2qd. Thus, the solution v; in Line 9 must have

HM%ww—M%ﬂ < 1007qd(pr) ", Jlugll. < 1001/ (41)
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This implies that
* * * NI
365, < 805~ M|+ [t~

+ M -
< |G| |vjll o, 107qdpr + 1007’qd(u7“)1'5 +T
< 2500¢%d? (ur)*°7.

Next, recall that span(M*) is p-incoherent. Let B € R?*" have orthonormal columns with
span(B) = span(M*), with rows {b;};c[4. By Lemma 30, with probability 1 — S; con-
tains a subset .S’ such that |S7| < 2pd and

/

TP I >| ‘

D> bib; = !
i€S)

10d2 ?

Thus, for all vectors z € span(M*), ||z|l, < |S/ ||zS/ |l2- Using p-incoherence of span(IM*)

[Mgu; — M| < [[Migv; — M|, ﬁ

again,

dpr

< HM* v-—M*,,H o il

> S5:GYI S%:j 9 |S§|
* *

< HMS_;:ij —MS_;ZJ.H r

o0

< 5000q2d2(/u")37

where the first line used Lemma 28. Finally, recall from (41) that for v; to be an optimal solution, we
must have [|v;]|_ < 100u'®/r. Since |G| < 2¢d, we have the desired bound for column j € [d]:

IM.qu; = M| < [Migv; = Mg, + [Migo; — MG
< |G| [lv)ll IM:c — Mgl +5000¢%d* (ur)r
<10%2d* (pr)3r
Union bounding all of the failure probabilities then completes the proof. [
Remark 3. Similarly to Remark 2, we note that the proof of Lemma 33 is tolerant to an error of
Tqd(ur)tS for the problem in Line 9, because this implies (41) holds up to a negligible constant

factor, which does not affect correctness of the rest of the proof. Line 9 can again be solved to this
accuracy in time O(d - poly(urlog(£))), with failure probability 6, as described in Lemma 32.

Finally, we put everything together and give our full postprocessing procedure.

Proposition 3. Let M* € S*¢ be rank-r* and p-incoherent, and let M=M*+N for N € Sdxd
with |N||_ < A for some A > 0. Let M € S**? be given as a rank-r decomposition, with r > r*.
Further, for v € (0, 1) suppose M and M* are dA-close on a ~y-submatrix. Finally, assume

< ——Mm——.
7= 104 ur log(d)

Then for any § € (O 1) ifp > % - poly(ur log( )) for an appmpriate polynomial, Algorithm 7 uses
one call to O,(M ) and with probablllty > 1 — 0, outputs M e S guch that

< poly (/u“ log (?)) A. (6)

Also, ML is given as a rank-poly (pr log(%)) factorization. The algorithm runs in m - poly(ur log(g))

HM—M*

time, where m is the number of observed entries upon calling O;r(M)
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Proof. Let 7 = 1000Aur'-® log d. By applying Lemma 6, [43], and the assumed bound on v, there

is A’ C [d] with |[d] \ A’] < m such that

H[Mfﬁ]A/XA,

<M =M Jarxarll +A<T
Now we run Algorithm 1 with
1054272 log?(4) d

— — )
b d 08 10%u2r2logd

These satisfy the conditions in Lemma 13, so with probability 1 —
S| > d(1 — 555,7)-
column, implying [M — M*]g« s has < s entries with magnitude larger than 27 per row or column.

2., we obtain S C [d] with
and [M — M] sxs has < s entries with magnitude larger than 7 in each row or

Next, we run Algorithm 6 on the submatrix with rows indexed by 5, i.e. we use the observations
from Mg. and input Ms.. The subset that is input to Algorithm 6 will be 7' <— S, and we use
q= SOOONT IOg( ) > |S| > d( 300,“) and by

Lemma 29, M. is 3p-incoherent. Thus, Lemma 33 yields, with probability 1 — 150 , M such that

[ | < 10t unyr < 100t iog? (§)

oo

Finally, we transpose the matrix and then run Algorithm 6 again to complete the whole matrix, i.e.
with inputs M <~ M " and T' < S. Overall, we compute rank-poly (7 log(g)) M such that

< poly (/M‘ log (?)) A.

Finally, by convexity of norms, we can symmetrize M « (M + MT) and this will only improve
the bound. Combining over all of the subroutines, the sample complexity and runtime are as claimed,
by appropriately applying the linear program solvers as described in Lemma 32 and Remark 3. [

HM—M*

We provide pseudocode for the procedure in Proposition 3 in Algorithm 7.

Algorithm 7: Postprocess(Oj; ]( ), My, A 1™,y 6)

Input: OF 1]( ) where M = M* + N € S%¢ where M* is rank-r* and yi-incoherent and

[Nl <A, M e S% given as a rank-r factorization such that M, M* are dA-close on a
~y-submatrix, § € (0, 1)
. r 1084272 log? (<
S+ Sparsﬁy((’)fo 1 (M M), 1000A prt-> log d, JOOurlogd’ e (5), 15—0)
D 100’“" log( ), q P’OOOW log( ), T+ 1000Aur'-> logd
M le(Q;f(MS;),MS:,S, Vadrr, g, &)
r < rank(M)
p = T log($), g « T log(§), 7+ 10M (ur) >0 log? (§)A
NA : SEUNAY NA )
M le(Oﬁ(M)N,MT7 S,Vqdrt, q, 15)
Return: 1 (M +MT)

E Semi-random matrix completion

In this section, we finally combine the two main components of our algorithm, Algorithm 3 and
Algorithm 7, to give our final result, Theorem 2. We begin with a preprocessing step to estimate an
initial distance bound, which follows straightforwardly from an analogous result in [43].

Lemma 34. There is an algorithm, EstimateFrobNorm, which takes as input O;r(ﬁ) and parameters
A >0andé € (0,1) where M = M* + N where M* € S is rank-r* and p-incoherent and
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IN|l <Aandp > %‘)g(d/é). EstimateFrobNorm runs in time O(m) where m is the number
of observed entries and outputs an estimate V' € R such that with probability > 1 — 9,

IMF[lp < V< 10d* (Ml + A).

Proof. Let Q2 C [d] x [d] be the set of observed entries. Our estimator for V' will be

V=\/2d (M| +A)2.

(2,7)€Q

Now we analyze this estimator. For each row i € [d], by Lemma 30, with probability at least 1 — 2,
if we let S; be the set of observed entries in row ¢,

DMz 5y (M

JES; ] €ld]
Summing over all rows, we have by the triangle inequality \ij\ < \ﬁ”\ + A that
* (12 * 12
V2 > dp [ M|l > [|M*|;
which proves one side of the claim. To prove the other direction, by the triangle inequality,

V < V2d ([Mllr +dA ) < 108 (Ml + A).

Now, we present the full algorithm for semi-random matrix completion.

Algorithm 8: SRCompIetion(Of{) 1] (ﬁ) A%, 0)

Input: OF (M M) where M = M* 4+ N € S%*? where M* is rank-r* and ji-incoherent and

HNHOOSA 6€(0,1)
M «+— 0d><d

Do — 200#r*(liog(d/5)

D < EstimateFrobNorm (O, (M), $.A)
P « poly (r*, i, log (42))

Q < poly(P)

pe 9

K « [log %]

while D > AdQ do

M ¢+ SRPartiaICompIetion( 0 (M N), M., D, 7%, P, 55l 4;;)

M « Postprocess ((’) 0.1] (M* +N), M, ﬁ7 %?po(l), %, 1, R)
M + PCA,. (M)

D <+ 0.1D
end

Return: l\N/I

Remark 4. In Line 12 of Algorithm 8, PCA,.«(-) denotes computing the top-r* PCA of a matrix. We

ensure that the input M is a rank r = poly(r*, u, log(g—D)) matrix given as a low-rank factorization,
and then this step can be implemented in time d - poly(?)

Now we prove our main theorem.

Theorem 2. Let M* € S*? be rank-r* and p-incoherent, let N € S¥™4 have |N||_ < A, and let
d € (0,1). Let Q = poly(r*, u, log(d”M le )) for a sufficiently large polynomial. Algorithm 8 can

43



be implemented with one call to O;r(M* + N) forp = % and outputs M € S with rank at most
Q (represented in terms of its low-rank factorization) such that with probability > 1 — 6,

s <o
oo
The algorithm runs in time O(mQ) where m is the total number of observed entries.

Proof. We inductively verify the conditions of Corollary 1 are satisfied whenever
SRPartialCompletion is called and the conditions of Proposition 3 are satisfied whenever
Postprocess is called. The base case for SRPartialCompletion is clear from the guarantees of

Lemma 34. Now assuming that the hypotheses of Corollary 1 are satisfied when SRPartial Completion
is called, we know the output M has rank r < r* -P°M) and is g—close toM* ona W submatrix.
Now this implies that the hypotheses of Proposition 3 are satisfied when we call Postprocess and

thus we get that

D _ D
< poly(r*) PPV 5 < =

M — M* .
“ dP = 100d

Since M* is rank-r*, we have
IM — M* || < 2||PCA,- (M) — M* |l < 0.1D.

This now implies that the hypotheses of Corollary 1 are satisfied at the beginning of the next iteration
(unless D < AdQ in which case the loop ends). By the way we set K, the loop ends in at most K
iterations and thus the overall failure probability is at most §. As long as none of the subroutines fails,
the above argument implies the output must satisfy

HM—M*

<AQ

and that M has rank at most Q. Note that by Lemma 2, we can simulate all of the observations used
in the algorithm with a single sample O, (M* + N)) with reveal probability

* aM* ]
pOly <T y Ky log (TF)>
d .

The overall runtime guarantee follows by combining the runtime guarantees of Corollary 1, Proposi-
tion 3, and the PCA step (see Remark 4).

P
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: As stated in the abstract and introduction, this is a theory paper where we give
a new algorithm for semi-random matrix completion and prove that it achieves improved
guarantees in terms of runtime, accuracy and noise tolerance.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the modeling assumptions and acknowledge that since this is a
theory paper, the modeling assumptions and runtimes of the algorithms may not be practical
yet (as mentioned in Section 1.3), but hope that the insights are useful and may have practical
implications in the future.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper (and supplementary material) includes complete proofs of all of the
claims.

Guidelines:
» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:
* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:
* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:
» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:
* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
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10.

11.

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We read the ethics guidelines and believe we meet them.
Guidelines:
* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our paper is about theoretical results and therefore substantial societal impact
would likely come only with further research and work. However, we do discuss how our
paper is motivated by algorithms more robust and less sensitive to distributional assumptions.
In this sense, our paper seems to be providing a potential helpful tool; positive or negative
societal impacts of this tool would likely come from future work applying our result.

Guidelines:
* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not release data or models.
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Guidelines:
* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:
* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:
» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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