Under review as a conference paper at ICLR 2025

USING GNNS TO MODEL BIASED CROWDSOURCED
DATA FOR URBAN APPLICATIONS

Anonymous authors
Paper under double-blind review

ABSTRACT

Graph neural networks (GNNs) are widely used to make predictions on graph-
structured data in urban spatiotemporal forecasting applications, such as predicting
infrastructure problems and weather events. In urban settings, nodes have a true
latent state (e.g., street condition) that is sparsely observed (e.g., via government
inspection ratings). We more frequently observe biased proxies for the latent state
(e.g., via crowdsourced reports) that correlate with resident demographics. We
introduce a GNN-based model that uses both unbiased rating data and biased
reporting data to predict the true latent state. We show that our approach can
both recover the latent state at each node and quantify the reporting biases. We
apply our model to a case study of urban incidents using reporting data from
New York City 311 complaints across 141 complaint types and rating data from
government inspections. We show (i) that our model predicts more correlated
ground truth latent states compared to prior work which trains models only on the
biased reporting data, (ii) that our model’s inferred reporting biases capture known
demographic biases, and (iii) that our model’s learned ratings capture correlations
across locations and between complaint types. Especially in urban crowdsourcing
applications, our analysis reveals a widely applicable approach for using GNNss
and sparse ground truth data to estimate latent states.

1 INTRODUCTION

Graph neural networks (GNNs) have emerged as powerful and expressive models for making pre-
dictions on graph-structured data, especially for urban applications such as air quality monitoring,
forecasting traffic flows, predicting housing prices, and modeling the spread of epidemics (Xie et al.,
2019; Roy et al., 2021; Brimos et al., 2023; Yu et al., 2023; Zhan & Datta, 2024). In urban planning —
our empirical setting — government officials often wish to know where urban incidents like rodents
or floods truly occur so they can make downstream resource allocation decisions; however, this
ground truth is typically unobserved and must be predicted. GNNs are a powerful tool to make these
predictions, as they can naturally encode spatial correlations of the ground truth states across nodes
in a graph (e.g., neighborhoods in a city). For example, if a flood has occurred in one neighborhood,
the adjacent neighborhoods are also likely to be flooded.

Estimating latent ground truth for the hundreds of types of incidents that occur in a city is challenging.
Nevertheless, there are two sources of information we can use, each with its own limitations. First, we
observe the ground truth state via government inspections which generate ratings for neighborhoods.
For example, New York City conducts street inspections for every street and rates them from 1-10.
Importantly, these inspections are only conducted for some incident types and neighborhoods and are
thus sparsely observed. These settings also often have another source of data: frequently observed,
biased proxies of the latent state, e.g., via crowdsourced reports of incidents. Unlike ratings, reports
are observed across all incident types, all neighborhoods, and multiple points in time. However,
previous work has established that underreporting is pervasive and heterogeneous (Clark et al., 2020;
Kontokosta & Hong, 2021; Agostini et al., 2024; Liu et al., 2024); in different neighborhoods that
face similar incidents, residents often report those incidents at different rates. This presents an
identifiability issue; if one neighborhood logs more reports than another, it is unclear whether the
former has a worse ground truth or if given the same ground truth, the latter is less likely to report.
Thus, reports may not accurately predict ground truth across all neighborhoods as the same ground
truth state may have different reporting patterns across the city. For example, Casey et al. (2018)
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Figure 1: We use a GNN-based model to estimate two quantities: ground truth inspection ratings and
reports of incidents. We model inspection ratings r;x; using node i’s learned node embedding e, []
and type k’s learned type embedding e, [k]. We model reports T} as a function of the rating r;x;
and a set of node-specific demographic features X;.

found that in Washington, D.C. crowdsourced reports on rodents did not accurately predict the
outcome of inspections. Moreover, differences in reporting often correlate with demographics, so
learning only from reporting data risks introducing bias against underserved populations.

We propose a novel GNN-based approach to capture the above characteristics of urban incident
reporting — (i) high dimensionality: we have crowdsourced reports across many types (e.g., rodents,
food poisoning, fallen trees, etc.) over time; (ii) frequently observed, biased reporting data: our
reports capture whether incidents of each type were reported in each node in each granular time
period; and (iii) sparsely observed, ground truth rating data: the city conducts periodic inspections
which yield ratings for a sparse set of types, nodes, and time periods.

Our GNN-based approach jointly models both the the true latent state and the probability of a report
for each node (neighborhood) across all incident types. Summarized in Figure 1, the model uses a
GNN to capture spatial correlations in the ground truth state (e.g., street condition) and estimates how
the reporting probability varies across nodes as a function of demographics. We train our model to
simultaneously predict (i) ground truth ratings using learned node and type embeddings and (ii) how
the likelihood of reporting varies by demographics, conditional on ground truth state. Since there is
no way to distinguish between neighborhoods which truly do not have problems and neighborhoods
that do not report them, estimating this model is impossible without some information to constrain
or identify the ground truth state. We show on semi-synthetic data that by supplying the model
with sparse ground truth rating data, we are able to identify which neighborhoods systematically
underreport incidents. Thus, on types for which ground truth ratings are not observed, we are still
able to infer the ground truth and correct for reporting biases.

We apply our model to a case study of New York City 311 complaints (crowdsourced reports),
leveraging 55 million reports across 141 types over two years. We combine this with a carefully
curated dataset of ground truth ratings which are sourced from 300k government inspections across
5 types in the same time frame. Using both semi-synthetic simulations and real data, we show that
our approach can (i) estimate the ground truth inspection ratings and (ii) quantify the biases in the
frequently observed reporting data, capturing the fact that different neighborhoods report similar
issues at different rates. We find that the sparsely observed, ground-truth rating data and the frequently
observed, biased reporting data both confer benefits. Using both the ground truth rating data and the
reporting data, our model can infer ground truth ratings that are 2 x more correlated than a model that
only uses reporting data. Additionally, our model predicts ratings that more plausibly reflect spatial
correlations between nodes compared to a model that uses rating data alone. We also show that our
model’s inferred reporting biases align with known demographic patterns of underreporting and that
our model’s learned ratings capture both spatial correlations across neighborhoods and correlations
across 311 complaint types. We will release code and data to replicate all experiments.

Although our primary application is to urban crowdsourcing, our approach is broadly applicable to
other GNN prediction tasks where both sparsely observed, ground truth data and frequently observed,
biased data are available. Specific application areas include other urban challenges (such as estimating
air quality using both resident reports and sparse sensor measurements) and spatiotemporal processes
(such as epidemic forecasting using both internet search data and sparse official health reports). Our
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work also relates to prior work on semi-supervised learning on graphs with sparse ground truth labels
(see related work in §2). Our analysis reveals a generalizable approach to using GNNs and sparse,
ground truth data to identify latent states.

2 RELATED WORK

Our work relates to and extends several literatures: (1) urban spatiotemporal modeling and related
methodology, including semi-supervised learning, (2) learning from noisy and human-reported data,
and (3) GNN learning on noisy graphs. Our work is at the intersection of these literatures, augmenting
biased labels with ground truth for graph learning applied to urban settings.

Spatiotemporal modeling: GNNs are a natural fit for high-dimensional spatiotemporal modeling
in applications like traffic forecasting, epidemic forecasting, and molecular dynamics (Kapoor et al.,
2020; Roy et al., 2021; Wang et al., 2022a;b; He et al., 2023; Pineda et al., 2023; Wu et al., 2024).
Several works also design ways to encode spatiotemporal information in GNNSs, including positional
encoders (Klemmer et al., 2023), kriging convolutional networks (Appleby et al., 2020), and inductive
kriging (Wu et al., 2021). Non-GNN-based spatiotemporal models, including Bayesian, clustering,
and matrix factorization models, have also been used for urban issues like crime (Hu et al., 2018),
pedestrian traffic (Zaouche & Bode, 2023), air pollution (Sarto et al., 2016), urban flow (Pan et al.,
2019), and infrastructure monitoring (Budde et al., 2014).

For 311 complaints in particular, prior works have quantified underreporting of floods using spa-
tiotemporal models (Agostini et al., 2024) and have more broadly quantified the geographic and
demographic patterns of underreporting (Kontokosta et al., 2017; Wang et al., 2017; Kontokosta
& Hong, 2021). Disparities in incident reporting rates lead to downstream inequities in resource
allocation, so understanding the patterns of underreporting is crucial (Liu et al., 2024). Especially
notable in relation to our work, one prior study in Washington, D.C. showed that 311 reports are poor
predictors of ground truth ratings, in line with our hypotheses and findings (Casey et al., 2018). Our
work extends this literature by proposing a specific approach to overcome the limitations of biased
reporting data: leveraging sparse ground truth.

Other methodological areas: Our work ties in with three broad methodological areas: semi-
supervised learning, learning from noisy and human-reported data, and GNN learning on noisy
graphs. A long line of prior work has dealt with semi-supervised learning on graphs and noisy
labels. Several prior works address our core issue of semi-supervised learning with sparsely observed,
ground truth labels and frequently observed proxies. In some works, the proxy labels are the outputs
of a machine learning model (Arazo et al., 2020) which are debiased to produce better predictions
(Zhang et al., 2021). Wang et al. (2022c¢) tries to learn which proxies are reliable and upweights those
which are predicted to be reliable. Our work extends this literature, by showing that models that use
both reliable inspection ratings and less reliable crowdsourced reports improve upon models which
only use the less reliable reports.

One common source of frequently observed, biased data is human behavior (such as crowdsourced
reports). Prior work has shown that models which use this biased data can affect high-stakes
decisions (Lum & Isaac, 2016; Obermeyer et al., 2019; Mullainathan & Obermeyer, 2021) and
that crowdsourced labels vary across annotators and often correlate with demographics, indicating
that different groups may perceive the same data (e.g., text, image, incident/problem) differently
(Chakraborty et al., 2017; Zhang et al., 2017; Ding et al., 2022). There is also work that attempts to
resolve a ground truth label from several annotations (Dawid & Skene, 1979; Bach et al., 2017).

Finally, several prior works provide methods for learning on noisy graphs. For instance, in social
and citation networks the graph itself is often noisy and dynamic, leading to spurious correlations
between nodes (Hamilton et al., 2017). Methods such as graph attention and causal regularization
overcome these issues by filtering spurious correlations from causally relevant ones (Wang et al.,
2019; 2022a; Wu et al., 2023). Other methods deal with noisy and sparse labels for nodes. Dai et al.
(2021) and Qian et al. (2023) generate pseudolabels for nodes by aggregating information from the
most similar labeled nodes. Crucially, these methods do not augment noisy node labels (i.e., reports)
with ground truth data. Applications of the above techniques include inferring links in gene regulatory
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networks (Singh et al., 2024), estimating the spread of infectious diseases (Tomy et al., 2022), and
detecting vulnerabilities in software (Cheng et al., 2021).

Our work extends and combines insights from these areas: we use a GNN to model both sparsely
observed, unbiased data and frequently observed, biased data generated from human behavior. We
use both data sources to predict ground truth latent states and learn about reporting biases.

3 MODEL

Approach overview: Our GNN model is summarized in Figure 1. The purpose of our model
is to (i) estimate the true latent state of a particular incident type at a particular location — e.g.,
what is the true street condition in a particular neighborhood?; and (ii) to quantify biases in the
observed reporting data — e.g., which neighborhoods systematically underreport incidents and how do
reporting behaviors correlate with demographics? In many urban settings, models are fit using only
the frequently observed reporting data, resulting in biased predictions (Xu et al., 2017; Casey et al.,
2018; Li et al., 2020; Hacker et al., 2022). In contrast, our approach learns the true latent state using
both the frequently observed, biased reporting data and the sparsely observed, unbiased rating data.

Notation: Consider a network G with n nodes and adjacency matrix E. In our case study, nodes
are indexed by ¢ and represent neighborhoods, and edges connect adjacent neighborhoods. Each node
i has features X; € R”, where D is the number of features. These features include demographic
factors that may influence reporting rates. There are 7 incident types indexed by k (e.g., rodents,
floods, etc.). We index time by ¢ (e.g., weeks). We have two types of data: sparsely observed,
unbiased true state measures (e.g., inspection ratings) and frequently observed, biased data (e.g.,
crowdsourced reports).

Observed data: For some node/type/time tuples, we observe inspection ratings 75 € R. In
our urban reporting case study, we source ratings from city government inspections for various
government services (e.g., street ratings, park ratings, etc.). A lower inspection rating indicates a
worse true state; e.g., a street with a lower rating has more damage. We normalize (z-score) the
inspection ratings for each type across time and nodes. We use ratings from incident types for which
inspections are conducted randomly and periodically (as opposed to in response to potentially biased
reports) so that ratings are unbiased observations of the true latent state.! However, our observed
inspection rating data is sparse and only available for a subset of nodes, types, and times.

We also observe reports of incidents T;: € {0, 1}, where T;x; = 1 indicates that an incident of type
k was reported for node ¢ at time ¢. In our urban reporting case study, we source reports from New
York City’s resident reporting system, NYC311. Reports are obtained from residents and are thus
biased proxies of the true latent state that correlate with resident demographics.

Examples of r;;; and T} data exist in many settings. In environmental monitoring, r;;; may be
geographically sparse sensor measurements of air quality, and T}, may be resident reports of air
quality. In epidemic forecasting, r;;; may be sparse health reports, and 7;;; may be search data
(Bauer & Aschenbruck, 2018; Chang et al., 2024).

Model: We model ratings using a node embedding and a type embedding. Node i’s embedding
enli] € REn where E,, is the embedding dimension, is a low-dimensional representation of a node
and captures the node’s attributes and position. The node embeddings are learned using a GNN
(Kipf & Welling, 2017; Velickovi¢ et al., 2018), which is a deep learning model that leverages graph-
structured data by iteratively aggregating and transforming features from neighboring nodes. Thus
our node embeddings are spatially correlated, mirroring the correlation of true incident occurrence
across neighborhoods. We also learn type k’s embedding e, [k] € RE~, where E, is the embedding
dimension. The type embedding is a low-dimensional representation of a type and captures the type’s
features, similarity to other types, and relationship to nodes in the graph. Thus our type embeddings
capture correlations across types.

'In our empirical setting in New York City, many government agencies explicitly conduct proactive, regular
inspections not in response to reports, in addition to also conducting inspections in response to reports (NYC
Open Data, 2024¢). We identify and filter out inspections made in response to reports. Details on how we filter
inspections are provided in Appendix C.
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More formally, we model the true latent state as follows:

Predicted rating: 71 = e [i]TeT [k] 0

True inspection rating: 7k ~ fr(-|Fikt)

The predicted rating 7;x; is estimated from node i’s embedding e,, [¢] and type k’s embedding e [k].
The true rating is drawn from a distribution f,. parameterized by the predicted rating 7.

We model reports as follows:
True report: T;x; ~ Bernoulli(sigmoid (g7t + 9;—Xi)) 2)

Each report T}, is drawn from a Bernoulli distribution parameterized by a logistic function of the
true rating 7;%+ and node specific demographic features X;, with unknown type-specific coefficients
ar € Rand 0, € RP. These coefficients are unique for each type which reflects that different
incident types have different reporting characteristics, a claim we confirm on our real rating data.

We now discuss how we predict the probability of observing a report. For different node/type/time
pairs (i, k, t), we model the probability of observing a report differently depending on whether rating
k¢ 1 observed and whether ratings for other nodes 3’ for type k are observed (i.e., whether ratings
rik¢ are observed). Overall, there are three different cases that we consider:

Case 1: Predicted probability of a report P (Tikt) when rating ;i is observed. In this case, we
model the probability of observing a report as a function of the true, observed rating 7;;, and we
estimate type specific reporting coefficients oy, 0] :

Case 1: P(Tikt) = sigmoid (Tt + (‘)ZXZ-) 3)

Case 2: Predicted probabiity of a report P(Tikt) when rating ;i is unobserved but ratings r; i for
type k are observed at other nodes i'. In this case, we do not have access to node 7’s true rating, so we
model the probability of observing a report as a function of the predicted rating ;i and type specific
reporting coefficients [, 0]. The type specific coefficients [ay, 0] are learned via equation 3 using
the nodes ¢’ for which the ground truth ratings r;; are observed for type k.

Case 2: P(Tikt) = sigmoid (o Pkt + H,IXi) O

Case 3: Predicted probabiity of a report P(Tikt) when rating r;i: is unobserved and no ratings
for type k are observed at any node. We again do not have access to the true rating, so we model
the probability of observing a report as a function of the predicted rating ;. We also cannot
simultaneously learn the rating r;;; and the type specific reporting coefficients [ay, 0], thus we
model the probability of observing a report as a function of the mean reporting coefficients across
types with observed ratings [@, 6].

Case 3: P(Tjy;) = sigmoid(aix; + gTXi) )

Learning a separate regression for each type k allows us to recover type-specific reporting coefficients
[k, 0x] which accounts for different types’ reporting propensities. For instance, residents may be
more likely to report rodents than a noise complaint. We implicitly assume here that the mean
coefficients [@, f] are reasonable for types with unobserved ratings, i.e., the reporting coefficients
transfer across types to some extent. We show in our semi-synthetic experiments that compared
to a model trained on reporting data alone, our model, which uses both inspection rating data and
reporting data, is able to predict ratings that are more correlated to the ground truth ratings, even for
types for which the model does not observe any ground truth ratings.

We note that our approach easily extends to other parameterizations of r;x; and T;,. Thus, while
our described model predicts constant ratings 7;x; and reporting probabilities If’(quf) over time, our
method generalizes to spatiotemporal GNN-based models. Full details on our model and learning
procedure are provided in Appendix A.

Loss function: To calculate our loss function we first separately evaluate our model’s performance
on predicting reports and ratings. Our final loss is a weighted sum of each of these individual loss
components. More formally, the loss function consists of four parts:
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Full model Reports-only model Ratings-only model
0.42 0.43 -

Correlation on
predicted reports

Correlation on 0.60 0.35 0.58
predicted ratings

Table 1: Semi-synthetic experimental results. We compare our full model (which uses both
reporting and rating data) to a reports-only and a ratings-only model. Compared to both baselines, our
full model can estimate ratings without compromising accuracy in predicting reports. We calculate the
correlation between our predicted probabilities of reports and the true probabilities for all node/type
pairs. We calculate the correlation between our predicted ratings and the true ratings for all nodes
and for all types with observed ratings. We report the median correlation across 5 synthetic datasets.

(1) Report loss for data points with unobserved inspection ratings: Binary cross entropy (BCE)
between the true T;x; and predicted P(T;x+) for data points with unobserved inspection ratings.

ACreport unobserved — Z 1 (Tikt is unobserved) : BCE(P(Tzkt)7 Tikt) 6)
ikt
(ii) Report loss for data points with observed inspection ratings: BCE between the true T;x; and
predicted P (T} ) for data points with observed inspection ratings.

£reporl observed = Z 1 (Tikt is observed) : BCE(p(Tikt)a Tzkt) @)
ikt
(iii) Rating loss: Mean squared error (MSE) between the true rating r;1; and the predicted rating 7;.
Lrating = Z 1 (r;e is observed) - MSE(7xt, 7ikt) 8)
ikt

(iv) Regularization loss: L? norm of the predicted ratings 7;;,;. We include this loss to maintain stable
training and prevent our predicted ratings from exploding.

Eregularization = Z LQ ('Fikt) 9)
ikt
The overall loss is as follows:
L= Ereporl unobserved 7 Ereport observed T+ Y2 - [frating + Y3 Eregularization (10)

We use weights 1, 7v2,v3 and fix the weight on Lreport unobserved t0 1. We select weights via a
hyperparameter search maximizing the correlation of predicted reports and ratings. Details are in
Appendix A.

4 SEMI-SYNTHETIC EXPERIMENTS

We now validate our proposed approach on semi-synthetic data. We verify that our model can
accurately recover the true data-generating process (i.e., inspection ratings, crowdsourced reports,
and the reporting coefficients) when our model is well-specified.

4.1 SEMI-SYNTHETIC DATA

For our semi-synthetic experiments, we use demographic features X; and reports T;;; from New
York City 311 data (NYC Open Data, 2024a). We analyze all Census tracts> with valid demographic
information (n = 2292 nodes), complaint types with a reporting frequency greater than 0.1%
(7 = 141 types), and all weeks in the two years from 2022 - 2023. X represents 6 Census tract level
demographic features and T € {0, 1} denotes whether at least one report of type k was made in
node 7 during week ¢. In total we analyze more than 55 million reports. We then generate synthetic
ratings r;; so that we can compare our model’s predictions against a known ground truth.

%A Census tract is a geographic region defined by the U.S. Census Bureau to analyze population data. On
average, each census tract has thousands of inhabitants. There are 2326 total Census tracts in New York City.
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Figure 2: Semi-synthetic experimental results. Figure 2a: We show that our full model predicts
more correlated ratings than a model that uses only reporting data. We calculate the correlation
between the average predicted and true rating for each node/type pair. We show results for all types
with observed inspection ratings and for the mean across these types. We plot the median correlation
across 5 synthetic datasets. Error bars denote the range across the 5 trials. Figure 2b: We show
that our model’s predicted coefficients [f,, i) match the true coefficients [0, o] for all types with
observed inspection ratings. The red line indicates perfect prediction.

We generate synthetic inspection ratings r;x; by inverting equation 2:

rise = — (logit(E¢(Tike)) — O X;) (11)

€73
Here, E;(T;1+) is defined as the empirical frequency of T;; over all weeks in the dataset and [ay, 65
are type-specific reporting coefficients. Our synthetically generated inspection ratings r;;; aim to
replicate our real inspection rating data described in §5.1. Thus, for each type k, we draw o, and
0y from a Gaussian with a standard deviation of 0.1 and a mean equal to the average reporting
coefficients predicted by a logistic regression model run on the real inspection rating data.> Full
details on our synthetic inspection ratings are available in Appendix B.1.

We report results from 5 trials. For each trial, we draw a set of reporting coefficients [, 0]; generate
a new set of synthetic ratings; refit the model to that dataset; and evaluate the predicted ratings,
reports, and reporting coefficients. We use a time-based split. We train on data from January 2022 to
June 2023 and test on data from July 2023 to December 2023. We wish to assess the effect of using
reports and ratings. Thus, we compare inferences from models with (i) both reports and ratings (ful!
model), (ii) only reports (reports-only model), and (iii) only ratings (ratings-only model).

4.2 SEMI-SYNTHETIC RESULTS

Table 1 shows our results. Compared to the reports-only and ratings-only models, our full model
estimates ratings without compromising performance in predicting reports. Across all types, the

average correlation between our full model’s predicted probability of a report P(T;x;) and the true
probability P(T;x:) is 0.42. Across all types with observed ratings, the average correlation between
our full model’s predicted rating #;;; and the true rating r;; is 0.60. We report RMSE results in
Appendix Table 4.

Table 1 shows that compared to the reports-only model, the full model predicts ratings which better
correlate with ground truth (r = 0.60 for the full model versus 0.35 for the reports-only model), and
the full model predicts reporting probabilities which are similarly correlated to the true probabilities
(r = 0.42 for the full model versus 0.43 for the reports-only model). Figure 2a breaks down the
full model’s improvement for each type with observed inspection ratings. In Appendix Figure 5 we
also show that, compared to the reports-only model, our full model predicts ratings that are more
correlated with ground truth even for types with unobserved ratings. This shows that ground truth

3We set the intercept of #), such that our generated 75 are zero mean. Thus, our generated and real inspection
ratings take on both negative and nonnegative values.
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Full model Reports-only model Ratings-only model
0.25 0.55 -

Correlation on
predicted reports
Correlation on
predicted ratings

0.19 0.08 0.18

Table 2: Real data results. We compare our full model to a reports-only and a ratings-only model.
Compared to both baselines, our full model can estimate ratings without overfitting to reports. We
calculate the correlation between our predicted probabilities of reports and the true probabilities for
all node/type pairs. We calculate the correlation between our predicted ratings and the true ratings for
all nodes and for all types with observed ratings.

data for observed types are beneficial in predicting ratings for unobserved types. Importantly, this
demonstrates that our model can learn ground truth characteristics that generalize across types, a key
contribution over prior work which models only a single type at a time.

Next we compare our full model’s predicted ratings to the ratings-only model’s predicted ratings.
When learning only from rating data, a model can only make predictions on the sparse set of types
for which ratings are observed. Thus even though in Table 1, compared to the ratings-only model, the
full model predicts ratings that are similarly correlated with the ground truth ratings (r = 0.60 for the
full model versus 0.58 for the ratings-only model), this comparison is only for types with observed
ratings. For types with unobserved ratings, only our full model can generalize and predict ratings.

A final benefit of our model is that it recovers the true reporting coefficients [, 0], as shown in
Figure 2b. In our semi-synthetic data, the reporting probability P(T;.) is defined as a logistic function
of the node demographics X; and the true synthetic inspection rating r;;. One cannot identify both
the reporting coefficients [, 0] and the inspection ratings r;x; using only crowdsourced reporting
data. In particular, with only crowdsourced reporting data it is impossible to distinguish between
a bad inspection rating that is never reported and a truly good inspection rating. Thus, to identify
reporting coefficients, one must either use both rating and reporting data or make strong parametric
assumptions (e.g., assume a shared reporting model across types).

Overall our semi-synthetic results show that our approach helps if our model is well-specified. In the
next section, we assess on real inspection rating data.

5 REAL-WORLD CASE STUDY: NEW YORK CITY RESIDENT REPORTING

In the following sections, we describe our

experimental set up (§5.1), validate our fit- te1  Full model
ted model (§5.2), and investigate cluster- Reports only model
ings of our learned ratings (§5.3). Mean .
5.1 EXPERIMENTAL SETUP Street 1 '
Park - —o—
As in the semi-synthetic experiments, we
use 55 million NYC 311 reports across Rodent - } *o——]
2292 nodes, 141 types, and two years. We
collect ratings from government inspection Food 1 —e—i
data for five complaint types: (i) street con- 1.
ditions (NYC Open Data, 2023), (ii) park bewp 14 — e 0.2_' -

maintenance or facility conditions (NYC
Open Data, 2024c), (iii) rodents (NYC
Open Data, 2024e), (iv) food establish-
ment/mobile food vendor/food poisoning Figure 3: On real data, our full model predicts more
(NYC Open Data, 2024d), and (v) DCWP  correlated ratings than the reports-only model. Results
consumer complaints (NYC Open Data, are shown for all types with observed ratings and the
2024b). We process the inspection data mean across these types. We plot bootstrapped mean
to remove any inspections triggered by 311 correlation and 95% ClIs over node/type pairs.

reports. Details are in Appendix C.

Correlation of predicted ratings
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We split our data into a train and test set using a time-based split, as is standard in urban planning (Yu
et al., 2018; Farahmand et al., 2023; Huang et al., 2023; Agostini et al., 2024). We train our model on
data from January 2022 to June 2023 and we test on data from July 2023 to December 2023.

5.2 VALIDATING THE MODEL

Prediction in real data is more challenging than in our semi-synthetic setting due to model misspecifi-
cation. We model the probability of a report as a logistic function of demographics and true ratings,
which allows us to quantify how reporting rates vary by demographics. But in reality, it is likely
that reports are generated by a more complex function with more complex inputs. Nevertheless, our
model’s predicted ratings and reports still correlate with ground truth. As shown in Table 2, across all

types, the average correlation between our full model’s predicted probability of a report P(Tikt) and
the true probability of a report P(T;x) is 0.25. Across all types with observed inspection ratings, the
average correlation between our full model’s predicted rating 7;x; and the true rating r;x; is 0.19. We
report RMSE results in Appendix Table 5.

Compared to the reports-only model, our full model’s predicted ratings are more correlated
with the ground truth ratings: Table 2 shows that compared to the reports-only model, the full
model’s predicted ratings are more correlated with ground truth ratings (r = 0.19 for the full model
versus 0.08 for the reports-only model). We also see that, compared to the reports-only model, the full
model’s predicted probabilities of reports are less correlated with ground truth probabilities (r = 0.25
for the full model versus 0.55 for the reports-only model). This is because the reports-only model
overfits to the biased reporting data, evidenced by the model’s large disparity in performance between
predicted reports and ratings. Overall, our priority is to accurately predict ratings, and we find in both
semi-synthetic and real data, that compared to a model that uses reporting data alone, our full model’s
predicted ratings are more correlated with ground truth ratings. Importantly, this highlights a key
contribution of our model which leverages sparse, unbiased rating data over prior work which only
learns from biased reporting data. Figure 3 breaks down the full model’s improvement in predicting
ratings for each type with observed inspection ratings.

Table 2 shows that compared to the ratings- —covariate Mean coefficient
only model, the full model’s predicted rat- Tog(Population density) 027
ings achieve comparable correlations with g 10 degree population 0.16
ground truth (r = 0.19 for the full model {7 <oho1ds occupied by renter 0.13
versus (.18 for the ratings-only model). log(Median income) 0.12
Investigating whether refinements of our  ypiie population 0.08
model can yield improved predictions by y1odian age 0.06
incorporating reporting data represents a .o inspection rating —0.20

promising direction for future work.

Table 3: Univariate demographic coefficients. We
0, captures known demographic predic- report the average predicted univariate demographic
tors of underreporting: 0 measures the coefficients across types with observed ratings. The
contribution of each demographic feature  estimated coefficients capture known demographic fac-
in X; to the reporting rate. We estimate (ors: tracts that are more dense, more educated, have a
0, by fitting univariate variants of our full higher income, have more white residents, or are older
model. Each univariate model is trained are more likely to report incidents. We also report the
on both rating and reporting data, but only  average coefficient on the true inspection rating across

uses one dqmographic feature. We run a  4]] univariate models. Tracts that have lower ratings are
separate univariate model for each demo- more likely to be reported.

graphic feature in X;. Table 3 shows that

the inferred coefficients capture known demographic predictors of underreporting. Consistent with
prior work, tracts that are more dense, more educated, have a higher income, have more white
residents, or are older are more likely to report incidents (Kontokosta & Hong, 2021; Agostini et al.,
2024; Liu et al., 2024). We report the coefficients predicted by a multivariate model in Table 6.

5.3 CLUSTERING NODES AND INCIDENT TYPES

Predicted ratings are spatially correlated: For each node i, we create a vector r; = {7k }7_;
of ratings over all types k. We use each node’s r; vector to cluster the nodes into 4 groups. We find
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that the predicted clusters are spatially correlated and demographically distinct. Figure 4 shows that
our clusters are spatially correlated, e.g., there is a clear spatial separation. The clusters correlate
with New York City (NYC) borough lines, e.g., Manhattan falls mostly into cluster 0 and the Bronx
falls mostly into cluster 3. Each NYC borough functions as a separate administrative area and
corresponds to significant socioeconomic and other demographic differences. We similarly find
significant demographic differences between the nodes in each of our predicted clusters, and we
report the statistically significant differences in Appendix Table 7.

We compare our full model’s cluster- Full model Ratings only model
ing to the ratings-only model’s clus- B Cluster 0
tering. Figure 4 shows that our full Cluster 1
model learns more spatially correlated B Cluster 2

ratings than the ratings-only model. BN Cluster 3
Many urban phenomena are spatially

correlated, e.g. if a flood occurs in one b~
neighborhood, it is likely that adja- ‘w. )
cent neighborhoods have also flooded. " N3
Prior work has used the spatial corre- -

lation of ground truth data as an iden-

tification approach (Agostini et al.,
2024). Thus, while adding reporting Figure 4: Using each node’s vector of learned ratings over

data does not improve our rating pre- types, we cluster nodes into 5 groups using a k means clus-
dictions, it allows the full model to tering algorithm. Our model which learns from both reports
predict more reasonable ratings com- and ratings predict more spatially clustered ratings than a

pared to the ratings-only model. model which learns only from ratings.

Ratings capture correlations between complaint types: For each type k, we create a vector
ri = {rirt}7, of ratings over all nodes 1 to cluster the types into 8 groups. We find that each group
contains a coherent cluster of types, and in Appendix Table 8 we describe and list the types captured
by each cluster. Additionally, Appendix Figure 6 shows that the dimension of highest variability (i.e.,
first PCA dimension) of the rj, vectors captures type frequency (i.e., E;[Tixt])-

6 DISCUSSION

We address the challenging problem of estimating graph neural networks (GNNs) in settings where
we observe biased outcome data. In these settings, nodes have a true latent state that is sparsely
observed (e.g., via inspection ratings). We often also frequently observe biased proxies of the latent
states (e.g., via crowdsourced reports). We propose a GNN-based model that uses frequently observed,
biased reporting data and sparsely observed, unbiased rating data. We apply our model to New York
City 311 data and show that (i) our model makes better predictions of the ground truth latent state
compared to a baseline model trained only on reporting data, (ii) our model’s inferred reporting biases
capture known demographic factors of underreporting, and (iii) our model’s learned ratings capture
correlation between nodes and 311 complaint types.

Our model opens several avenues for additional applications and future work. Here we experimented
with a particular model for reporting propensity; one line of future work could investigate whether
other methods of incorporating reporting data can produce more accurate rating predictions. Another
natural direction is to apply our model to other urban settings with biased reporting data. As discussed
in this paper, reporting biases often correlate with demographics, so learning only from reporting
data risks introducing bias against underserved populations. Beyond urban applications, other GNN
tasks may also have sparsely observed ground truth and frequently observed biased proxies. In such
settings, our model is a key advance in using GNNs to estimate ground truth latent states.

REFERENCES

Gabriel Agostini, Emma Pierson, and Nikhil Garg. A bayesian spatial model to correct under-
reporting in urban crowdsourcing. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 38, pp. 21888-21896, 2024.

10



Under review as a conference paper at ICLR 2025

Gabriel Appleby, Linfeng Liu, and Li-Ping Liu. Kriging convolutional networks. In Proceedings of
the AAAI Conference on Artificial Intelligence, volume 34, pp. 3187-3194, 2020.

Eric Arazo, Diego Ortego, Paul Albert, Noel E O’Connor, and Kevin McGuinness. Pseudo-labeling
and confirmation bias in deep semi-supervised learning. In 2020 International Joint Conference
on Neural Networks (IJCNN), pp. 1-8. IEEE, 2020.

Stephen H Bach, Bryan He, Alexander Ratner, and Christopher R€. Learning the structure of
generative models without labeled data. In International Conference on Machine Learning, pp.
273-282. PMLR, 2017.

Jan Bauer and Nils Aschenbruck. Design and implementation of an agricultural monitoring system
for smart farming. In 2018 IoT Vertical and Topical Summit on Agriculture-Tuscany (10T Tuscany),
pp. 1-6. IEEE, 2018.

Petros Brimos, Areti Karamanou, Evangelos Kalampokis, Marios Evangelos Mamalis, and Konstanti-
nos Tarabanis. Explainable graph neural networks on linked statistical data for predicting scottish
house prices. In Proceedings of the 27th Pan-Hellenic Conference on Progress in Computing and
Informatics, pp. 3641, 2023.

Matthias Budde, Julio De Melo Borges, Stefan Tomov, Till Riedel, and Michael Beigl. Leveraging
spatio-temporal clustering for participatory urban infrastructure monitoring. In Proceedings of the
First International Conference on IoT in Urban Space, pp. 32-37, 2014.

Peter C Casey, Kevin H Wilson, and David Yokum. A cautionary tail: A framework and case study
for testing predictive model validity. arXiv preprint arXiv:1807.03860, 2018.

Abhijnan Chakraborty, Johnnatan Messias, Fabricio Benevenuto, Saptarshi Ghosh, Niloy Ganguly,
and Krishna Gummadi. Who makes trends? Understanding demographic biases in crowdsourced
recommendations. In Proceedings of the International AAAI Conference on Web and Social Media,
volume 11, pp. 22-31, 2017.

Serina Chang, Adam Fourney, and Eric Horvitz. Measuring vaccination coverage and concerns of
vaccine holdouts from web search logs. Nature Communications, 15(1):6496, 2024.

Xiao Cheng, Haoyu Wang, Jiayi Hua, Guoai Xu, and Yulei Sui. DeepWukong: Statically detect-
ing software vulnerabilities using deep graph neural network. ACM Transactions on Software
Engineering and Methodology (TOSEM), 30(3):1-33, 2021.

Benjamin Y Clark, Jeffrey L Brudney, Sung-Gheel Jang, and Bradford Davy. Do advanced informa-
tion technologies produce equitable government responses in coproduction: An examination of 311
systems in 15 US cities. The American Review of Public Administration, 50(3):315-327, 2020.

Hejie Cui, Zijie Lu, Pan Li, and Carl Yang. On positional and structural node features for graph neural
networks on non-attributed graphs. In Proceedings of the 31st ACM International Conference on
Information & Knowledge Management, CIKM ’22, pp. 3898-3902. Association for Computing
Machinery, 2022.

Enyan Dai, Charu Aggarwal, and Suhang Wang. NRGNN: Learning a label noise resistant graph
neural network on sparsely and noisily labeled graphs. In Proceedings of the 27th ACM SIGKDD
Conference on Knowledge Discovery & Data Mining, pp. 227-236, 2021.

Alexander Philip Dawid and Allan M Skene. Maximum likelihood estimation of observer error-rates
using the EM algorithm. Journal of the Royal Statistical Society: Series C (Applied Statistics), 28
(1):20-28, 1979.

Yi Ding, Jacob You, Tonja-Katrin Machulla, Jennifer Jacobs, Pradeep Sen, and Tobias Hollerer.
Impact of annotator demographics on sentiment dataset labeling. Proceedings of the ACM on
Human-Computer Interaction, 6(CSCW2):1-22, 2022.

Hamed Farahmand, Yuanchang Xu, and Ali Mostafavi. A spatial-temporal graph deep learning model
for urban flood nowcasting leveraging heterogeneous community features. Scientific Reports, 13
(1):6768, 2023.

11



Under review as a conference paper at ICLR 2025

Kathryn P Hacker, Andrew J Greenlee, Alison L Hill, Daniel Schneider, and Michael Z Levy.
Spatiotemporal trends in bed bug metrics: New York City. PloS one, 17(5):1-14, 05 2022.

Will Hamilton, Zhitao Ying, and Jure Leskovec. Inductive representation learning on large graphs.
Advances in Neural Information Processing Systems, 30, 2017.

Silu He, Qinyao Luo, Ronghua Du, Ling Zhao, Guangjun He, Han Fu, and Haifeng Li. STGC-
GNNs: A GNN-based traffic prediction framework with a spatial-temporal granger causality graph.
Physica A: Statistical Mechanics and its Applications, 623:128913, 2023.

Tao Hu, Xinyan Zhu, Lian Duan, and Wei Guo. Urban crime prediction based on spatio-temporal
bayesian model. PloS one, 13(10):¢0206215, 2018.

Shenyang Huang, Farimah Poursafaei, Jacob Danovitch, Matthias Fey, Weihua Hu, Emanuele Rossi,
Jure Leskovec, Michael Bronstein, Guillaume Rabusseau, and Reihaneh Rabbany. Temporal graph
benchmark for machine learning on temporal graphs. Advances in Neural Information Processing
Systems, 36:2056-2073, 2023.

Amol Kapoor, Xue Ben, Luyang Liu, Bryan Perozzi, Matt Barnes, Martin Blais, and Shawn O’Banion.
Examining COVID-19 forecasting using spatio-temporal graph neural networks. MLG workshop
@ KDD’2020, epiDAMIK workshop @ KDD’2020, 2020.

Thomas N Kipf and Max Welling. Semi-supervised classification with graph convolutional networks.
In International Conference on Learning Representations (ICLR), 2017.

Konstantin Klemmer, Nathan S Safir, and Daniel B Neill. Positional encoder graph neural networks
for geographic data. In International Conference on Artificial Intelligence and Statistics, pp.
1379-1389. PMLR, 2023.

Constantine Kontokosta, Boyeong Hong, and Kristi Korsberg. Equity in 311 reporting: Understanding
socio-spatial differentials in the propensity to complain. arXiv preprint arXiv:1710.02452, 2017.

Constantine E Kontokosta and Boyeong Hong. Bias in smart city governance: How socio-spatial
disparities in 311 complaint behavior impact the fairness of data-driven decisions. Sustainable
Cities and Society, 64:102503, 2021.

Yuchen Li, Ayaz Hyder, Lauren T Southerland, Gretchen Hammond, Adam Porr, and Harvey J Miller.
311 service requests as indicators of neighborhood distress and opioid use disorder. Scientific
Reports, 10(1):19579, 2020.

Zhi Liu, Uma Bhandaram, and Nikhil Garg. Quantifying spatial under-reporting disparities in resident
crowdsourcing. Nature Computational Science, 4(1):57-65, 2024.

Kristian Lum and William Isaac. To predict and serve? Significance, 13(5):14-19, 2016.

Sendhil Mullainathan and Ziad Obermeyer. On the inequity of predicting A while hoping for B. In
AEA Papers and Proceedings, volume 111, pp. 37-42, 2021.

NYC Open Data. Street rating, 2023. URL https://data.cityofnewyork.us/
Transportation/Street-Rating/mxi3-5xz5.

NYC Open Data. 311 service requests from 2010 to present,, 2024a.
URL https://data.cityofnewyork.us/Social-Services/
311-Service-Requests—from-2010-to-Present/erm2-nwe?9.

NYC Open Data. Department of consumer and worker protection (dcwp) in-
spections,  2024b. URL https://data.cityofnewyork.us/Business/

Department-of-Consumer—and-Worker-Protection-DCWP-/jzhd-m6uv.

NYC Open Data. Parks inspection program — inspections, 2024c. URL https://data.
cityofnewyork.us/dataset/Parks—Inspection-Program—-Inspections/
yg3y-"T77juh.

12


https://data.cityofnewyork.us/Transportation/Street-Rating/mxi3-5xz5
https://data.cityofnewyork.us/Transportation/Street-Rating/mxi3-5xz5
https://data.cityofnewyork.us/Social-Services/311-Service-Requests-from-2010-to-Present/erm2-nwe9
https://data.cityofnewyork.us/Social-Services/311-Service-Requests-from-2010-to-Present/erm2-nwe9
https://data.cityofnewyork.us/Business/Department-of-Consumer-and-Worker-Protection-DCWP-/jzhd-m6uv
https://data.cityofnewyork.us/Business/Department-of-Consumer-and-Worker-Protection-DCWP-/jzhd-m6uv
https://data.cityofnewyork.us/dataset/Parks-Inspection-Program-Inspections/yg3y-7juh
https://data.cityofnewyork.us/dataset/Parks-Inspection-Program-Inspections/yg3y-7juh
https://data.cityofnewyork.us/dataset/Parks-Inspection-Program-Inspections/yg3y-7juh

Under review as a conference paper at ICLR 2025

NYC Open Data. Dohmh new york city restaurant inspection re-
sults, 2024d. URL https://data.cityofnewyork.us/Health/
DOHMH-New-York—-City—-Restaurant-Inspection-Results/43nn-pnd7.

NYC Open Data. Rodent inspection, 2024e. URL https://data.cityofnewyork.us/
Health/Rodent—-Inspection/p937-wjv].

Ziad Obermeyer, Brian Powers, Christine Vogeli, and Sendhil Mullainathan. Dissecting racial bias in
an algorithm used to manage the health of populations. Science, 366(6464):447-453, 2019.

Zheyi Pan, Zhaoyuan Wang, Weifeng Wang, Yong Yu, Junbo Zhang, and Yu Zheng. Matrix factoriza-
tion for spatio-temporal neural networks with applications to urban flow prediction. In Proceedings
of the 28th ACM International Conference on Information and Knowledge Management, pp.
2683-2691, 2019.

Jesus Pineda, Benjamin Midtvedt, Harshith Bachimanchi, Sergio Noé, Daniel Midtvedt, Giovanni
Volpe, and Carlo Manzo. Geometric deep learning reveals the spatiotemporal features of micro-
scopic motion. Nature Machine Intelligence, 5(1):71-82, 2023.

Siyi Qian, Haochao Ying, Renjun Hu, Jingbo Zhou, Jintai Chen, Danny Z Chen, and Jian Wu. Robust
training of graph neural networks via noise governance. In Proceedings of the Sixteenth ACM
International Conference on Web Search and Data Mining, pp. 607-615, 2023.

Amit Roy, Kashob Kumar Roy, Amin Ahsan Ali, M Ashraful Amin, and AKM Mahbubur Rahman.
SST-GNN: Simplified spatio-temporal traffic forecasting model using graph neural network. In
Pacific-Asia Conference on Knowledge Discovery and Data Mining, pp. 90-102. Springer, 2021.

Simone Del Sarto, M Giovanna Ranalli, K Shuvo Bakar, David Cappelletti, Beatrice Moroni, Stefano
Crocchianti, Silvia Castellini, Francesca Spataro, Giulio Esposito, Antonella Ianniello, et al.
Bayesian spatiotemporal modeling of urban air pollution dynamics. In Topics on Methodological
and Applied Statistical Inference, pp. 95-103. Springer, 2016.

Rohit Singh, Alexander P Wu, Anish Mudide, and Bonnie Berger. Causal gene regulatory analysis
with RNA velocity reveals an interplay between slow and fast transcription factors. Cell Systems,
15(5):462-474, 2024.

Abhishek Tomy, Matteo Razzanelli, Francesco Di Lauro, Daniela Rus, and Cosimo Della Santina.
Estimating the state of epidemics spreading with graph neural networks. Nonlinear Dynamics, 109
(1):249-263, 2022.

Petar Velickovi¢, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua
Bengio. Graph attention networks. International Conference on Learning Representations (ICLR),
2018.

Guangtao Wang, Rex Ying, Jing Huang, and Jure Leskovec. Improving graph attention networks
with large margin-based constraints. arXiv preprint arXiv:1910.11945, 2019.

Lijing Wang, Aniruddha Adiga, Jiangzhuo Chen, Adam Sadilek, Srinivasan Venkatramanan, and
Madhav Marathe. CausalGNN: Causal-based graph neural networks for spatio-temporal epidemic
forecasting. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 36, pp.
12191-12199, 2022a.

Lingjing Wang, Cheng Qian, Philipp Kats, Constantine Kontokosta, and Stanislav Sobolevsky.
Structure of 311 service requests as a signature of urban location. PloS one, 12(10):e0186314,
2017.

Yang Wang, Jin Zheng, Yuqi Du, Cheng Huang, and Ping Li. Traffic-GGNN: Predicting traffic flow
via attentional spatial-temporal gated graph neural networks. IEEE Transactions on Intelligent
Transportation Systems, 23(10):18423-18432, 2022b.

Yuchao Wang, Haochen Wang, Yujun Shen, Jingjing Fei, Wei Li, Guoqgiang Jin, Liwei Wu, Rui
Zhao, and Xinyi Le. Semi-supervised semantic segmentation using unreliable pseudo-labels.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
4248-4257, 2022c.

13


https://data.cityofnewyork.us/Health/DOHMH-New-York-City-Restaurant-Inspection-Results/43nn-pn8j
https://data.cityofnewyork.us/Health/DOHMH-New-York-City-Restaurant-Inspection-Results/43nn-pn8j
https://data.cityofnewyork.us/Health/Rodent-Inspection/p937-wjvj
https://data.cityofnewyork.us/Health/Rodent-Inspection/p937-wjvj

Under review as a conference paper at ICLR 2025

Alexander P Wu, Thomas Markovich, Bonnie Berger, Nils Yannick Hammerla, and Rohit Singh.
Causally-guided regularization of graph attention improves generalizability. Transactions on
Machine Learning Research, 2023.

Liming Wu, Zhichao Hou, Jirui Yuan, Yu Rong, and Wenbing Huang. Equivariant spatio-temporal at-
tentive graph networks to simulate physical dynamics. Advances in Neural Information Processing
Systems, 36, 2024.

Yuankai Wu, Dingyi Zhuang, Aurelie Labbe, and Lijun Sun. Inductive graph neural networks
for spatiotemporal kriging. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 35, pp. 4478-4485, 2021.

Zhipu Xie, Weifeng Lv, Shangfo Huang, Zhilong Lu, Bowen Du, and Runhe Huang. Sequential
graph neural network for urban road traffic speed prediction. IEEE Access, 8:63349-63358, 2019.

Li Xu, Mei-Po Kwan, Sara McLafferty, and Shaowen Wang. Predicting demand for 311 non-
emergency municipal services: An adaptive space-time kernel approach. Applied Geography, 89:
133-141, 2017.

Bing Yu, Haoteng Yin, and Zhanxing Zhu. Spatio-temporal graph convolutional networks: A
deep learning framework for traffic forecasting. In Proceedings of the 27th International Joint
Conference on Artificial Intelligence, IICAI’ 18, pp. 3634-3640. AAAI Press, 2018.

Shuo Yu, Feng Xia, Shihao Li, Mingliang Hou, and Quan Z Sheng. Spatio-temporal graph learning
for epidemic prediction. ACM Transactions on Intelligent Systems and Technology, 14(2):1-25,
2023.

Mounia Zaouche and Nikolai WF Bode. Bayesian spatio-temporal models for mapping urban
pedestrian traffic. Journal of Transport Geography, 111:103647, 2023.

Wentao Zhan and Abhirup Datta. Neural networks for geospatial data. Journal of the American
Statistical Association, 0:1-21, 2024.

Bowen Zhang, Yidong Wang, Wenxin Hou, Hao Wu, Jindong Wang, Manabu Okumura, and Takahiro
Shinozaki. Flexmatch: Boosting semi-supervised learning with curriculum pseudo labeling.
Advances in Neural Information Processing Systems, 34:18408-18419, 2021.

Jing Zhang, Victor S Sheng, Tao Li, and Xindong Wu. Improving crowdsourced label quality using
noise correction. IEEE Transactions on Neural Networks and Learning Systems, 29(5):1675-1688,
2017.

14



	Introduction
	Related work
	Model
	Semi-synthetic experiments
	Semi-synthetic data
	Semi-synthetic Results

	Real-world case study: New York City resident reporting
	Experimental Setup
	Validating the model
	Clustering nodes and incident types

	Discussion

