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Abstract

Online scams have become increasingly preva-001
lent, with scammers using psychological tech-002
niques (PTs) to manipulate victims. While ex-003
isting research has developed benchmarks to004
study scammer behaviors, these benchmarks005
do not adequately reflect the PTs observed in006
real-world scams. To fill this gap, we intro-007
duce PSYSCAM, a benchmark designed to sys-008
tematically capture and evaluate PTs embed-009
ded in real-world scam reports. In particu-010
lar, PSYSCAM bridges psychology and real-011
world cyber security analysis through collect-012
ing a wide range of scam reports from six pub-013
lic platforms and grounding its annotations in014
well-established cognitive and psychological015
theories. We further demonstrate PSYSCAM’s016
utility through three downstream tasks: PT017
classification, scam completion, and scam aug-018
mentation. Experimental results show that019
PSYSCAM presents significant challenges to020
existing models in both detecting and gener-021
ating scam content based on the PTs used by022
real-world scammers. Our code and dataset023
are available at: https://anonymous.4open.024
science/r/PsyScam-66E4.025

1 Introduction026

Online scams have become a global epidemic, caus-027

ing severe financial and psychological harm to in-028

dividuals and organizations. According to the U.S.029

Federal Trade Commission (FTC), consumers re-030

ported over 5.7 billion in losses to fraud in 2024031

alone, marking a 125% increase from the previ-032

ous year (FTC, 2025). Similarly, Singapore’s gov-033

ernment recorded 929.6 million in scam-related034

losses in 2024, reflecting a 41% year-over-year035

rise (SPF, 2025a). In Europe, Nasdaq Verafin es-036

timates that 103.6 billion in illicit funds linked to037

fraud and scams flowed through the financial sys-038

tem in 2024 (Nasdaq, 2025). These alarming fig-039

ures highlight the escalating scale and impact of040

scams worldwide.041

SunPass: You must clear your toll 
within 24 hours to avoid suspension 
of your driver’s license and vehicle 
registration. Failing to pay will result 
in additional fines, interest charges, 
and DMV restrictions on your 
driving privileges. SunPass hopes 
your travels are smooth and easy 
today! Resolve this issue within the 
next 24 hours:https:xxxx

Authority and Impersonation

The scammer impersonates an official 
organization (“SunPass” and references to the 
DMV), creating a sense of legitimacy




Urgency and Scarcity

The message emphasizes a strict 24-hour deadline 
to take action, pressuring the victim to respond 
quickly



Liking

The scammer builds rapport and lowers the 
victim’s guard by appearing helpful and kind

Fear and Intimidation

Threats of “suspension of your driver’s license,” 
“vehicle registration,” and “DMV restrictions” 
invoke fear of serious consequences, pushing the 
victim to act immediately to avoid them

Unpaid Toll Scam

Job Scam

I'm Destiny, a customer service agent 
at Network Staffing, and your 
resume has been recommended by 
several online recruiting companies. 
Therefore, our company is offering 
you a remote online job, which is a 
great remote part-time/full-time 
online job. We will provide you free 
training and necessary equipment. 
Work for 60 to 90 minutes 
(depending on your schedule) and 
earn $50 to $500 per day


Authority and Impersonation

The scammer impersonates a professional 
representative (“customer service agent at 
Network Staffing”), creating a sense of legitimacy




Phantom Riches

The scammer promises unrealistic earnings (“$50 
to $500 per day for 60-90 minutes”) for minimal 
effort, appealing to greed and fantasy rewards



Reciprocity

The scammer  Offers “free training and 
necessary equipment” upfront to create a sense 
of obligation to accept or reciprocate the offer

Social Proof

The scammer claims that the recipient’s resume 
was “recommended by several online recruiting 
companies,” referencing the behaviors of others

Figure 1: Psychological techniques in prevalent scams.

Unlike traditional cyber attacks that exploit tech- 042

nical methods to compromise computer systems, 043

scammers often exploit psychological techniques 044

(PTs) to manipulate victims (Montanz Rodriguez 045

and Xu, 2022; Longtchi et al., 2024). As illustrated 046

in Figure 1, scammers can effectively combine mul- 047

tiple PTs in their messages to carry out different 048

scams, such as unpaid toll scams (FBI, 2024b; FTC, 049

2024) and job scams (FBI, 2024a). To make mat- 050

ters worse, even minor variations in the wording of 051

scam messages can target different demographics 052

and evade detection (Fed, 2024). 053

Why this benchmark matters: Recent efforts 054

to benchmark scams face two key limitations. First, 055

existing work relies on synthetic data generated by 056

large language models (LLMs)(Yang et al., 2025; 057

Roy et al., 2024), which often fail to reflect the 058

context in actual scammer-victim interactions. Sec- 059

ond, although a few studies leverage real-world 060

scam data, they generally restrict their scope to 061

specific scam types like smishing (Timko and Rah- 062

man, 2024) or phishing emails (Chakraborty et al., 063
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2024), and do not explicitly model the psychologi-064

cal aspects of the scams. As a result, there is a lack065

of comprehensive benchmarks that combine real066

scam data with annotations of underlying PTs.067

To address these limitations, we introduce068

PSYSCAM, the first benchmark designed to system-069

atically capture and evaluate the PTs embedded070

in real-world scam incidents. Specifically, we first071

collect scam reports from six scam reporting plat-072

forms that cover a diverse range of scam incidents073

including online or offline, delivered via email or074

SMS, crypto-related or not, and originating from075

both the U.S. and other global regions. Second,076

building on foundational cognitive and psychologi-077

cal theories, we construct a taxonomy of nine PTs078

that frequently appear in scams. We then employ a079

human–LLM collaborative annotation pipeline to080

efficiently and effectively label PTs present in each081

report. Furthermore, to demonstrate the utility of082

PSYSCAM, we define three representative down-083

stream tasks: (1) PT Classification, which maps084

scam texts to their corresponding PTs; (2) Scam085

Completion, which predicts scam texts aligned with086

given PTs; and (3) Scam Augmentation, which087

rewrites scam texts to incorporate new PTs. We088

conduct extensive experiments using a variety of089

baselines, including traditional models and LLMs,090

to illustrate how PSYSCAM presents meaningful091

challenges and opportunities for advancing cyber-092

security research. Our key contributions can be093

summarized as below:094

• Novel Benchmark for Psychological Tech-095

niques in Scams. We present PSYSCAM, the first096

benchmark to capture PTs in real-world scam097

reports, addressing a critical gap in scam anal-098

ysis by grounding PT annotations in authentic099

scammer-victim interactions.100

• Human–LLM Collaborative Annotation at101

Scale. We develop a scalable annotation frame-102

work that combines the interpretive strength of103

humans with the extraction capabilities of large104

language models, enabling high-quality PT label-105

ing across thousands of real scam reports.106

• Comprehensive Tasks and Evaluation. We107

define three representative downstream tasks108

(i.e., PT classification, scam completion, and109

scam augmentation), and conduct extensive110

experiments using both traditional classifiers111

and state-of-the-art LLMs, demonstrating how112

PSYSCAMhelps advance scam detection and gen-113

eration research.114

2 Related Work 115

2.1 Empirical Studies of Scams 116

Previous research has empirically studied diverse 117

scam types individually, utilizing various method- 118

ologies to gain insights into scammers’ strategies 119

and operations. For instance, scambaiter (Park 120

et al., 2014) employed honeypot advertisements on 121

Craigslist to attract scammers involved in advanced 122

fee scams (i.e., Nigerian scam), interacting directly 123

to analyze scammers’ operational patterns. Simi- 124

larly, researchers developed Twitter-based honey- 125

pots, automatically engaging cryptocurrency-based 126

technical support scammers to systematically study 127

their tactics (Acharya et al., 2024). A different re- 128

search effort focused on cryptocurrency investment 129

scams, employing large-scale web crawling to col- 130

lect and analyze deceptive websites (Muzammil 131

et al., 2025). Differing from these narrowly scoped 132

studies, our benchmark PSYSCAM covers a broad 133

spectrum of scam types, emphasizing communi- 134

cation strategies used by scammers to seduce and 135

engage victims. 136

2.2 Psychological Factors in Scams 137

Parallel to these technical efforts in characteriz- 138

ing scams, a growing body of academic work ex- 139

amines the psychological and social engineering 140

techniques that make scams effective. Nelms et 141

al. (Nelms et al., 2016) studied software down- 142

load attacks, highlighting techniques that scam- 143

mers use to capture user attention, deceive, and 144

persuade victims. Van der Heijden and Allodi (Van 145

Der Heijden and Allodi, 2019) applied principles 146

from Cialdini’s persuasion theory (Cialdini and 147

Cialdini, 2007) to analyze phishing emails, pro- 148

viding a cognitive framework for prioritizing and 149

mitigating phishing threats based on psychologi- 150

cal manipulation tactics. Extending cyber threat 151

frameworks such as MITRE ATT&CK (MITRE, 152

2025), Montañez and Xu (Montanz Rodriguez and 153

Xu, 2022) proposed a cyber social engineering kill 154

chain, further detailed by Longtchi et al. (Longtchi 155

et al., 2024), delineating stages of psychological 156

manipulation employed by scammers. Building on 157

these foundational insights, our work defines ex- 158

plicit PTs employed by scammers and, importantly, 159

contributes a publicly available benchmark dataset 160

annotated with PTs to support future research in 161

scam analysis and mitigation. 162
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Name Region Size Focus

BBB Scam Tracker US 10,000 All scam reports
Scamsearch World 204,560 All scam reports
Crypto Scam Tracker US (CA) 291 Cryptocurrency-related scams
Investment Scam Tracker US (WI) 34 Investment and financial fraud
Scam-Tracking Map US 1000 Geolocated scam reporting
SmishTank World 20,295 Smishing (SMS phishing) scams

Table 1: Scam datasets

3 The PsyScam Benchmark163

3.1 Dataset Collection164

Table 1 summarizes our dataset collected from six165

prominent scam report platforms. Scam report plat-166

forms enable users to directly upload detailed scam167

experiences, thus providing firsthand reports across168

various communication channels, including email,169

SMS, phone calls, and social media. For instance,170

Figure 7 shows a typical scam report submitted171

to the Better Business Bureau (BBB), illustrating172

the depth and richness of information available173

from these user-generated reports. Our dataset cov-174

ers a comprehensive range of scam types, such as175

employment scams, job scams, investment scams,176

cryptocurrency scams, phishing, etc.177

As no open-source datasets currently exist for178

these scam reporting platforms, and direct open ac-179

cess is typically restricted, we develop custom web180

crawlers tailored to each platform to systematically181

collect these reports. Scam reports are sometimes182

repeatedly submitted by the same victim or exhibit183

sudden spikes of similar incidents within a specific184

time frame. To address these duplicated reports, we185

generate embeddings of each crawled scam report186

using BERT and remove those with cosine similar-187

ity above a certain threshold. Given the abundant188

amount of data, we employ an aggressive similarity189

threshold of 0.8, effectively removing most dupli-190

cates. Additionally, we exclude excessively brief191

scam reports, such as random complaints unlikely192

to contain relevant PTs, by filtering out entries be-193

low the 20th percentile in length (31 words).194

3.2 Psychological Techniques195

To model psychological techniques present in196

scams, we compile a taxonomy (shown in Table 2)197

based on elements from well-established psycho-198

logical and behavioral theories, chosen to reflect199

the persuasive strategies frequently exploited in200

real-world scams. These techniques are grounded201

in decades of empirical research on human influ-202

ence and decision-making.203

Specifically, six techniques—Authority and Im-204

personation, Reciprocity, Consistency, Social205

Proof, Liking, and Urgency and Scarcity—are de- 206

rived from Cialdini’s Principles of Persuasion (Cial- 207

dini and Cialdini, 2007). These principles explain 208

how individuals are influenced by perceived author- 209

ity, obligations to return favors, social norms, and 210

time-sensitive pressure. 211

Two additional techniques—Fear and Intimida- 212

tion and Phantom Riches, which are drawn from 213

Prospect Theory (Kahneman and Tversky, 2013), 214

explain how individuals make decisions based on 215

perceived gains and losses. Scammers often lever- 216

age fear of loss (e.g., threats of legal action or ac- 217

count suspension) or exaggerated gain (e.g., guar- 218

anteed investment returns) to manipulate decision- 219

making under emotional pressure. 220

The final technique—Pretext and Trust—is 221

based on the Elaboration Likelihood Model 222

(ELM) (Petty and Cacioppo, 2012), particularly the 223

peripheral route of persuasion. This occurs when 224

individuals rely on superficial cues, such as famil- 225

iarity, friendliness, or informal tone, rather than 226

critical thinking. Scammers frequently exploit this 227

through stolen personal information or misleading 228

personal references to build false rapport. 229

3.3 Human-LLM Collaborative Annotation. 230

Motivation. Scam reports are often written by 231

everyday users and may include grammar errors, 232

emotionally charged language, irrelevant details, 233

or ambiguous phrasing, which makes it difficult to 234

accurately extract the underlying PTs. This vari- 235

ability presents a major challenge for annotation: 236

while expert human labeling can be accurate, it is 237

also error-prone and time-consuming at scale. An 238

alternative is to use LLMs to automate annotation. 239

However, LLMs are prone to hallucination, gen- 240

erating incorrect or overly confident predictions, 241

and often associate scam reports with irrelevant or 242

excessive PT labels. To balance precision and effi- 243

ciency, we adopt a two-stage collaborative frame- 244

work that leverages the strengths of both humans 245

and LLMs. 246

LLM as Extractor. Specifically, we first use few- 247

shot prompting to instruct the LLM to extract can- 248

didate PTs and the corresponding supporting texts 249

from scam reports. As shown in Table 6 in Ap- 250

pendix A, the prompt clearly defines the task, spec- 251

ifies format requirements, and provides concrete 252

examples to guide the LLM’s behavior. The LLM 253

is explicitly instructed to avoid guessing and to re- 254

turn a structured JSON dictionary mapping each 255
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PTs Description Example

Authority and Impersonation Tend to obey authorities and credible individuals
“Person claimed to be calling for Finance America,
claiming our home warranty was expired"

Phantom Riches Visceral triggers of desire that override rationality
“Your phone Number was randomly selected from
the US database and you have won 18,087.71"

Fear and Intimidation Fear of loss and penalties “You will be arrested!”

Liking Preference for saying “yes” to people they like
“I am always available to help, and it’s my pleasure
to answer any questions you may have"

Urgency and Scarcity Sense of urgency and scarcity assign more value to items “We are currently in urgent need of 100 employees”

Pretext and trust Tendency to trust credible individuals
“This is an urgent message for [MY NAME]. I’m calling regarding
a complaint scheduled to be filed out of [Our County Name]”

Reciprocity Tendency to feel obliged to repay favors from others
“We will send you a check to purchase equipment
such as new apple laptop and iphone 14 and software”

Consistency Tendency to behave consistently with past behaviors
Starts with small asks (fill a form) and
escalate to big asks (invest money)

Social Proof Tendency to refer majority’s behavior to guide own actions
“Your resume has been recommended by
many online recruitment companies”

Table 2: Psychological techniques.

LLM as Extractor

Human as Verifier

Raw reports

Candidate PTs

Verified PTs

 Pretext and Trust

Hi (my name)

 Liking


I found your Extended 
Operations profile interesting.


Hi (my name), I found your 
Extended Operations profile 
interesting. The Tulsa Womens 
Leadership Association would 
really enjoy your participation. 
Is it okay to send you details 
about our group?

 Pretext and Trust

Hi (my name)
 Liking


I found your Extended 
Operations profile interesting.

 Social Proof


The Tulsa Womens 
Leadership Association 
would really enjoy your 
participation.


 Social Proof

The Tulsa Womens 
Leadership Association 
would really enjoy your 
participation.


Figure 2: Human-LLM collaborative annotation.

predicted PT to a supporting excerpt from the re-256

port. To address the cold start problem of LLMs,257

we randomly select samples from the BBB dataset,258

which is chosen for its high quality and diversity,259

and label 20 samples for each PT. These annotated260

examples are then used to construct the few-shot261

prompt for the LLM.262

Human as Verifier. In the second stage, human263

annotators review the LLM’s output to ensure cor-264

rectness. In practice, we observe that the LLM265

tends to extract more PTs than necessary. How-266

ever, it rarely misses truly relevant PTs. There-267

fore, human annotators are able to primarily focus268

on verifying whether the extracted text accurately269

reflects the assigned PTs, rather than identifying270

PTs from scratch. This significantly reduces an-271

notation time and effort. For quality assurance,272

we adopt a two-pass annotation policy where two273

annotators independently review each report, and274

disagreements are resolved through discussion or275

adjudication by a third reviewer.276

3.4 Results277

The full dataset encompasses all collected scam278

reports detailed in Table 1. We provide open access279

to this comprehensive dataset for research purposes.280

Additionally, these scam reports are also structured281

PT Classification Scam Completion Scam Augmentation

Input Scam Text Scam Text, PT Scam Text, PT
Output PT Scam Text Scam Text
Dataset D1 D2 D2

Metrics
Accuracy, Recall,
Precision, F1

ROGUE, BertScore,
BLEU, SR

ROGUE, BertScore,
BLEU, SR

Table 3: Tasks overview.

and standardized by following the STIX 2.1 (OA- 282

SIS, 2025) specification, facilitating interoperabil- 283

ity and ease of use in cybersecurity analyses. To 284

demonstrate the utility of PSYSCAM, we further 285

curated two datasets: 286

D1: D1 contains 1126 scam reports explicitly an- 287

notated with PTs. To optimize annotation quality 288

and efficiency, we specifically selected reports from 289

BBB Scam Tracker, Crypto Scam Tracker, and In- 290

vestment Scam Tracker, as these sources typically 291

offer detailed and high-quality descriptions essen- 292

tial for accurate annotation. 293

D2: D2 is a subset of D1, consisting of 730 scam 294

reports that specifically include messages directly 295

from scammers. Scam reports often blend with 296

victim narratives (e.g., Figure 8), messages directly 297

quoted from scammers (e.g., Figure 7), or combi- 298

nations thereof (e.g., Figure 9). We employed a 299

two-step approach to construct this dataset. First, 300

we manually annotated 200 reports to train a binary 301

classification model based on RoBERTa, achieving 302

a robust F1 score of 97.45% in classifying whether 303

a scam report contains scammer quotations. Subse- 304

quently, we applied this model on the D1 dataset, 305

keeping reports containing scammer messages, re- 306

sulting in the final D2 dataset. 307

4 Task Design 308

To demonstrate the utility of our benchmark, we de- 309

sign three representative downstream tasks, which 310

are defined as follows: 311
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4.1 PT Classification312

Task Setting: This task aims to automatically iden-313

tify which PTs are used in a scam report. Since314

scammers often exploit multiple PTs simultane-315

ously, this is framed as a multi-label classification316

task, classifying an instance (a scam report) to mul-317

tiple labels (i.e., PTs) simultaneously. Automati-318

cally identifying the PTs in scam reports is essen-319

tial for understanding scam strategies at scale and320

helping platforms monitor and respond to emerg-321

ing threats. This task is also the base of further322

analysis. We use dataset D-1 to evaluate this task.323

Evaluation Metrics: We employ standard metrics324

for classification tasks, including accuracy, recall,325

precision, and F1 score for comprehensive perfor-326

mance assessment.327

4.2 Scam Completion328

Task Setting: In this task, we evaluate whether an329

LLM can continue a scam message in a way that330

matches a given set of PTs. We provide the LLM331

with the beginning of a real scam message and the332

list of PTs it should reflect, and ask it to generate a333

plausible continuation that incorporates those PTs.334

The prompt of this task is shown in Table 7 in335

Appendix A. This task simulates how scammers336

might continue their communications. It can help337

train or evaluate systems that aim to detect scams338

before victims are fully manipulated (ScamShield,339

2025). We use dataset D-2 to evaluate this task.340

Evaluation Metrics: Our goal is to ensure the341

scam message preserves the original facts, meaning,342

and expresses the same PTs as the original scam343

message. To this end, we employ four metrics:344

ROUGE, BLEU, BERTScore and success rate (SR).345

ROUGE and BLEU capture syntactic similarity346

by measuring n-gram overlap between the gener-347

ated and original texts, helping assess whether key348

factual details (e.g., names, numbers, deadlines)349

are retained.350

BERTScore computes token-level similarity in351

embedding space using a pretrained language352

model. This metric helps assess whether the gen-353

erated content conveys the same meaning as the354

original message, even if the phrasing differs. This355

helps because LLM often generates text with di-356

versified words but preserves the same semantic357

meanings, rendering n-gram metrics less ineffec-358

tive.359

SR measures whether the generated message re-360

flects the same PTs as the original scam message.361

Accuracy Recall Precision F1

RoBerta-Based 0.4351 0.8987 0.8374 0.8669
Bert-Based 0.4156 0.9024 0.8293 0.8643
SVM 0.3889 0.8815 0.8339 0.8569
Random Forest 0.3953 0.8872 0.8288 0.8569
GPT-4.1-mini 0.2247 0.7203 0.8300 0.7713
Qwen3-30B 0.0137 0.4872 0.5708 0.5257

Table 4: Experimental results of PT classification on 6
baseline models.

It is defined as: 362

SR =
1

N

N∑
i=1

1
[
PT

(i)
pred = PT

(i)
true

]
(1) 363

, where N is the number of samples, and 1[·] is 364

the indicator function that evaluates to 1 if the pre- 365

dicted set of PTs exactly matches the ground-truth 366

set for sample i, and 0 otherwise. We calculate SR 367

by applying the LLM-based annotator described in 368

Section 3.3 to extract PTs from the generated scam 369

message and compare them with the original PTs. 370

4.3 Scam Augmentation 371

Task Setting: This task asks an LLM to rewrite 372

an existing scam message to include a new PT that 373

was not originally used. The prompt of this task is 374

shown in Table 8 in Appendix A. Many datasets 375

for scam detection are imbalanced, and some PTs 376

appear far more often than others. This task helps 377

generate new examples that include underrepre- 378

sented PTs, making training data more diverse and 379

robust (Yang et al., 2025). We use dataset D-2 for 380

this task. 381

Evaluation metrics: We have the similar goal for 382

this task as for Scam Completion: the generated 383

output must preserve the original facts and meaning 384

while incorporating the selected PTs. Therefore, 385

we apply the same metrics as in Scam Completion: 386

ROUGE, BLEU, BERTScore, and SR. The SR 387

here checks whether the added PT was successfully 388

reflected in the rewritten message. 389

5 Evaluation 390

5.1 PT Classification 391

Evaluation Setting. We employ multiple base- 392

line models categorized into three distinct types 393

for comparison: traditional machine learning 394

approaches (TF-IDF encoding (Sparck Jones, 395

1972) + SVM (Cortes and Vapnik, 1995) and 396

Random Forest (Liaw et al., 2002)) evaluated 397

through 10-fold cross-validation; BERT-based 398
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Model ROGUE-1 ROGUE-2 ROGUE-L BLEU BERT SR

Completion

GPT-4.1 0.1873 0.0258 0.1679 0.0204 0.8137 0.3121
GPT-4.1-mini 0.1690 0.0178 0.1522 0.0178 0.8138 0.3376
GPT-4o 0.1821 0.0246 0.1642 0.0219 0.8181 0.2992
Gemini-2.0 0.1864 0.0269 0.1669 0.0212 0.8088 0.2591
Grok-3 0.1727 0.0183 0.1514 0.0183 0.8086 0.2501
Grok-3-mini 0.1672 0.0165 0.1444 0.0161 0.8152 0.3322
Qwen-3-30B 0.1706 0.0195 0.1537 0.0188 0.8152 0.3156
Llama-3-70B 0.1947 0.0249 0.1654 0.0199 0.8149 0.2811

Augmentation

GPT-4.1 0.6400 0.4902 0.6208 0.4411 0.9180 0.8831
GPT-4.1-mini 0.7056 0.5659 0.6950 0.5211 0.9312 0.7842
GPT-4o 0.6064 0.4536 0.5940 0.4096 0.9096 0.7841
Gemini-2.0 0.6283 0.4809 0.6141 0.4477 0.9191 0.7277
Grok-3 0.7462 0.6512 0.7416 0.5827 0.9406 0.8761
Grok-3-mini 0.7353 0.6388 0.7279 0.5912 0.9323 0.8113
Qwen-3-30B 0.7867 0.7253 0.7824 0.6628 0.9451 0.6547
Llama-3-70B 0.6914 0.6053 0.6876 0.5181 0.9294 0.8336

Table 5: Experimental results of Scam Completion and Augmentation.
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Figure 4: Performance by number of generated PTs.

models (BERT-based uncased (Devlin et al., 2019),399

RoBERTa-based (Liu et al., 2019)) fine-tuned us-400

ing a 70%-10%-20% train-validation-test split; and401

LLMs (GPT4.1-mini (OpenAI, 2025) and Qwen3-402

30B (Qwen, 2025)) evaluated in a zero-shot setting,403

directly applying the prompt in Table 6.404

Results. As shown in Table 4, RoBERTa-based405

model achieves the best overall performance, par-406

ticularly excelling in recall (89.87%) and F1-score407

(86.69%). BERT-based model demonstrates com-408

parable results, slightly behind RoBERTa but still 409

robust. Traditional machine learning approaches, 410

namely SVM and Random Forest, deliver surpris- 411

ingly competitive performance. However, accuracy 412

across all models remains relatively low, likely due 413

to the inherent complexity and multi-label nature 414

of the classification task. Notably, LLMs (GPT4.1- 415

mini and Qwen3-30B) exhibit the worst perfor- 416

mance, affirming the challenges of using prompt- 417

based classification without human verification, as 418

discussed in Section 3.3. 419

5.2 Scam Completion 420

Evaluation Setting. We evaluate this task using 421

eight LLMs: six API-based models (GPT-4.1, GPT- 422

4.1-mini, GPT-4o, Grok-3, Grok-3-mini, Gemini- 423

2.0) and two open-source models (Qwen3-30B and 424

Llama3-70B). We experiment three input split set- 425

tings (20%, 40%, and 60%), which refer to how 426

much of the original scam message is shown to 427

the LLM. For example, a 20% split gives an LLM 428

only the first 20% of the message and asks it to 429

generate the rest. We then combine the input and 430

the generated text to form the full generated scam 431

message for evaluation. 432

Results. As illustrated in Table 5, all mod- 433

els demonstrate relatively low performance on 434

ROUGE, BLEU, and BERTScore. Llama-3-70B 435

achieves the highest ROUGE-1 (0.0258), Gemini- 436

2.0 achieves the highest ROUGE-2 (0.0269) and 437

GPT-4.1 leads in ROUGE-L (0.1679). GPT-4o 438

obtains the best BLEU (0.0219) and BERTScore 439

(0.8181). In contrast, the SR remains moderately 440

better, approximately 0.3 across all models (GPT- 441

4.1-mini archives the highest 0.3376). This sug- 442

gests that while the generated text may differ in 443
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syntax and meaning, LLMs can still capture the444

conveyed PTs to a limited extent.445

Impact of Input Length. We further analyze how446

different input lengths (i.e., split settings) affects447

performance. We show the performance of GPT-448

4.1-mini, the model with the highest SR, in Fig-449

ure 3. It can be seen that all metrics show negligible450

variation across different split percentages. This451

indicates that simply increasing the input length452

does not improve the models’ performance to in-453

corporate the correct PTs. One reason is that the454

generated text is often much longer than the orig-455

inal text, so metric scores are influenced more by456

the generated portion rather than the given input. A457

possible solution is to constrain the output length458

to match the original message.459

5.3 Scam Augmentation460

Evaluation Setting. We evaluate this task using the461

same models employed in the Scam Completion462

task.463

Results. As illustrated in Table 5, among the464

evaluated LLMs, Qwen3-30B notably achieves465

the highest performance for text generation met-466

rics, including ROUGE-1 (0.7867), ROUGE-2467

(0.7253), ROUGE-L (0.7824), BLEU (0.6628),468

and BERTScore (0.9451). Additionally, all mod-469

els exhibit high SRs with GPT-4.1 achieving the470

highest at 0.8831. Overall, all the models achieve471

better performance compared to the Scam Comple-472

tion task. This is likely because, in this task, the473

full original scam message is provided, making it474

easier for LLMs to preserve tone, structure, and475

wording.476

Impact of Added PTs. We further investigate477

what causes the sharp performance gap between478

Scam Completion and Scam Augmentation. We479

use GPT-4.1 (the model with the highest SR) and480

select messages in D2 that contain the very few481

PTs (2 PTs). We then modify the prompt (see Ta-482

ble 8) to ask the model to add 1 to 7 additional PTs.483

Figure 4 shows how metrics scores change as more484

PTs are added. We observe that as the number of485

added PTs increases, performance on all metrics486

declines, indicating the task becomes harder with487

each additional PT. This helps explain why Scam488

Completion results are generally worse than Scam489

Augmentation. On average, each message in D2490

contains 3.53 PTs, meaning Scam Completion im-491

plicitly requires the model to generate more PTs492

(3.53) from scratch, while Scam Augmentation typ-493

USPS - Your shipment is currently on hold due to 
invalid or incomplete address information. Kindly update 
the address here: http://cutt.ly/jeDSgRgv?Ydo=itioE4c4wc 
to avoid the package being returned. Hope your day brings 
you peace and joy!

USPS - Your shipment is currently on hold due to ?

Complete with

USPS - Your shipment is currently on hold due to
incomplete address information. This is an official notice 
from the United States Postal Service. 

 
: usps-update-support.com. 

. Thank you for your immediate attention.

 

please confirm your delivery details within the next 
12 hours

To avoid return or 
delay,

Failure to act 
promptly may result in your package being sent back to 
the sender

Original 
Message

Segment

Completed
Message

Urgency and Scarcity, Fear and Intimidation


Figure 5: Case study: scam completion.

I received a text: Florida Toll Services, our records show 
that your vehicle has an outstanding toll charge.  To 
prevent further fees totaling $75.59, please settle the due 
amount of $7.59 at https://mysunpasstollsinvoices.com/

I received a text: Florida Toll Services, our records show 
that your vehicle has an outstanding toll charge. 

. To prevent further fees totaling $75.59, 
please settle the due amount of $7.59 at https://
mysunpasstollsinvoices.com/

Thousands of drivers have already settled their dues to 
avoid penalties

Original 
Message

Augmented Scam 
Message

Rewrite with Social Proof

Figure 6: Case study: scam augmentation.

ically requires adding only one. 494

5.4 Case Study 495

To better understand the results of our evaluation, 496

we conducted a case study analysis on the gener- 497

ated scam messages from both the Scam Comple- 498

tion and Augmentation tasks. 499

Limitations of N-gram Metrics. While n-gram 500

metrics such as ROUGE, BLEU provide conve- 501

nient approximations of text similarity, they often 502

fail to capture semantic similarity. Through man- 503

ual inspection, we observe that many generated 504

scam messages successfully convey the intended 505

PT using alternative phrasing and varied sentence 506

structures. For example, in the case study shown 507

in Figure 5, the generated message effectively con- 508

veys the original PTs by exploiting “Urgency and 509

Scarcity” and “Fear and Intimidation” without di- 510

rectly reusing phrases from the original message. 511

This demonstrates the capability of LLMs to gen- 512

erate creatively diverse yet semantically aligned 513

scam completions. 514

LLM Hallucination. Despite strong quantitative 515

results in the Scam Augmentation task, we also 516

observe instances where LLM introduces unnatural 517

expressions within the scam context when integrat- 518

ing PTs. For example, in the unpaid toll-fee scam 519
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illustrated in Figure 6, the augmented version of520

an unpaid toll-fee scam incorporates the “Social521

Proof” technique using the sentence: Thousands522

of drivers have already settled their dues to avoid523

penalties”. While the PT is present, the phrasing524

feels unnaturally desperate and may raise user sus-525

picion. A more contextually appropriate revision,526

such as “Many drivers incur additional charges527

when payment is delayed” would better preserve528

the tone and subtlety typical of real scam messages.529

This suggests that while LLMs effectively generate530

the specified PT, their outputs may require contex-531

tual adjustment to ensure realism and credibility of532

the scam message.533

6 Discussion and Future Work534

Scam Incident Association via Psychological Pat-535

terns. Scam incidents often occur in spikes, with536

multiple cases emerging over a short period of537

time that share similar tactics but differ in surface-538

level content. For example, toll road scams re-539

ported across various U.S. states, such as Arizona,540

Florida, California, Washington, and Ohio (BBB,541

2025c,h,e,d,i,f,g), exhibit different text formats and542

sender names but consistently exploit the same psy-543

chological techniques, such as Authority and Imper-544

sonation and Urgency and Scarcity, as illustrated545

in Figure 1. These recurring behavioral patterns546

parallel cyber attacks that reuse the same technical547

tactics and techniques (MITRE, 2025), suggest-548

ing that PTs can serve as behavioral signatures to549

associate and cluster scam incidents. Future work550

could develop PT-based clustering or temporal anal-551

ysis methods to automatically link related scams,552

enabling earlier detection, trend analysis, and coor-553

dinated response to emerging scam campaigns.554

Addressing Data Imbalance through Scam Aug-555

mentation. One of the challenges observed in our556

dataset is the imbalanced distribution of psycholog-557

ical techniques. For instance, while PTs such as Au-558

thority and Impersonation (686 instances) and Pre-559

text and Trust (615 instances) are well-represented,560

others like Reciprocity are relatively rare, with only561

40 annotated samples. This imbalance can limit the562

generalization of PT classifiers. Our Scam Aug-563

mentation task provides a promising direction for564

mitigating this issue by generating synthetic exam-565

ples that inject underrepresented PTs into existing566

scam messages. Future work could explore more567

controlled, model-guided augmentation pipelines568

to balance training data while preserving linguistic569

realism and contextual coherence. 570

Leveraging Victim Narratives for Scam Expla- 571

nation. Beyond scammer messages, many scam 572

reports include rich victim narratives that describe 573

how individuals recognized the scam or were ma- 574

nipulated step by step (e.g., Figure 8). These nar- 575

ratives contain cognitive and emotional processes 576

of victims, which resemble the reasoning process 577

of LLMs. Future research could leverage this di- 578

mension to develop scam detection systems that 579

model both the attacker’s persuasive tactics and the 580

victim’s reaction. Such models may enable more 581

interpretable scam alerts or personalized warnings 582

based on user susceptibility. 583

Toward Real-Time Detection and Prevention. 584

Our findings show that LLMs can detect and pre- 585

dict scam content even from partial inputs. This 586

opens avenues for real-time scam detection systems 587

that operate on incomplete or unfolding messages. 588

However, ensuring robustness, reducing hallucina- 589

tions, and maintaining natural tone in generation 590

remain open challenges. Future work could explore 591

fine-tuning techniques to better align LLM outputs 592

with real-world scam characteristics. 593

7 Conclusion 594

In this work, we introduce PSYSCAM, the first 595

benchmark designed to systematically capture and 596

evaluate PTs embedded in real-world scam inci- 597

dents. By collecting diverse scam reports from six 598

public reporting platforms and grounding our an- 599

notations in established cognitive and persuasion 600

theories, PSYSCAM bridges the gap between psy- 601

chology and practical cyber security analysis. Our 602

human–LLM collaborative annotation framework 603

enables scalable, high-quality PT labeling and our 604

evaluation on three downstream tasks shows that 605

PSYSCAM poses challenges to existing models. We 606

believe PSYSCAM lays the foundation for future 607

research on scam detection and generation, persua- 608

sive language understanding, and the development 609

of trustworthy AI systems for combating online 610

scams and fraud. 611

Limitations 612

This work has several limitations. 613

First, the taxonomy of PTs presented in Table 2 614

is manually constructed based on established psy- 615

chological theories and a preliminary study of real- 616

world scam reports. While it captures a wide range 617

of manipulation strategies commonly observed in 618
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scams, it may not fully encompass the entire psy-619

chological landscape in scams. For instance, tech-620

niques such as enforced isolation (Lea et al., 2009;621

BBB, 2025j) where victims are instructed not to622

disclose the situation to others (e.g., “They also623

asked us not to tell anyone about this”) but are not624

explicitly included in our current taxonomy. Future625

work could consider expanding the PT framework626

to account for more PTs.627

Second, our prompting strategy, while effective,628

offers ample room for refinement. The current few-629

shot prompts include limited examples for each PT,630

which may restrict the LLM’s ability to general-631

ize to ambiguous or borderline cases. Future im-632

provements could include richer in-context demon-633

strations, dynamically selected examples, or fine634

tuning to enhance LLM reasoning and reduce false635

positives.636

Finally, while PSYSCAM includes diverse scams637

across multiple platforms and regions, all reports638

are currently in English. Given that scams are a639

global issue (SPF, 2025b), extending PSYSCAM to640

include reports written in other major languages,641

such as Chinese, Spanish, or Arabic, would be642

critical for broader applicability and cross-cultural643

analysis. This would also enable benchmarking644

multilingual scam detection systems and studying645

language-specific variations in scammer persuasion646

strategies.647

Ethics Statement648

This study explores the capabilities of LLMs in gen-649

erating scam content for research purposes. While650

our experiments involve generating scam-like mes-651

sages, all experiments are conducted in a controlled652

setting strictly for defensive research and evalua-653

tion. We emphasize that our methodology is in-654

tended to support the development of scam detec-655

tion systems and raise awareness of potential mis-656

use.657

Notably, prior work (Roy et al., 2024) has658

demonstrated that commercial LLMs can be659

prompted to generate scam websites and emails. In660

our study, we evaluate both open-source and com-661

mercial models, including OpenAI and Grok. We662

observe that only OpenAI’s most recent reasoning663

models (GPT-o3 and GPT-o4) consistently refuses664

to generate scam content, while others do not im-665

plement similar safeguards. This underscores the666

importance of integrating robust content filtering667

mechanisms into generative models. We strongly668

advocate for responsible AI development and stress 669

that all findings in this paper are presented solely 670

to enhance understanding and strengthen fraud pre- 671

vention efforts. 672

References 673

Bhupendra Acharya, Muhammad Saad, Anto- 674
nio Emanuele Cinà, Lea Schönherr, Hoang 675
Dai Nguyen, Adam Oest, Phani Vadrevu, and 676
Thorsten Holz. 2024. Conning the crypto conman: 677
End-to-end analysis of cryptocurrency-based 678
technical support scams. In 2024 IEEE Symposium 679
on Security and Privacy (SP), pages 17–35. IEEE. 680

BBB. 2025a. Example scam report showing victim 681
narrative. 682

BBB. 2025b. Example scam report showing victim 683
narrative mixed with scam message. 684

BBB. 2025c. Scam report of AZDOT. 685

BBB. 2025d. Scam report of EZ-Pass. 686

BBB. 2025e. Scam report of FasTrak. 687

BBB. 2025f. Scam report of OHDOT. 688

BBB. 2025g. Scam report of QuickPass. 689

BBB. 2025h. Scam report of SunPass. 690

BBB. 2025i. Scam report of WSDOT. 691

BBB. 2025j. Scam report showing isolation. 692

Joymallya Chakraborty, Wei Xia, Anirban Majumder, 693
Dan Ma, Walid Chaabene, and Naveed Janvekar. 694
2024. Detoxbench: Benchmarking large language 695
models for multitask fraud & abuse detection. arXiv 696
preprint arXiv:2409.06072. 697

Robert B Cialdini and Robert B Cialdini. 2007. In- 698
fluence: The psychology of persuasion, volume 55. 699
Collins New York. 700

Corinna Cortes and Vladimir Vapnik. 1995. Support- 701
vector networks. Machine learning, 20:273–297. 702

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 703
Kristina Toutanova. 2019. Bert: Pre-training of deep 704
bidirectional transformers for language understand- 705
ing. In Proceedings of the 2019 conference of the 706
North American chapter of the association for com- 707
putational linguistics: human language technologies, 708
volume 1 (long and short papers), pages 4171–4186. 709

FBI. 2024a. Scammers Defraud Individuals via Work- 710
From-Home Scams. 711

FBI. 2024b. Smishing Scam Regarding Debt for Road 712
Toll Services. 713

The Fed. 2024. Scams Information Sharing Industry 714
Work Group Recommendations. 715

9

https://www.bbb.org/scamtracker/lookupscam/964133
https://www.bbb.org/scamtracker/lookupscam/964133
https://www.bbb.org/scamtracker/lookupscam/964133
https://www.bbb.org/scamtracker/lookupscam/856935
https://www.bbb.org/scamtracker/lookupscam/856935
https://www.bbb.org/scamtracker/lookupscam/856935
https://www.bbb.org/scamtracker/lookupscam/964473
https://www.bbb.org/scamtracker/lookupscam/965101
https://www.bbb.org/scamtracker/lookupscam/963177
https://www.bbb.org/scamtracker/lookupscam/880576
https://www.bbb.org/scamtracker/lookupscam/894554
https://www.bbb.org/scamtracker/lookupscam/961743
https://www.bbb.org/scamtracker/lookupscam/961909
https://www.bbb.org/scamtracker/lookupscam/855555
https://www.ic3.gov/PSA/2024/PSA240604/
https://www.ic3.gov/PSA/2024/PSA240604/
https://www.ic3.gov/PSA/2024/PSA240604/
https://www.ic3.gov/PSA/2024/PSA240412/
https://www.ic3.gov/PSA/2024/PSA240412/
https://www.ic3.gov/PSA/2024/PSA240412/
https://fedpaymentsimprovement.org/wp-content/uploads/scams-information-sharing-industry-work-group-recommendations.pdf
https://fedpaymentsimprovement.org/wp-content/uploads/scams-information-sharing-industry-work-group-recommendations.pdf
https://fedpaymentsimprovement.org/wp-content/uploads/scams-information-sharing-industry-work-group-recommendations.pdf


FTC. 2024. Got a text about unpaid tolls? It’s probably716
a scam.717

FTC. 2025. New FTC Data Show a Big Jump in Re-718
ported Losses to Fraud to 12.5Billionin2024.719

Daniel Kahneman and Amos Tversky. 2013. Prospect720
theory: An analysis of decision under risk. In Hand-721
book of the fundamentals of financial decision mak-722
ing: Part I, pages 99–127. World Scientific.723

Stephen EG Lea, Peter Fischer, and Kath M Evans. 2009.724
The psychology of scams: Provoking and committing725
errors of judgement.726

Andy Liaw, Matthew Wiener, et al. 2002. Classification727
and regression by randomforest. R news, 2(3):18–22.728

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-729
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,730
Luke Zettlemoyer, and Veselin Stoyanov. 2019.731
Roberta: A robustly optimized bert pretraining ap-732
proach. arXiv preprint arXiv:1907.11692.733

Theodore Tangie Longtchi, Rosana Montañez Ro-734
driguez, Laith Al-Shawaf, Adham Atyabi, and735
Shouhuai Xu. 2024. Internet-based social engineer-736
ing psychology, attacks, and defenses: A survey. Pro-737
ceedings of the IEEE.738

MITRE. 2025. Attck.739

Rosana Montanz Rodriguez and Shouhuai Xu. 2022.740
Cyber social engineering kill chain. In International741
Conference on Science of Cyber Security, pages 487–742
504. Springer.743

Muhammad Muzammil, Abisheka Pitumpe, Xigao Li,744
Amir Rahmati, and Nick Nikiforakis. 2025. The745
poorest man in babylon: A longitudinal study of746
cryptocurrency investment scams. In Proceedings of747
the ACM on Web Conference 2025, pages 1034–1045.748

Nasdaq. 2025. Nasdaq Verafin Report Finds that749
750BillioninMoneyLaunderingandIllicitFundsF lowedThroughEurope.750

Terry Nelms, Roberto Perdisci, Manos Antonakakis,751
and Mustaque Ahamad. 2016. Towards measuring752
and mitigating social engineering software down-753
load attacks. In 25th USENIX Security Symposium754
(USENIX Security 16), pages 773–789.755

OASIS. 2025. A structured language for cyber threat756
intelligence.757

OpenAI. 2025. Gpt4.1.758

Youngsam Park, Jackie Jones, Damon McCoy, Elaine759
Shi, and Markus Jakobsson. 2014. Scambaiter: Un-760
derstanding targeted nigerian scams on craigslist. sys-761
tem, 1:2.762

Richard E Petty and John T Cacioppo. 2012. Communi-763
cation and persuasion: Central and peripheral routes764
to attitude change. Springer Science & Business Me-765
dia.766

Qwen. 2025. Qwen3. 767

Sayak Saha Roy, Poojitha Thota, Krishna Vamsi 768
Naragam, and Shirin Nilizadeh. 2024. From chat- 769
bots to phishbots?: Phishing scam generation in com- 770
mercial large language models. In 2024 IEEE Sym- 771
posium on Security and Privacy (SP), pages 36–54. 772
IEEE. 773

ScamShield. 2025. ScamShield. 774

Karen Sparck Jones. 1972. A statistical interpretation 775
of term specificity and its application in retrieval. 776
Journal of documentation, 28(1):11–21. 777

SPF. 2025a. Annual Scams and Cybercrime Brief 2024. 778

SPF. 2025b. Scams. 779

Daniel Timko and Muhammad Lutfor Rahman. 2024. 780
Smishing dataset i: Phishing sms dataset from smish- 781
tank.com. pages 289–294. 782

Amber Van Der Heijden and Luca Allodi. 2019. Cog- 783
nitive triaging of phishing attacks. In 28th USENIX 784
Security Symposium (USENIX Security 19), pages 785
1309–1326. 786

Shu Yang, Shenzhe Zhu, Zeyu Wu, Keyu Wang, Junchi 787
Yao, Junchao Wu, Lijie Hu, Mengdi Li, Derek F 788
Wong, and Di Wang. 2025. Fraud-r1: A multi-round 789
benchmark for assessing the robustness of llm against 790
augmented fraud and phishing inducements. arXiv 791
preprint arXiv:2502.12904. 792

10

https://consumer.ftc.gov/consumer-alerts/2025/01/got-text-about-unpaid-tolls-its-probably-scam
https://consumer.ftc.gov/consumer-alerts/2025/01/got-text-about-unpaid-tolls-its-probably-scam
https://consumer.ftc.gov/consumer-alerts/2025/01/got-text-about-unpaid-tolls-its-probably-scam
https://www.ftc.gov/news-events/news/press-releases/2025/03/new-ftc-data-show-big-jump-reported-losses-fraud-125-billion-2024
https://www.ftc.gov/news-events/news/press-releases/2025/03/new-ftc-data-show-big-jump-reported-losses-fraud-125-billion-2024
https://www.ftc.gov/news-events/news/press-releases/2025/03/new-ftc-data-show-big-jump-reported-losses-fraud-125-billion-2024
https://attack.mitre.org/
https://www.nasdaq.com/press-release/nasdaq-verafin-report-finds-750-billion-money-laundering-and-illicit-funds-flowed
https://www.nasdaq.com/press-release/nasdaq-verafin-report-finds-750-billion-money-laundering-and-illicit-funds-flowed
https://www.nasdaq.com/press-release/nasdaq-verafin-report-finds-750-billion-money-laundering-and-illicit-funds-flowed
https://oasis-open.github.io/cti-documentation/
https://oasis-open.github.io/cti-documentation/
https://oasis-open.github.io/cti-documentation/
https://openai.com/index/gpt-4-1/
https://qwenlm.github.io/blog/qwen3/
https://www.scamshield.gov.sg/
https://www.scamshield.gov.sg/files/Scams%20and%20Cybercrime%20Briefs/2024_annual_scams_and_cybercrime_brief.pdf
https://www.police.gov.sg/Advisories/Crime/Scams/


A Additional Figures and Tables793

Description

Scammer Information Targeted Person’s Location

Scam Type

Employment

Business Name

Amazon imposter

Dear Prospective Employee, 

After receiving and reviewing your Resume, our hiring team decided that you are qualified for the 
position. We provide a starting wage of $28 per hour. Following the newest online screening 
introduced by The Bureau of Human Resources, you are required to download the Zoom app to 
contact  one of the Hiring Managers ASAP for the online interview/briefing and comprehensive job 
details. Please feel free to email the hiring manager again for instructions if you run into any 
problems. Since we are particularly interested in your personal growth, we provide compensated 
training. Your prompt reply is really important! 

CA, USA-xxxxx
CA, USA-xxxxx

Unknown phone number

https://www.linkedin.com/in/xxx

xxxxx@gmail.com

Figure 7: A typical scam report.

Description

Scammer Information Targeted Person’s Location

Scam Type

Phishing

Business Name

EZ Pass Toll Phishing Scam

Text message stating that I have an unpaid ticket for driving in a lane for multiple passengers. I 
hadn't even been on the interstate or toll road in many many months. And that I owed $6.99. I 
didn't know who to contact and didn't want to have a verbal "discussion" phone call, or 
threatening email, so after the second threatening email, I paid the $6.99 via credit card.

UT
CO, USA- 80524

Unknown Phone Number

Unknown URL

Unknown Email

Figure 8: Scam report example: victim narrative (BBB,
2025a).

Description

Scammer Information
Targeted Person’s Location

Scam Type

Phishing

Business Name

Florid Sunpass Tolls Imposter

Wanted me to pay for unpaid toll trip. Money amount not specified. When tried to access web 
address my computer wouldn't allow because said unsafe site. Message: Sunpass: Our records 
indicate that you have an unpaid toll trip. Please made an online payment at heeps://
invoicesunpasstills.com to avoid excessive late fees. I do not have a Sunpass and haven't been 
in Florida for approximately 10 years. I did go to the actual Sunpass website and entered my 
license plate and zip. No unpaid toll found.

UT
IL, USA- 61554

(709) 749-5612

https://invoicesunpasstolls.com

Unknown Email

Figure 9: Scam report example: victim narrative and
scam message (BBB, 2025b).

11



Role Category Content

System -
Scammers use social engineering attacks that exploit psychological techniques
to manipulate victims. Our goal: We collect a number of scam reports and
aim to extract the psychological techniques used in these scam reports.

User
Task description

Now I give you the victim report.
Please extract any psychological techniques exploited by the scammer.
Requirement 1: if no psychological techniques is identified, return an empty dictionary:
{}
Avoid guess, you must return the psychological techniques when you are prettry sure it exists
Requirement 2: Return the output strictly as a JSON dictionary:
{"psychological technique A": Corresponding texts in the victim report,
"psychological technique B": Corresponding texts in the victim report,...}
For example:
{’Reciprocity’: "This is a work fromlly plan your own day schedule ...",
’Consistency’: "We received your application for our Remote Customer Enrollment Position ..."}

Scam message “USPS - Your shipment is currently..."

PT definition

We consider following psychological techniques:
-Authority and Impersonation: From Cialdini’s 6 principles of persuasion:
people tend to obey authorities. People trust credible individuals.
-Phantom Riches: Visceral triggers of desire that override rationality
-Fear and Intimidation: Leverages the fear response which
overrides rational thought
-Liking: From Cialdini’s 6 principles of persuasion,
Preference for saying “yes” to the requests of people they know and like.
People are programmed to like others who like them back and
who are similar to them.
-Urgency and Scarcity: From Cialdini’s 6 principles of persuasion,
sense of urgency and scarcity assign more value to items
-Pretext and Trust: Scammer make up story to add source credibility
and gain victim’s trust.
-Reciprocity: From Cialdini’s 6 principles of persuasion.
Tendency to feel obliged to repay favors from others.
“I do something for you, you do something for me.”
-Consistency: From Cialdini’s 6 principles of persuasion.
Tendency to behave in a way consistent with past decisions and behaviors
-Social Proof: From Cialdini’s 6 principles of persuasion.
Tendency to reference the behavior of others,
by using the majority behavior to guide their own actions.

Table 6: The prompt for LLM annotation.
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Role Category Content

System -
You are an assistant that completes scam messages incorporating
specific psychological techniques.

User
Task description

You are tasked with completing a scam message based on its beginning.
The message should incorporate specific psychological techniques.
Ensure your completion continues directly from the last word of the
provided beginning, maintaining the same style and tone. Only return
the completion without any additional text or explanation.

Scam message
Beginning of the message:
“Text message : USPS - Your shipment is currently

PT definition

We consider following psychological techniques:
-Authority and Impersonation: From Cialdini’s 6 principles of persuasion:
people tend to obey authorities. People trust credible individuals.
-Phantom Riches: Visceral triggers of desire that override rationality
-Fear and Intimidation: Leverages the fear response which
overrides rational thought
-Liking: From Cialdini’s 6 principles of persuasion,
Preference for saying “yes” to the requests of people they know and like.
People are programmed to like others who like them back and
who are similar to them.
-Urgency and Scarcity: From Cialdini’s 6 principles of persuasion,
sense of urgency and scarcity assign more value to items
-Pretext and trust: Scammer make up story to add source credibility
and gain victim’s trust.
-Reciprocity: From Cialdini’s 6 principles of persuasion.
Tendency to feel obliged to repay favors from others.
“I do something for you, you do something for me.”
-Consistency: From Cialdini’s 6 principles of persuasion.
Tendency to behave in a way consistent with past decisions and behaviors
-Social Proof: From Cialdini’s 6 principles of persuasion.
Tendency to reference the behavior of others,
by using the majority behavior to guide their own actions.

Table 7: The prompt for the scam completion task.
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Role Category Content

System -
You are an assistant that rewrites scam messages incorporating
specific psychological techniques

User
Task description

Please rewrite the scam message to also include the following psychological technique:
PT Name: PT Definition
Make sure to keep all the original facts intact while incorporating this new PT.
Only return the rewritten message without any additional text or explanation.

Scam message
The scam message:
“USPS - Your shipment is currently...

PT definition

We consider following psychological techniques:
-Authority and Impersonation: From Cialdini’s 6 principles of persuasion:
people tend to obey authorities. People trust credible individuals.
-Phantom Riches: Visceral triggers of desire that override rationality
-Fear and Intimidation: Leverages the fear response which
overrides rational thought
-Liking: From Cialdini’s 6 principles of persuasion,
Preference for saying “yes” to the requests of people they know and like.
People are programmed to like others who like them back and
who are similar to them.
-Urgency and Scarcity: From Cialdini’s 6 principles of persuasion,
sense of urgency and scarcity assign more value to items
-Pretext and trust: Scammer make up story to add source credibility
and gain victim’s trust.
-Reciprocity: From Cialdini’s 6 principles of persuasion.
Tendency to feel obliged to repay favors from others.
“I do something for you, you do something for me.”
-Consistency: From Cialdini’s 6 principles of persuasion.
Tendency to behave in a way consistent with past decisions and behaviors
-Social Proof: From Cialdini’s 6 principles of persuasion.
Tendency to reference the behavior of others,
by using the majority behavior to guide their own actions.

Table 8: The prompt for the scam augmentation task.
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