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Abstract In practice, we are often faced with small-sized tabular data. However, current tabular

benchmarks are not geared towards data-scarce applications, making it very difficult to

derive meaningful conclusions from empirical comparisons. We introduce PMLBmini, a

tabular benchmark suite of 44 binary classification datasets with sample sizes ≤ 500. We use

our suite to thoroughly evaluate current automated machine learning (AutoML) frameworks,

off-the-shelf tabular deep neural networks, as well as classical linear models in the low-data

regime. Our analysis reveals that state-of-the-art AutoML and deep learning approaches

often fail to appreciably outperform even a simple logistic regression baseline, but we also

identify scenarios where AutoML and deep learning methods are indeed reasonable to

apply. Our benchmark suite, available on https://github.com/RicardoKnauer/TabMini,
allows researchers and practitioners to analyze their own methods and challenge their data

efficiency.

1 Introduction

The easy access to data has fueled machine learning research in recent years. Massive text corpora

crawled from the web have given rise to large language models such as GPT-3 with emergent

abilities such as in-context learning (Brown et al., 2020). Large-scale image data have served as the

foundation for text-to-image systems like DALL-E 3 (Betker et al., 2023), large-scale video data for

text-to-video generators like Sora (Brooks et al., 2024). In contrast to text, image, or video data,

collecting large- or even medium-sized tabular data is often challenging in practice, despite tabular

data being among the most ubiquitous dataset types in real-world applications (Borisov et al., 2022;

McElfresh et al., 2024; Shwartz-Ziv and Armon, 2022). GitTables, for example, a curated corpus

of 1 million tables from GitHub, only contains 142 instances on average (Hulsebos et al., 2023).

In clinical diagnostic or prognostic settings, the number of instances is frequently limited due to

the rareness of medical conditions or patient losses at follow-up assessments, respectively (Moons

et al., 2015, 2019; Steyerberg, 2019).

The difficulty to acquire large- or even medium-scale tabular datasets in many domains presents

researchers and practitioners with a unique set of challenges. On the one hand, overfitting is a

major concern when applying complex algorithms on small-sized datasets. On the other hand,

cross-validation folds may become too small to adequately represent both the original sample and

the population of interest. This makes it very difficult to find good hyperparameter settings so that

data-driven hyperparameter optimization may fail to increase, or may even decrease, the predictive

performance for individual datasets in the low-data regime (Riley et al., 2021; Šinkovec et al., 2021;

Van Calster et al., 2020). To facilitate empirical comparisons across studies in this setting, it is

therefore imperative to systematically evaluate machine learning pipelines not on a hand-picked,

narrow selection of datasets, but on a standardized, diverse dataset collection - a benchmark suite

(Bischl et al., 2021; Fischer et al., 2023; Gijsbers et al., 2019, 2022; McElfresh et al., 2024; Olson et al.,

2017; Romano et al., 2022).

In this paper, we contribute to the tabular benchmarking literature in the following ways:
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Figure 1: Overview of our work on PMLBmini, the first tabular classification benchmark suite specifi-

cally for data-scarce applications.

1. We conduct a narrative review on tabular benchmark suites for data-scarce applications with
sample sizes ≤ 500, and find that (very-)small-sized datasets are generally underrepresented in

current tabular benchmarks (Sect. 2).

2. We introduce PMLBmini, the first tabular benchmark suite specifically for the low-data regime
with 44 binary classification datasets (Sect. 3.1), and use our suite to compare state-of-the-art
machine learning methods, i.e., automated machine learning (AutoML) frameworks and
off-the-shelf deep neural networks, against logistic regression (Sect. 3.2). Overall, we show
that logistic regression performs similar to AutoML and deep learning approaches in terms of

discrimination on 55% of the datasets, and present the best L2-regularization hyperparameter

obtained on each dataset that can be used for meta-learning in data-scarce applications (Sect. 4.2).

We also conduct an extensive meta-feature analysis to assess under which conditions, i.e.,

dataset properties, AutoML and deep learning methods outperform a logistic regression baseline

(Sect. 4.3). Please refer to Fig. 1 for an overview of our work.

3. We release PMLBmini for researchers and practitioners to benchmark their own tabular
classifier, and to analyze if and when it succeeds or fails. This way, we aim to equip the

community with an easily accessible, practical set of tools for empirical evaluations in the

low-data regime (Sect. 3.3).

2 Related Work and Desiderata

Machine learning repositories for tabular data abound, prominent examples being Kaggle, UCI,

or OpenML (Vanschoren et al., 2014), which form the basis for a wide range of carefully curated

tabular benchmark suites (Bischl et al., 2021; Fischer et al., 2023; Gijsbers et al., 2019, 2022; McElfresh

et al., 2024; Olson et al., 2017; Romano et al., 2022). In spite of the practical relevance and unique

challenges in the low-data regime (Sect. 1), small-sized datasets with sample sizes ≤ 500 have

received very little attention in benchmarking studies so far, though (Fischer et al., 2023; Gijsbers

et al., 2019). The suites that do include ≥ 1 small-sized tabular benchmark dataset are the Penn

Machine Learning Benchmarks (PMLB) (Olson et al., 2017; Romano et al., 2022), the AutoML

Benchmark (AMLB) (Gijsbers et al., 2022), the OpenML-CC18 (Bischl et al., 2021), and TabZilla

(McElfresh et al., 2024). Their respective dataset sources, task types, sample size range, number of

included datasets, and number of included datasets with sample sizes ≤ 500 are shown in Table 1.

AMLB, OpenML-CC18, and TabZilla include an insufficient number of small-sized datasets to allow
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Table 1: Benchmark suites that include small-sized tabular datasets

Benchmark Dataset
sources

Task types Sample size
range

# Datasets # Small-
sized
datasets

PMLB (Olson et al.,

2017; Romano et al.,

2022)

Kaggle, UCI,

OpenML,

and others

Classification,

regression

32 to over 1

million

419 158

AMLB (Gijsbers et al.,

2022)

OpenML Classification,

regression

100 to 10 mil-

lion

104 2

OpenML-CC18 (Bis-

chl et al., 2021)

OpenML Classification 500 to 96320 72 1

TabZilla (McElfresh

et al., 2024)

OpenML Classification 148 to over 1

million

36 4

PMLBmini (ours) OpenML Classification 32 to 500 44 44

for meaningful comparisons in the low-data regime. PMLB, on the other hand, provides no interface

for users to easily evaluate their own machine learning pipeline against a range of simple and

state-of-the-art baselines on a preselected collection of small-sized datasets. We therefore formulate

our desiderata for a tabular classification benchmark suite for data-scarce applications as follows:

• Dataset size: The collection should include only small-sized datasets with sample sizes ≤ 500,

unlike any other tabular benchmark suite (Bischl et al., 2021; Fischer et al., 2023; Gijsbers et al.,

2019, 2022; McElfresh et al., 2024; Olson et al., 2017; Romano et al., 2022). A cut-off at a sample

size of 500 allows us to assess machine learning methods where the OpenML-CC18 leaves off

(Bischl et al., 2021) and extend prior evaluations on this benchmark to the low-data regime (Bonet

et al., 2024; Hollmann et al., 2023; Müller et al., 2023).

• Dataset complexity: To allow for assessing if andwhen state-of-the-art machine learningmethods

perform better than simple baselines, the suite should include bothmore and less complex datasets,

and not exclude easy problems a priori (Bischl et al., 2021; Fischer et al., 2023; Gijsbers et al., 2019,

2022; McElfresh et al., 2024). In Sect. 4.2, we show that the inclusion of less difficult datasets does

not prevent us from finding statistically significant performance differences between approaches

when using our entire dataset collection.

• Collection size: The suite should be sufficiently large to allow for thorough empirical comparisons.

Small-sized datasets are typically underrepresented in current tabular benchmarks (Bischl et al.,

2021; Gijsbers et al., 2022; McElfresh et al., 2024) or not included at all (Fischer et al., 2023; Gijsbers

et al., 2019).

As an additional preference, the suite should provide a user-friendly Python interface for researchers

and practitioners to benchmark their own tabular classifier against baseline methods on the

preselected dataset collection. Users should also be able to perform a comprehensive meta-feature

analysis to find out under which conditions, i.e., dataset properties, their approach is better suited,

which is not supported by most frameworks out of the box (Bischl et al., 2021; Fischer et al., 2023;

Gijsbers et al., 2019; Olson et al., 2017; Romano et al., 2022). In the next section, we describe how

we constructed our tabular classification benchmark suite for data-scarce applications based on our

desiderata and preference.
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3 Benchmark Design

In the following, we report on the design of our tabular classification benchmark, PMLBmini,

starting with the included datasets. We then outline the baseline methods that we integrated into

our suite, and finally provide details on how our benchmarking tool can be used for both in-depth

empirical comparisons and meta-feature analyses in the low-data regime.

3.1 Datasets

We selected all binary classification datasets with sample sizes ≤ 500 from the curated benchmark

suite with the largest number of small-sized datasets, PMLB (Sect. 2), resulting in 44 datasets

(Table 3 in Appendix C). There was no sensitive personally identifiable information or offensive

content in the selected datasets, there were no missing values, and categorical features were already

numerically encoded in PMLB. This provided a simple, extensible basis for our tabular classification

benchmark. We shuffled all datasets and encoded all labels to {0, 1}. The 2 binary classification

datasets from the TabZilla benchmark (colic and heart-h) are already included in PMLB and therefore

in our suite, the 2 binary classification datasets from AMLB and OpenML-CC18 (arcene and dresses-
sales, respectively) are not. Both arcene and dresses-sales would be clear outliers in our collection,

though; the former because its feature set size is roughly 6000% larger than the maximal feature set

size in our suite, the latter because > 80% of its instances contain missing values. Even without the 2

excluded datasets from AMLB and OpenML-CC18, our final tabular classification benchmark suite,

PMLBmini, includes more than 6 times more small-sized datasets than AMLB, OpenML-CC18, and

TabZilla combined (Sect. 2). To demonstrate that our dataset selection is not just large in quantity,

but also represents a diverse set of data science problems like PMLB (Olson et al., 2017; Romano

et al., 2022), we summarize key dataset characteristics in Table 2 and plot the feature set size against

the sample size for each included dataset in Fig. 4b in Appendix A, showing that our benchmark

suite indeed covers a wide range of problem instances with a focus on smaller feature set and

sample sizes.

3.2 Available Methods

Next to our preselected collection of small-sized tabular datasets, our suite also provides researchers

and practitioners with a number of baseline methods. The baselines were chosen to represent a

range of different machine learning approaches, but our suite can also be easily extended to include

additional pipelines (Sect. 3.3). We integrated a simple L2-regularized logistic regression classifier

(Knauer and Rodner, 2023), state-of-the-art automated machine learning (AutoML) frameworks

(Alaa and van der Schaar, 2018; Imrie et al., 2023; Erickson et al., 2020; Salinas and Erickson, 2023),

and recent off-the-shelf deep neural networks (Hollmann et al., 2023; Bonet et al., 2024). Some of

these methods have already been shown to perform well when data is scarce (Christodoulou et al.,

2019; Knauer and Rodner, 2023; McElfresh et al., 2024). An extensive comparison for sample sizes

≤ 500 is currently missing, though (Bonet et al., 2024; Hollmann et al., 2023; Müller et al., 2023;

Puri et al., 2023). We offer the first comprehensive evaluation for these methods in the low-data

regime in Sect. 4.2 and assess when state-of-the-art AutoML and deep learning approaches are

better suited than a simple logistic regression baseline in this setting in Sect. 4.3.

Logistic regression We integrated an L2-regularized logistic regression classifier as a simple,

transparent, intrinsically interpretable baseline. We use a continuous conic formulation that is

designed to be run-to-run deterministic (MOSEK ApS, 2023) and can be easily extended to include

cardinality or budget constraints for best subset selection (Deza and Atamtürk, 2022; Knauer

and Rodner, 2023). We re-encode all labels to {-1, 1} and ”min-max” scale all features for logistic

regression. The L2-regularization hyperparameter 𝜆 is tuned via a (nested) stratified, 3-fold cross-

validation using [0.5, 0.1, 0.02, 0.004] as the hyperparameter grid and the deviance as the validation

score.
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AutoML We focused on 2 recently updated AutoML frameworks for implementation into our suite,

AutoPrognosis (Alaa and van der Schaar, 2018; Imrie et al., 2023) and AutoGluon (Erickson et al.,

2020; Salinas and Erickson, 2023). AutoPrognosis considers logistic regression and decision tree

ensembles to automatically build end-to-end machine learning pipelines, including preprocessing,

model, and hyperparameter selection. Meta-learned hyperparameters from external datasets

are used to initialize the default pipeline optimization procedure, and a pipeline ensemble is

constructed following the search process. AutoGluon, on the other hand, considers k-nearest

neighbors, decision tree ensembles, and neural networks for its algorithm search. It meta-learns

a model hyperparameter portfolio from external datasets and different random seeds (zero-shot

hyperparameter optimization); the training time budget is then spent on ensembling rather than

further hyperparameter optimization. Unfortunately, we had to exclude another state-of-the-art

framework, Auto-sklearn (Feurer et al., 2015a, 2022), in its current version because the runtime

budget was not respected with our setup (Sect. 4.1)
1 2

, but we hope to extend our results in the

future.

Deep learning We also integrated 2 recent pretrained deep learning models, sometimes referred

to as tabular foundation models (Müller et al., 2023), TabPFN (Hollmann et al., 2023) and HyperFast

(Bonet et al., 2024). TabPFN is a meta-trained transformer ensemble that performs in-context

learning on tabular datasets with up to 100 features, without needing any hyperparameter tuning.

On our only benchmark dataset with > 100 features, clean1, we use subsampling to select 100

features at random for TabPFN (Feuer et al., 2023). In contrast to TabPFN, HyperFast uses external

datasets to meta-train a hypernetwork, generates smaller, task-specific main networks with the

pretrained hypernetwork and the actual training dataset, and optionally fine-tunes and ensembles

the main networks.

With the selected datasets and integrated baselines, we can perform thorough benchmark tests in

the low-data regime and analyze when certain approaches succeed or fail, as described in the next

section.

3.3 Python Interface

PMLBmini is hosted as a Python package on GitHub
3
. It can either be imported into an existing

project and run in an existing environment, or used standalone in a Docker container. We pro-

vide additional information, including how to evaluate a custom tabular classifier on our dataset

collection, both on GitHub and in Appendix B.

Extensibility Each baseline classifier (Sect. 3.2) has been re-implemented as a scikit-learn

BaseEstimator with a ClassifierMixin. Therefore, any class that adheres to scikit-learn’s stan-

dardized duck-typing approach for creating estimators can be used with our benchmarking tool,

allowing researchers and practitioners to add new classifiers with minimal overhead. To provide

users with a template on how to extend our suite, we implemented logistic regression with a

Pipeline and GridSearchCV from scikit-learn.

The tabminimodule The benchmarking interface is exposed through the tabminimodule, which

provides a set of convenience functions for automating the benchmarking process:

• Benchmark dataset loading to load our dataset collection (Sect. 3.1), with the option to set

reduced=True for only loading datasets that have not been used to develop TabPFN’s prior

(Sect. 4.2). The data is returned through a generator. Although this process could have been

integrated within the compare function, the latter is able to accept any sort of iterable that maps a

1https://github.com/automl/auto-sklearn/issues/1683
2https://github.com/automl/auto-sklearn/issues/1695
3https://github.com/RicardoKnauer/TabMini
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string (dataset name) to a tuple of pandas dataframes - design matrix X and labels y. Therefore,

the functions have been decoupled.

• Dummy dataset loading to validate estimator functionality.

• Empirical comparison of a given estimator with the baseline classifiers (Sect. 4.2). By default,

we evaluate estimators with the area under the receiver operating characteristic curve (AUC),

using a stratified, 3-fold cross validation procedure to obtain mean test performances (Sect. 4.1).

The results of the compare function are returned as a tuple of pandas dataframes - the first

dataframe holds the training scores per dataset and estimator, while the second holds test scores.

• Meta-feature analysis to extract meta-features from our benchmark datasets and compute

associations of these meta-features with performance differences between a given estimator and a

simple logistic regression baseline
4
, allowing us to analyze under which conditions the estimator

succeeds or fails in the low-data regime (Sect. 4.3). We use PyMFE 0.4.3 to extract meta-features

for all available meta-feature groups (Alcobaça et al., 2020), including but not limited to simple

meta-features (such as the sample size), statistical meta-features (such as the feature means),

clustering meta-features (such as the mean silhouette value), information-theoretic meta-features

(such as the feature entropies), model-based meta-features (such as the feature importances in a

decision tree), and complexity and landmarking meta-features (such as the predictive performance

of a k-nearest neighbors classifier). It is possible for some meta-features, such as the feature

importances, to contain multiple values, hence we use all available PyMFE summary functions to

aggregate them, including but not limited to the mean and frequency in a particular histogram

bin. This yields 3932 meta-features in total for in-depth analyses.

4 Experiments

In this section, we describe the experimental setup of our tabular classification benchmark for data-

scarce applications (Sect. 3.1) on AutoML and deep learning against logistic regression (Sect. 3.2)

using our suite (Sect. 3.3). We then present the experimental results, the best L2-regularization

hyperparameter for each benchmark dataset, and the conditions under which AutoML frameworks

and pretrained deep neural networks outperform logistic regression in the low-data regime. Note

that we also provide additional experimental results for gradient-boosted decision trees using

their package defaults in Table 4 in Appendix C. Overall, we find that logistic regression shows a

similar discriminative performance to AutoML and deep learning approaches on 55% of the datasets.

AutoML methods are better suited for more complex datasets, when more complex classifiers

are needed; off-the-shelf deep neural networks are better suited for certain feature distributions,

potentially those that resemble their meta-training data.

4.1 Experimental Setup

Method details We used our logistic regression implementation with the default optimality

gaps via MOSEK 10 (MOSEK ApS, 2023) and JuMP 1.4.0 (Dunning et al., 2017) from Julia 1.8.3.

AutoPrognosis 0.1.21 was run from Python 3.10.13 with the default settings, AutoGluon 1.0.0 with

the ”best quality” preset, and TabPFN 0.1.9 with 32 ensemble members (Hollmann et al., 2023).

HyperFast 0.1.3 was used without fine-tuning of the main networks (due to excessive runtimes

exceeding the time budget on our hardware configuration, see below), but with 32 ensemble

members like TabPFN (Bonet et al., 2024; Hollmann et al., 2023).

Evaluation metrics We measured the discriminative performance in terms of the AUC. The

training AUC was recorded to assess overfitting and evaluated with a 1h runtime limit for each

4https://github.com/RicardoKnauer/TabMini/blob/master/tabmini/analysis/meta_feature.py
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Figure 2: Discriminative performance for AutoML, deep learning, and logistic regression on our

benchmark suite PMLBmini.

method per benchmark dataset, the mean test AUC with a 3h runtime limit via a stratified, 3-fold

cross-validation procedure (i.e., 1h per fold). The time budget was chosen to reflect current practice

and to ensure comparability with prior work (Bonet et al., 2024; Erickson et al., 2020; Hollmann

et al., 2023; Müller et al., 2023; Salinas and Erickson, 2023). For logistic regression, we also tracked

the best L2-regularization hyperparameter value 𝜆∗ obtained on the whole data, and used a nested

instead of a non-nested cross-validation procedure (Knauer and Rodner, 2023). To detect pairwise

mean test AUC differences between our methods, we used a critical difference diagram based on

the Holm-adjusted Wilcoxon signed-rank test with a 0.05 significance level (Demšar, 2006; Benavoli

et al., 2016). Each experiment was run on 8 vCPU cores with 32GiB memory on an internal cluster.

4.2 Experimental Results

AutoPrognosis, AutoGluon, TabPFN, HyperFast, and logistic regression show a relatively similar

discriminative performance at different sample sizes (Fig. 2a). The largest difference occurs at

sample sizes from 101 to 200, with HyperFast and logistic regression only reaching a mean test

AUC of 0.82 and 0.78, respectively. There is a trend for all methods to perform better when the

sample size increases (Fig. 2a). Each approach wins on at least one benchmark dataset and looses

on at least one other dataset (Table 3 in Appendix C), echoing the results of McElfresh et al. (2024).

Logistic regression performs on par with or better than the best AutoML or deep learning approach

on 16% of the datasets, and lies within 1%, 2%, and 3% of the best approach on 34%, 48%, and 55% of

the datasets, respectively - possibly because it is less likely to overfit, especially with smaller sample

sizes. Interestingly, even when AutoML methods consider logistic regression for algorithm selection

(i.e., AutoPrognosis), they may be outperformed by logistic regression alone (e.g., on the backache

dataset), again possibly due to overfitting. When statistically comparing pairwise mean test AUC

differences (Fig. 2b), we observe that AutoPrognosis and TabPFN achieve a better rank than logistic

regression (p < 0.05), whereas AutoGluon and HyperFast are not different from a simple logistic

regression baseline (p > 0.05). TabPFN’s prior was developed on 45% of our benchmark datasets,

though (Hollmann et al., 2023), its performance estimates are therefore likely to be overoptimistic.

However, manually excluding all overlapping datasets reduced the benchmark dataset collection

in our analysis too much to find statistically significant performance differences between any of
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Figure 3: What dataset meta-features influence model performance? The plot shows the meta-feature

groups (Alcobaça et al., 2020) that are represented in the top-10 meta-features per approach.

To that end, we computed all PyMFEmeta-features per dataset, the mean test AUC differences

between each AutoML / deep learning method and logistic regression per dataset, the

absolute Spearman rank correlation coefficient between each PyMFE meta-feature and the

performance difference across datasets (Sect. 3.3); and finally selected the top-10 meta-

features with the largest absolute correlations.

the evaluated methods (p > 0.05). Finally, we report the best L2-regularization hyperparameter for

each dataset that can be used for meta-learning (Table 3 in Appendix C), for instance by leveraging

the most similar PMLBmini dataset(s) for zero- or few-shot hyperparameter optimization (Feurer

et al., 2015b; Reif et al., 2012).

4.3 Meta-Feature Analysis

In the following, we use our meta-feature analysis tool to extract meta-features from our benchmark

datasets and compute relationships of these meta-features with performance differences between

each AutoML / deep learning method and logistic regression (Sect. 3.3). This way, we can determine

which dataset properties make more complex machine learning methods well- or less well-suited

than a simple logistic regression baseline in the low-data regime. Fig. 5 in Appendix C shows the

top-3 correlations for each approach. For AutoPrognosis, the most discriminating meta-feature is

the ratio of the intra- and extraclass nearest neighbor distance; for AutoGluon, it is the clustering

coeffcient. Both measures capture the dataset complexity, are larger for harder classification

problems (Lorena et al., 2019), and show a positive relationship with the performance differences.

For AutoML, most meta-features with the largest absolute correlations in fact measure the dataset

complexity (Fig. 3). For TabPFN and HyperFast, the most discriminating meta-features are the

harmonic mean and minimum of each feature, i.e., summary scores from the feature distribution.

For deep learning, meta-features with the largest absolute correlations are almost exclusively

statistical meta-features that describe the feature distribution (Fig. 3). Therefore, AutoML methods

appear to be better suited for more complex datasets that need more complex classifiers, whereas

pretrained deep neural networks may be better suited for datasets with feature distributions that

resemble their meta-training data. These insights may prove beneficial when developing new

or updating existing machine learning systems, for example by increasing the meta-training set

diversity for off-the-shelf deep learning models in the low-data regime.
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5 Broader Impact and Limitations

Our benchmarking tool, PMLBmini, provides a standardized, diverse collection of 44 small-sized

tabular datasets (Sect. 3.1) in combination with a range of different machine learning baselines

(Sect. 3.2), accessible via a user-friendly Python interface (Sect. 3.3). This allows researchers and

practitioners working with tabular data to rigorously challenge their own classifier for data-scarce

applications without much effort, and the community to more easily track progress in the field.

Interestingly, our initial set of machine learning approaches reveals that simple baselines like

logistic regression should not be prematurely discarded since they frequently perform similar

to state-of-the-art AutoML and deep learning methods when data is limited (Sect. 4.2). In fact,

trying a simple logistic regression baseline in the low-data regime first and only switching to more

complex approaches when needed could save resources (McElfresh et al., 2024) and improve the

transparency, trust, and applicability of machine learning systems in practice, for example in the

clinical domain (Falla et al., 2021; Knauer and Rodner, 2023; Steyerberg, 2019). We also provide

users with a practical meta-feature analysis tool to investigate under which conditions, i.e., dataset

properties, certain methods are better suited than others. AutoML frameworks appear to work

better when more complex classifiers are needed, pretrained deep learning models when their

meta-training data are more similar to the test data (Sect. 4.3). We hope that this will support

researchers and practitioners to develop new or improve upon existing machine learning systems,

for instance by meta-training deep neural networks on a wider range of small-sized tabular data.

Nevertheless, the development of a benchmark suite also carries risks. As our selected datasets

are publicly available, we cannot guarantee that they have not already been used for training or

tuning the system that is intended to be benchmarked. As many state-of-the-art AutoML and deep

learning methods leverage meta-learning (Sect. 3.2), it is quite possible that meta-training and

benchmark datasets overlap to a large extent for some approaches - in this case, users could either

accept the inherent bias in the benchmark results or have the option to manually exclude the affected

datasets (Sect. 3.3). Overoptimism and "arbitrary" dataset exclusions can potentially undermine

the suite’s promise to increase the comparability between methods and studies, though. Moreover,

we also want to emphasize that our benchmark suite only contains binary classification problems

without missing values and with categorical features being numerically encoded (Sect. 3.1), i.e.,

categorical features contain no more textual information that could be used by AutoML methods

(Erickson et al., 2020) or multimodal foundation models (Achiam et al., 2023). For now, PMLBmini

therefore only represents a small slice of the data-scarce problems commonly encountered in practice

and disadvantages approaches that naturally handle missing values and categorical features such

as gradient-boosted decision trees. Additionally, our meta-feature analysis tool currently only

relies on a bivariate association measure that does not take confounding factors into account and is

not designed to detect meta-feature interactions or non-monotonic relationships (Gijsbers et al.,

2022; McElfresh et al., 2024). Further limitations could be addressed by integrating assessments for

training or inference speed and encountered errors (Gijsbers et al., 2022; McElfresh et al., 2024),

scaling to slightly larger sample sizes for finding out at which point more complex methods start

to consistently outperform simple baselines, and subsampling larger tabular datasets to increase

the number of benchmark datasets in our suite. We strongly encourage future research and

contributions in these directions.

6 Conclusion

Although researchers and practitioners are frequently confronted with data-scarce applications,

(very-)small sized tabular data are generally underrepresented in current machine learning bench-

marks. In this work, we introduced PMLBmini, a tabular benchmark suite of 44 binary classification

datasets with sample sizes ≤ 500. We showed how our benchmarking tool can be used to evaluate

current AutoML and deep learning methods, and to analyze if and when they are better suited than
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a simple logistic regression baseline. In summary, we found that state-of-the-art machine learning

approaches fail to appreciably outperform logistic regression on 55% of our benchmark datasets.

AutoML frameworks appear to work better for more complex datasets, pretrained deep neural

networks for datasets with feature distributions that are more similar to their meta-training data.

We therefore recommend to increase the dataset diversity when meta-training off-the-shelf deep

neural networks. Since hyperparameter optimization in the low-data regime is inherently difficult,

we also provide the community with L2-regularization hyperparamters that can be directly used

for meta-learning when data is limited. Finally, we encourage researchers and practitioners to

challenge the data efficiency of their own tabular classifier using our suite, and to assess under

which conditions it succeeds or fails.

Acknowledgements. This research was funded by the Bundesministerium für Bildung und

Forschung (16DHBKI071, 01IS23041C).
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A Additional Dataset Details

In the following, we provide additional details on our dataset collection in terms of key dataset

characteristics in Table 2 and in terms of dataset dimensionality in Fig. 4.

Table 2: Key summary statistics for our benchmark suite in terms of the sample size, feature set size,

relative minority class frequency, events per variable (number of instances in the minority

class per feature), and number of binary features.

Summary
statistic

Sample
size

Feature
set size

% Minor-
ity class

Events per
variable

# Binary
features

Mean 219 17 37 10 2

Std 133 26 11 12 5

Min 32 2 7 1 0

25% 99 6 29 3 0

50% 204 9 38 7 1

75% 304 16 46 11 2

Max 500 168 50 63 22

(a) Dataset dimensionality in terms of the number of

instances across all datasets.

(b) Number of features and instances for each

dataset. The clean1 dataset with a feature

set size of 168 is not shown to make the

plot more readable.

Figure 4: Dataset dimensionality in our benchmark suite.

B PMLBmini Exemplary Usage

Below, we illustrate how researchers and practitioners can use our benchmarking tool for empirical

comparisons and meta-feature analyses with their own tabular classifier in the low-data regime:

from yourpackage import YourEstimator

import tabmini

# Load the dataset

# Tabmini also provides a dummy dataset for testing purposes , you can load it with

tabmini.load_dummy_dataset ()
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# If reduced is set to True , the dataset will exclude all the data that has been

used to develop TabPFN ’s prior

dataset = tabmini.load_dataset(reduced=False)

# Prepare the estimator you want to benchmark against the other estimators

estimator = YourEstimator ()

# Perform the comparison

train_results , test_results = tabmini.compare(

"MyEstimator",

estimator ,

dataset ,

working_directory=pathlib.Path.cwd() / "results",

scoring_method="roc_auc",

cv=3,

time_limit =3600,

device="cpu"

)

# Generate the meta -feature analysis

meta_features = tabmini.get_meta_feature_analysis(dataset , test_results ,

"MyEstimator", correlation_method="spearman")

# Save the results and meta -feature analysis to a CSV file

test_results.to_csv("results.csv")

meta_features.to_csv("meta_features.csv")

C Additional Results

In this section, we present additional experimental results in Table 3 and 4 and show the top-3

meta-features for each AutoML and deep learning method in Fig. 5.

Table 3: Training AUC (mean test AUC) and 𝜆∗ across all 44 datasets in PMLBmini with sample size M

and feature set size N, ordered for sample size ranges in steps of 100.

PMLBmini
dataset

M N AutoML Deep learning Logistic
regression

𝝀∗

Auto-
Prognosis

Auto-
Gluon

TabPFN HyperFast

parity5 32 5 0.50 (0.27) 0.04 (0.98) 1.00 (0.02) 1.00 (0.02) 0.50 (0.17) 0.5

analcatdata_

fraud

42 11 0.93 (0.86) 0.99 (0.68) 1.00 (0.79) 0.99 (0.73) 0.89 (0.77) 0.5

analcatdata_

aids

50 4 1.00 (0.73) 0.94 (0.67) 1.00 (0.63) 0.80 (0.53) 0.78 (0.61) 0.004

analcatdata_

bankruptcy

50 6 1.00 (0.98) 1.00 (0.97) 1.00 (0.96) 0.99 (0.88) 0.99 (0.97) 0.004

analcatdata_

japansolvent

52 9 1.00 (0.85) 0.99 (0.88) 1.00 (0.91) 0.97 (0.91) 0.94 (0.85) 0.1

labor 57 16 1.00 (0.88) 1.00 (0.95) 1.00 (0.99) 1.00 (0.98) 1.00 (0.97) 0.02

analcatdata_

asbestos

83 3 0.87 (0.87) 0.89 (0.85) 0.93 (0.85) 0.87 (0.87) 0.87 (0.86) 0.5

lupus 87 3 0.92 (0.84) 0.86 (0.77) 0.86 (0.82) 0.83 (0.79) 0.85 (0.85) 0.1
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postoperative_

patient_data

88 8 0.59 (0.49) 0.12 (0.46) 0.99 (0.44) 0.87 (0.34) 0.65 (0.38) 0.5

analcatdata_

cyyoung9302

92 10 1.00 (0.89) 0.99 (0.85) 0.99 (0.87) 0.96 (0.84) 0.94 (0.87) 0.1

analcatdata_

cyyoung8092

97 10 0.91 (0.73) 0.99 (0.87) 0.98 (0.85) 0.91 (0.84) 0.93 (0.79) 0.1

analcatdata_

creditscore

100 6 1.00 (1.00) 1.00 (0.99) 1.00 (1.00) 0.94 (0.87) 0.97 (0.94) 0.02

median M = 32, ..., 100 0.97 (0.86) 0.99 (0.86) 1.00 (0.85) 0.95 (0.84) 0.91 (0.85)

appendicitis 106 7 0.88 (0.78) 0.91 (0.85) 0.97 (0.82) 0.86 (0.87) 0.86 (0.84) 0.5

molecular_bio-

logy_promoters

106 57 1.00 (0.88) 1.00 (0.91) 1.00 (0.88) 1.00 (0.89) 1.00 (0.88) 0.5

analcatdata_

boxing1

120 3 0.97 (0.89) 0.96 (0.85) 0.99 (0.76) 0.72 (0.67) 0.68 (0.67) 0.5

mux6 128 6 0.50 (1.00) 1.00 (1.00) 1.00 (1.00) 1.00 (0.95) 0.78 (0.70) 0.5

analcatdata_

boxing2

132 3 0.92 (0.82) 0.91 (0.75) 0.85 (0.71) 0.75 (0.70) 0.70 (0.68) 0.5

hepatitis 155 19 0.87 (0.85) 0.99 (0.80) 0.99 (0.85) 0.92 (0.83) 0.93 (0.84) 0.5

corral 160 6 1.00 (1.00) 1.00 (1.00) 1.00 (1.00) 1.00 (1.00) 0.97 (0.96) 0.1

glass2 163 9 1.00 (0.89) 1.00 (0.91) 1.00 (0.89) 0.89 (0.79) 0.81 (0.72) 0.004

backache 180 32 0.90 (0.60) 1.00 (0.71) 1.00 (0.75) 0.93 (0.78) 0.90 (0.72) 0.5

prnn_crabs 200 7 1.00 (1.00) 1.00 (1.00) 1.00 (1.00) 0.83 (0.81) 1.00 (1.00) 0.004

median M = 101, ..., 200 0.95 (0.89) 1.00 (0.88) 1.00 (0.87) 0.91 (0.82) 0.88 (0.78)

sonar 208 60 1.00 (0.88) 1.00 (0.92) 1.00 (0.92) 0.95 (0.89) 0.95 (0.85) 0.5

biomed 209 8 1.00 (1.00) 1.00 (0.96) 1.00 (0.95) 0.96 (0.93) 0.96 (0.94) 0.004

prnn_synth 250 2 0.98 (0.94) 0.96 (0.95) 0.97 (0.95) 0.93 (0.94) 0.94 (0.94) 0.02

analcatdata_

lawsuit

264 4 1.00 (0.99) 1.00 (0.99) 1.00 (1.00) 0.99 (0.98) 1.00 (1.00) 0.004

spect 267 22 0.87 (0.84) 0.94 (0.81) 0.95 (0.83) 0.90 (0.83) 0.90 (0.82) 0.5

heart_statlog 270 13 0.94 (0.91) 0.97 (0.87) 0.98 (0.90) 0.93 (0.89) 0.93 (0.89) 0.5

breast_cancer 286 9 0.76 (0.69) 0.96 (0.67) 0.90 (0.73) 0.80 (0.69) 0.73 (0.70) 0.5

heart_h 294 13 0.92 (0.87) 0.96 (0.87) 0.97 (0.88) 0.89 (0.85) 0.88 (0.86) 0.5

hungarian 294 13 0.99 (0.86) 1.00 (0.85) 0.96 (0.86) 0.92 (0.84) 0.89 (0.85) 0.5

median M = 201, ..., 300 0.98 (0.88) 0.97 (0.87) 0.97 (0.90) 0.93 (0.89) 0.93 (0.86)

cleve 303 13 0.96 (0.90) 0.98 (0.90) 0.99 (0.89) 0.93 (0.88) 0.90 (0.88) 0.5

heart_c 303 13 0.94 (0.91) 0.95 (0.90) 0.98 (0.91) 0.94 (0.89) 0.92 (0.91) 0.5

haberman 306 3 0.86 (0.70) 0.76 (0.71) 0.82 (0.72) 0.65 (0.58) 0.70 (0.66) 0.5

bupa 345 5 0.70 (0.66) 0.77 (0.65) 0.72 (0.68) 0.72 (0.66) 0.68 (0.67) 0.1
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spectf 349 44 1.00 (0.91) 1.00 (0.94) 1.00 (0.93) 0.91 (0.87) 0.94 (0.88) 0.1

ionosphere 351 34 1.00 (0.97) 1.00 (0.98) 1.00 (0.98) 0.96 (0.97) 0.97 (0.90) 0.5

colic 368 22 0.99 (0.87) 0.98 (0.87) 1.00 (0.87) 0.90 (0.86) 0.89 (0.86) 0.5

horse_colic 368 22 0.99 (0.88) 0.98 (0.85) 1.00 (0.84) 0.89 (0.83) 0.87 (0.82) 0.5

median M = 301, ..., 400 0.98 (0.89) 0.98 (0.89) 1.00 (0.88) 0.91 (0.87) 0.90 (0.87)

house_votes_84 435 16 1.00 (0.99) 1.00 (0.99) 1.00 (0.99) 0.99 (0.98) 0.99 (0.99) 0.1

vote 435 16 1.00 (1.00) 1.00 (0.99) 1.00 (1.00) 0.99 (0.99) 1.00 (0.99) 0.5

saheart 462 9 0.82 (0.77) 0.69 (0.75) 0.83 (0.77) 0.81 (0.76) 0.79 (0.77) 0.5

clean1 476 168 1.00 (0.93) 1.00 (1.00) 1.00 (0.99) 0.98 (0.96) 1.00 (1.00) 0.004

irish 500 5 1.00 (1.00) 1.00 (1.00) 1.00 (1.00) 0.98 (0.97) 0.85 (0.83) 0.1

median M = 401, ..., 500 1.00 (0.99) 1.00 (0.99) 1.00 (0.99) 0.98 (0.97) 0.99 (0.99)

AutoML

Deep     
learning
Deep

Auto-       
Prognosis

Auto-
Gluon
Auto-

Gluon

TabPFN

HyperFast

0.52

0.49

0.45

Ratio of the intra- and extraclass nearest neighbor distance (in the 10th out of 10 histogram bins) 

Joint entropy between each feature and class (in the 7th out of 10 histogram bins)

Kurtosis of each feature (summarized with the skewness)

0.49

-0.48

-0.46

Clustering coefficient

Concept variation (in the 3rd out of 10 histogram bins)

Mean hub score

-0.63
Harmonic mean of each feature (in the 10th out of 10 histogram bins)

-0.61
Geometric mean of each feature (in the 10th out of 10 histogram bins)

0.54 Harmonic mean of each feature (in the 6th out of 10 histogram bins)

0.49
Minimum of each feature (summarized with the skewness)

0.47 Geometric mean of each feature (summarized with the kurtosis)

0.46 Sparsity of each feature (summarized with the L2-norm)

Figure 5: Top-3 meta-features per approach. We computed all PyMFE meta-features per dataset,

the mean test AUC differences between each AutoML / deep learning method and logistic

regression per dataset, the absolute Spearman rank correlation coefficient between each

PyMFE meta-feature and the performance difference across datasets (Sect. 3.3); and finally

selected the top-3 meta-features with the largest absolute correlations. Positive correlation

coefficients are shown in red, negative correlation coefficients in blue.
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Table 4: Mean test AUC for gradient-boosted decision trees across all 44 datasets in PMLBmini, ordered

for sample size. LightGBM reaches a similar median performance to logistic regression; the

median performance for XGBoost and CatBoost is worse than for logistic regression, AutoML,

and deep neural networks, though.

PMLBmini dataset LightGBM XGBoost CatBoost

parity5 0.50 0.19 0.21

analcatdata_fraud 0.50 0.66 0.53

analcatdata_aids 0.50 0.73 0.59

analcatdata_bankruptcy 0.50 0.86 0.84

analcatdata_japansolvent 0.50 0.73 0.80
labor 0.50 0.74 0.69

analcatdata_asbestos 0.82 0.77 0.80

lupus 0.73 0.74 0.77
postoperative_patient_data 0.36 0.47 0.50
analcatdata_cyyoung9302 0.84 0.71 0.77

analcatdata_cyyoung8092 0.78 0.74 0.68

analcatdata_creditscore 0.94 0.99 0.97

appendicitis 0.78 0.77 0.75

molecular_biology_promoters 0.92 0.80 0.70

analcatdata_boxing1 0.69 0.69 0.61

mux6 0.96 0.56 0.67

analcatdata_boxing2 0.78 0.78 0.76

hepatitis 0.78 0.69 0.62

corral 1.00 0.92 0.90

glass2 0.92 0.75 0.70

backache 0.66 0.50 0.53

prnn_crabs 0.97 0.81 0.78

sonar 0.91 0.71 0.71

biomed 0.95 0.85 0.73

prnn_synth 0.94 0.86 0.86

analcatdata_lawsuit 0.99 0.91 0.63

spect 0.80 0.61 0.50

heart_statlog 0.86 0.74 0.78

breast_cancer 0.66 0.59 0.55

heart_h 0.86 0.78 0.77

hungarian 0.84 0.81 0.77

cleve 0.86 0.75 0.75

heart_c 0.88 0.79 0.76

haberman 0.70 0.59 0.57

bupa 0.63 0.59 0.59

spectf 0.91 0.69 0.73

ionosphere 0.97 0.85 0.83

colic 0.85 0.83 0.81

horse_colic 0.87 0.83 0.80

house_votes_84 0.99 0.96 0.96

vote 0.99 0.96 0.95

saheart 0.70 0.65 0.67

clean1 1.00 1.00 1.00
irish 1.00 1.00 1.00
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