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Abstract

Embodied agents face a fundamental limitation: once deployed in real-world
environments to perform specific tasks, they are unable to acquire new useful
knowledge to enhance task performance. In this paper, we propose a general
post-deployment learning framework called Dejavu, which employs an Experi-
ence Feedback Network (EFN) and augments the frozen Vision-Language-Action
(VLA) policy with retrieved execution memories. EFN automatically identifies
the most contextually successful prior action experiences and conditions action
prediction on this retrieved guidance. We adopt reinforcement learning with se-
mantic similarity rewards on EFN to ensure that the predicted actions align with
past successful behaviors under current observations. During deployment, EFN
continually enriches its memory with new trajectories, enabling the agent to ex-
hibit “learning from experience” despite fixed weights. Experiments across di-
verse embodied tasks show that EFN significantly improves adaptability, robust-
ness, and success rates over frozen baselines. These results highlight a promis-
ing path toward embodied agents that continually refine their behavior after de-
ployment. We provide the code and demo on our anonymous website https:
//dejavu2025.github.io/.

1 Introduction

Embodied intelligence is an emerging paradigm in artificial intelligence, wherein an agent learns and
makes decisions through physical interaction with environment (Liu et al., 2025a; Wang et al., 2024).
Recently, unified Vision-Language-Action (VLA) models have achieved remarkable generalization
across diverse tasks (Zitkovich et al., 2023; Shao et al., 2025; Firoozi et al., 2025; Han et al., 2026).
However, these capabilities come at the cost of relying entirely on massive offline training with a
fixed, unified dataset distribution (Brohan et al., 2023; Ha et al., 2024). Once deployed, the model’s
weights (and thus its knowledge) remain fixed, which will not be updated without retraining (Liu
etal., 2024a). Indeed, while users might expect an Al robot to continue learning from new situations,
the reality is that most deployed models “stop learning” upon deployment (Liu et al., 2024a).

Given this limitation, we naturally ask: do intelligent systems always need to rewrite their inter-
nal weights to improve? Humans, for instance, often tackle new problems not by learning entirely
new facts, but by recalling relevant past experiences and reusing them (Andrychowicz et al., 2017;
Oh et al., 2018). For example, an auto mechanic might fix a new engine issue by remembering a
similar fault in another car and copying that solution. This ability to draw on episodic memories,
which gives rise to the sense of “déja vu” from having seen something similar before, does not al-
ter core knowledge representations, yet it enables fast adaptation to new challenges by analogy to
past experiences (Goyal et al., 2022). Inspired by this intuition, we ask: can an Al agent improve
itself by recalling and reusing its “experiences” in a similar way? If a neural network could lever-
age stored memories of situations and solutions to inform its current decision-making, effectively
learning from its own experience at inference time, then even a fixed-weight model could become
better over time (Goyal et al., 2022). Such an agent would gain the ability to improve performance
post-deployment, simply by accumulating and drawing upon new experiences, without any gradient-
based re-training (Behrouz et al., 2024; Wang et al., 2025; Bagatella et al., 2025). This intriguing
concept, which we term “learning from déja vu”, motivates our approach.
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Figure 1: Top: a policy is trained once and then deployed with frozen weights, which prevents
adaptation at test time. Bottom: a frozen VLA policy is augmented by an Experience Feedback
Network that retrieves semantically relevant prior trajectories, produces residual corrections, and
closes the loop with outcome similarity signals while keeping the base policy unchanged.

To realize this idea, we organize the design around four questions. What is an experience, and in
what format? We define an experience as a trajectory of synchronized vision, language, and action;
each rollout is stored in an experience bank aligned with the VLA interface. How is experience
reused? We learn a network that takes the current observation together with a retrieved experi-
ence and predicts a residual action, which is added to the base policy’s output to form the final
action (Johannink et al., 2019; Liu et al., 2025b). How is the experience matched? Because real-
world perception is dominated by vision and language, we retrieve the most relevant trajectory using
language-conditioned visual similarity. How is such a network trained? We optimize it with rein-
forcement signals shaped by a dense similarity between the predicted next observation and the next
state in the retrieved trajectory, enabling effective assignment while keeping the backbone frozen.

Bringing these ideas together, we introduce the Experience Feedback Network (EFN). EFN takes
the current observation and an action retrieved from a matched experience, and predicts a residual
action. This residual is added to the VLA policy’s baseline output to produce the final control,
which is then executed to yield the next observation. The intuition is straightforward: when a strong
prior experience exists, EFN should exploit it to refine the action. We therefore train EFN with
reinforcement learning using a dense, similarity-based reward: if the next observation resembles the
next observation in the retrieved experience, the agent receives a higher reward, indicating that it
is moving closer to that experience. This design supplies frequent shaping signals, unlike sparse
success—failure rewards, and thus eases optimization. We optimize EFN with the soft actor—critic
algorithm, which provides entropy regularization for robust exploration, stable value learning, and
off-policy sample efficiency that enables effective reuse of stored experiences (Haarnoja et al., 2018).

During deployment, we maintain a /ive experience bank that is continuously augmented with newly
successful rollouts. At every inference step, the agent retrieves similar trajectory in a joint vision—
language embedding space and feeds the matched experience action to EFN alongside the current
observation. EFN then predicts a residual action that refines the base VLA output as the final control.
We integrate EFN with OpenVLA (Kim et al., 2024), UniVLA (Bu et al., 2025b), and the recent GO-
1 (Buetal., 2025a), and evaluate in both simulation and the real world: LIBERO for simulated tasks
and the AgiBot G1 robot for physical experiments (Liu et al., 2023; Pumacay et al., 2024). Across
all settings, EFN improves deployment-time performance over the base policies. We summarize our
main contributions as follows:

* We introduce EFN as an experience-centric deployment-time mechanism that couples a live expe-
rience bank with a lightweight controller to improve VLA policies. By training such a network,
the model can still learn from experience after deployment.

* We formalize an experience as a synchronized vision—language—action trajectory and retrieve can-
didates in a joint vision—language space; the retrieved step provides a matched action prior and its
successor frame as the semantic target for guidance.



Under review as a conference paper at ICLR 2026

* We integrate EFN with OpenVLA, UniVLA, and GO-1, demonstrating consistent deployment-
time improvements on both simulation tasks and real-world platform.

2 Background

2.1 Vision—Language—Action (VLA) Models

Large-scale VLA policies have rapidly advanced the coupling of open-vocabulary perception with
end-to-end control (Shukor et al., 2025; Zhang et al., 2025; Zhai et al., 2025; Cheang et al., 2025).
The Robotics Transformer family established that scaling data and model capacity yields substantial
cross-task generalization in real-world manipulation (Brohan et al., 2023; Zitkovich et al., 2023).
Building on this, open-source generalist policies trained on heterogeneous, multi-robot corpora
demonstrated practical adaptation to new sensors and action spaces with modest finetuning, im-
proving accessibility and reproducibility for the community (Ha et al., 2024; Kim et al., 2024).

Recent architectures emphasize efficiency without sacrificing reasoning ability: state-space—inspired
designs reduce inference cost while preserving long-horizon context, enabling deployment on
resource-constrained platforms (Liu et al., 2024b). In parallel, standardized benchmarks for compo-
sitional generalization and knowledge transfer provide clearer axes to evaluate scale, robustness, and
post-deployment behavior of VLA policies (Liu et al., 2023). These developments position VLAs
as strong frozen backbones that can be augmented at inference time—a setting where our experience
feedback mechanism refines actions using retrieved trajectories without retraining the base model.

2.2 Post-deployment Learning and Our Perspective

A central challenge in deploying robotic policies is improving competence after deployment without
retraining. Human-in-the-loop frameworks study how robots can collect corrective signals and up-
date behavior during real operations, showing that runtime monitoring and continual data collection
can safely enhance autonomy in the field (Liu et al., 2024a). A complementary thread reduces the
burden on parametric updates by exploiting retrieval at inference time: retrieval-augmented rein-
forcement learning conditions decision-making on relevant past trajectories, so the agent can lever-
age experience without immediately folding it into weights (Goyal et al., 2022; Toteja et al., 2025;
Bacciu et al., 2023; Tarasov et al., 2025). Orthogonal to retrieval, residual policy improves a strong
but imperfect controller by predicting an additive correction, enabling faster adaptation than learning
a policy from scratch (Johannink et al., 2019). Finally, benchmarks for lifelong and continual robot
learning provide axes to quantify transfer, robustness, and knowledge accumulation across tasks,
highlighting the need for systematic evaluation of post-deployment behavior (Liu et al., 2023).

Our differences. As shown in 1, EFN targets the post-deployment setting and keeps the base VLA
frozen. Instead of updating weights online, EFN (i) retrieves a task-relevant experience trajectory,
(i) predicts a residual action that refines the base policy’s output, and (iii) optimizes the residual
via dense, similarity-shaped reinforcement signals that compare the observed next frame to the next
frame in the retrieved trajectory. This design combines the benefits of retrieval (conditioning on
episodic experience at test time) with residual correction (lightweight, additive refinement), yielding
a practical path to deployment-time improvement without gradient-based finetuning of the underly-
ing VLA.

2.3 Embodied Reinforcement Learning

Embodied reinforcement learning studies how agents acquire control policies through trial-and-error
interaction with the physical or simulated world, facing challenges such as sparse rewards, sample
efficiency, and robustness under real-world noise. Classic advances improved learning from sparse
signals via goal relabeling (Andrychowicz et al., 2017), enabled large-scale real-robot training for
vision-based manipulation (Bodnar et al., 2020), and accelerated fine-tuning by leveraging offline
data before online improvement (Nair et al., 2020). Subsequent work emphasized data efficiency
from pixels through strong regularization and augmentation (Yarats et al., 2021), while model-based
methods demonstrated broad generality by learning world models that support imagination-based
policy updates across diverse domains (Hafner et al., 2025). Benchmarks for compositional general-
ization and knowledge transfer (e.g., LIBERO) have provided standardized axes to evaluate continual
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improvement and robustness in embodied settings (Liu et al., 2023; Yang et al., 2025; Zhang et al.,
2024; Garcia et al., 2025).

Our scope. In contrast to training ever-larger foundation VLA policies, our focus is a post-
deployment mechanism that augments a frozen base policy with experience-driven corrections. Con-
cretely, we optimize an Experience Feedback Network (EFN) that retrieves trajectories from an
experience bank and outputs a residual action to refine the base control. EFN is trained with re-
inforcement learning signals shaped by observation similarity, and in this work we instantiate the
learner with Soft Actor—Critic (SAC) (Haarnoja et al., 2018)—thus learning an experience-feedback
module rather than relearning a foundation VLA model.

3  Preliminaries

Task setting. We consider an embodied agent that interacts with an environment given a short
natural-language instruction ¢ (e.g., “put the cup on the plate”). At discrete time t € {0,1,...},
the agent receives an observation o; and produces an action a;. In our setting, the observation is
a single RGB frame (optionally concatenated with proprioceptive states); we write oy := (I3, xy),
where I, € R7*Wx3 is the image and ; is any low—dimensional robot state (e.g., gripper opening).
The environment then transitions according to 0,41 ~ 7T(- | o, a:) and emits a (task-dependent)
terminal signal when the rollout ends.

VLA backbone. A Vision—Language—Action (VLA) policy maps observations and language to an
internal representation and a low-level command. We denote it by:

(Z4, Vi) = Oyralor, £),  Zy € RV, e RT* (1)

where V; are visual tokens (spatial features) and Z; are latent action tokens (a short sequence that
summarizes the intended control for the next step). A fixed decoder D, converts these latents to a
continuous control:

ut™ = Dy(Z4, Vi). )
Intuitively, equation 1 extracts “what the scene looks like” (via V;) and a proposal for “what to do
next” (via Z); equation 2 turns that proposal into motor commands.

Experiences and memory. We define a single experience (also called a trajectory) is the sequence
E= {(oo,ao), (01,a1), ..., (oL, end)}.

We maintain an experience memory (E) = {EM) E(?) ..} that stores step-level records extracted
from prior rollouts (e.g., images, visual tokens, latent actions). Given the current tokens (V;, Z;)
and instruction ¢, a simple retriever selects a step from memory that is most relevant to the current
situation:

j* = retrieve(Vy, 4; (E)), (‘/tEvztEv VEH) — (E)[5"]. 3)
Here V¥ is the stored visual token matrix of the matched memory step, and V%, is its immediate
successor; these provide a concrete execution prototype for the current step.

4 Methodology

4.1 Overview of EFN

Our EFN framework is shown in Figures 2 for train stage and 3 for test stage. In the following sec-
tions, we structure the method in four parts for clarity: (1) Experience Bank and Record Schema,
explaining how trajectories are recorded at the step level (images, visual tokens, latent actions),
pooled into compact keys, and stored for fast constant-time access; (2) Language-Conditioned
Similarity and Retrieval, which describes how we compute instruction-aware semantic similar-
ity to select the most relevant experience step and its successor; (3) Residual Policy Learning with
SAC, manifesting how EFN’s actor predicts residual latent actions and is trained with Soft Actor—
Critic under a dense, token-level similarity reward; and (4) Deployment-Time Recall and Online
Experience Growth, which elaborates the inference stage of EFN that runs deterministically, re-
trieves guidance per step, and appends the most successful (or most promising) new rollouts back
into the bank to enable continual improvement without updating base policy weights.
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4.2 Experience Bank Design

Storage schema. We organize experiences by full rollouts T = (s1,a1,...,$r,ar) and insert
into the bank every non-blank step (s;, a;) encountered during data collection or deployment. Im-
portantly, we do not pre-filter by success or failure; the rationale for keeping both kinds of outcomes
(and how we leverage them) is discussed in the appendix. For each rollout 7 we also store a fixed
instruction embedding {.. obtained by encoding the task description with the VLA’s language model
at the beginning of the episode. At the step level, we record three items: (i) the VLA vision-encoder
features F; € REXC for frame s; (e.g., token features), (ii) a compact key vector k; € R% derived

from F, for retrieval, and (iii) the base policy’s raw action aﬁ‘” executed at that step. The bank
therefore stores tuples (KT, F:, ke, ago)) for all valid ¢ across all trajectories.

Key construction and probabilistic top-% retrieval. Our key uses a mean—max fusion with per-
vector {5 normalization. First, {s-normalize each token feature in F; across channels. Then compute
mean and max along the token dimension and normalize each result:

- - F.(¢,-) meany (Fy (¢, ) max, (F;(¢,-))
P = R e ™

" Tmean(FE ), e T Tman (Rl )]+
4

Then we fuse the two by an equal-weight average followed by a final normalization, yielding the
key (here d, = C)):
% m; =+ % X¢
ki = o1 1
I3 me+ 5%l +<

At query time, we form a query vector ¢, from the current frame via the same fusion, compute cosine
similarities s; = cos(q¢, k;) to all keys, and select the top-k indices N (q:). We then sample one
key from this shortlist with a similarity-biased distribution:

e R, (5)

. exp(si/7) ,
= : Ni(ar), 6
p(l | qt) ZJeNk(qt) eXp(Sj/T) (S k(qt) ( )

where 7 > 0 is a temperature. This “retrieve-then-sample” preserves exploration among near-
matches while favoring the most semantically similar experiences.

4.3 Learning EFN with Residual Policy Optimization

Problem setup. EFN learns to nudge the base policy by recalling a relevant past experience and
adjusting the current action so that the next observation resembles “what happened next” in experi-
ence. At step t, the inputs are: current visual features F; and the base policy’s action aio), together

with a retrieved experience step (F, a, F*) and its rollout-level instruction embedding ¢ (retrieval is
defined in the previous subsection). EFN’s actor outputs a residual Aa;; the executed control is

a = ago) + Aay. 7

Intuitively, a,EO) preserves the base policy’s competence, and Aa, is experience-informed correction.

Semantic Match Reward. To quantify the notion of “match the experience’s next outcome,” we
compare the realized next observation s; 1 with the experience’s successor frame 37 at the semantic
level. Let u(+) be the mean—max fusion described earlier, applied to vision features to produce a unit
vector. After executing a;, the environment yields s, with vision features F, ;. We define a dense
similarity reward

™ = cos(u(Fet1), u(Fh)). (8)
In practice we also regularize the residual magnitude to avoid destabilizing the base behavior:
Ty = )\sem T;em - >\res ||Aat ||§, (9)

with Agem, Ares > 0. This reward directly encodes our training signal without requiring supervised
residual labels; a discussion on why we avoid direct supervision appears in the appendix.
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SAC objective. We train EFN with Soft Actor—Critic, conditioning both actor and critics on the
current and experience context. Let

¢, = enc(F,, ai‘”, F, 4, /() (10)
be a learned context representation (the base policy is frozen). The stochastic residual policy is

7y(Aay | ¢;), and the Q-functions Qg, , Qp, evaluate the corrected action a; = a§°) + Aay under ¢;.
The critic targets use the soft Bellman backup with target networks 6;:

Yy = 1+ ’YEAa,+1~w¢(.|c,+1) [ giﬂz Qéi(cﬂ-la 3@1 + A2115-;-1) -« 10g7f¢(Aat+1 |Ct+1) .
11
The critic loss is the standard squared error:
2
Laiie(01,62) = > E[(Qu.ler, af” + Aay) — 1)’ (12)
i=1,2

The actor minimizes the entropy-regularized objective
Lacor(9) = Eayeory(-1e] @ logms(Aa ) = min Qo,(cr, a” + Aa)],  (13)

with temperature « optionally tuned to maintain a target entropy. During training, gradients do not

flow through the retrieval targets F, FT; updates are confined to EFN’s actor, critics, and the context
encoder.

Reward shaping with anti-idling penalty. To retain absolute credit for matching the retrieved
next observation while penalizing “similar but no progress” and encouraging shorter rollouts, we
define semantic similarities (sim € [0, 1])

' = sim(Fyyq, FY), s =sim(Fy, F), s =sim(F, 1, F,). (14)

We introduce auxiliary terms (with [z]; = max(x,0) and tolerance € > 0):

_ _next _ _next cur _ stay _
ar = s, pr = i — s, my = 1—8,7, ne = [e—pt]y. (15)
The dense reward becomes
_ next stay
Tt = Wabs At + Wprog [pt ]Jr + Wmot Mt — Wiazy (St Nt Sy ) — Atimes (16)

where Wabs, Wprog, Wiot, Wiazy = 0 and Ame > 0 are scalars. Equation equation 16 preserves an abso-
lute similarity bonus (a;) so that high next-frame alignment is always rewarded; adds a progress term
([pt]+) to further credit genuine improvement toward the retrieved next state; encourages non-trivial
motion (my) to avoid degenerate idling; and introduces a targeted anti-idling penalty (s2*'n;s;™)
that activates only when the prediction is already similar yet shows negligible improvement and little
change between consecutive frames. The per-step cost Aime favors shorter successful trajectories.
Conceptually, EFN thus learns a residual policy that steers Fy; toward F*, while avoiding “standing
still to farm similarity.”

4.4 Deployment-Time Retrieval and Online Experience Growth

Goal and key differences. At deployment, EFN recalls and reuses prior experiences while not up-
dating the base policy’s weights. The inference pipeline mirrors training but differs in three places.
First, retrieval is task-filtered: we restrict matches to rollouts whose instruction embeddings are close
to the current task. Second, we prioritize efficient rollouts: shorter trajectories receive higher selec-
tion priority because they typically contain fewer redundant actions and lead to faster completion.
Third, we grow the bank online: after a rollout finishes, its non-blank steps are inserted into the bank
so that future episodes can recall them.

Instruction-filtered candidate set. Given a task description, we compute an instruction embed-
ding with the VLA’s language encoder, denoted ¢*. We compare ¢* to all stored rollout-level em-
beddings {/,, } with cosine similarity and select the top-n rollouts:

R, = Top-n {cos(ﬂ*,fﬂ,)}j. (17)

All step-level entries from these rollouts form the candidate experience set C, which is the only pool
we retrieve from during this episode.
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Figure 2: EFN trains a residual policy with SAC Figure 3: At inference, EFN filters memories by
to nudge the base action so the next frame matches instruction, retrieves efficient candidates, applies
the retrieved memory’s successor. the residual correction and grows the bank online.

Step-wise retrieval with efficiency prior. At step ¢, we form a visual query q; = u(F;) using the

mean—max fusion u(-) defined previously. Each candidate i € C has a key k;, a successor feature Ff,
and belongs to a rollout p(i) with total length L ;. We score candidates by combining semantic
similarity and an efficiency prior that favors shorter rollouts. Let s; = cos(qq, k;) and define a
normalized length prior g(L,;)) € [0, 1] that decreases with L ;) (e.g., g(L) = exp[—f L/L] with
temperature 3 and reference length L). The combined score is

5= Xsi + (1=N (L)), A€ [0,1]. (18

We take the top-k candidates by s; and sample one with softmax:

o el |
p(Z | t) - ZjeNk(t) exp(éj/T) 9 1€ Nk(t), (19)

where 7 is a temperature and N (¢) denotes the k highest-scoring items at step ¢. This procedure
preserves exploration among near-matches while preferring memories that both look similar and
come from efficient behaviors.

Action correction and execution. Conditioned on the current context and the sampled experi-
ence (F;, a;, I:“;F), EFN predicts a residual Aa; and executes a; = a§°) + Aay as in training. All
critics and the policy remain fixed at inference; if desired, we use a deterministic mean action or
a low-temperature sample to reduce variance. The semantic objective from training carries over

conceptually: the correction is chosen to steer the next observation toward the stored successor F .

Online experience growth. After the episode ends, we insert the new rollout into the bank: we

store the episode-level instruction embedding ¢* with all non-blank step tuples (Ft, Kk, ago)) com-
puted with the same mean—max keying. Consistent with our storage policy, we do not filter by
success or failure; reasons and ablations are provided in the appendix. In practice, when operating
under a experience budget, one can apply standard retention strategies (e.g., reservoir-style sampling
or recency-aware replacement) without changing the retrieval or learning rules described above.

5 Experiments

Experimental Setup We evaluate EFN in the LIBERO simulator on the 1libero_goal bench-
mark (Liu et al., 2023). The visuomotor backbone is a pretrained OpenVLA policy executed in
bfloat16 with Flash Attention (Dao, 2023). Visual inputs follow the Prismatic pretraining pipeline
(center crop; resize to 256). Each episode starts with a 10-step settling period without control. Uni-
VLA provides a sequence of 256 visual tokens and 4 latent action tokens per step over a window of
length 12. EFN receives the current tokens and those retrieved from the experience bank; the actor
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Figure 4: Visualization of EFN’s residual action: corrections become smaller and more targeted as
the bank grows. Within each patch: Left: Original Observation; Middle: Experience Observation;
Right: Corrected action vs original action.

Figure 5: AgiBot-G1 platform used in our real-world experiments.

predicts a residual in latent space that is added to the base latent action and decoded by the frozen
action head. The detailed training protocol can be found in Appendix B.

Evaluation protocol. At test time the policy is deterministic by applying tanh to the actor mean
in token space. We report success rate and, conditional on success, the average number of steps
(lower is better). For 1ibero_goal the horizon cap is H=320. The evaluation-time experience
bank mirrors training and is queried via cosine nearest neighbors over pooled visual embeddings.
After each successful rollout, we append the episode (images, token features, pooled keys) to the
bank; among successes, shorter episodes are retained with higher priority to efficiency.

Table 1: Deployment Performance on Libero Dataset by OpenVLA and UniVLA

Spatial Object Goal Long Average
Succ. T Step] Succ. T Step) Succ.t Step) Succ.t Step) Succ.t Stepl
OpenVLA (Kim et al., 2024) 84.7 119.5 88.4 163.7 79.2 121.5 53.7 275.9 76.5 160.2

Method

+EFN(Volume=100) 86.2 117.0 90.1 161.0 81.4 119.4 64.8 270.6 80.6 160.8
+EFN(Volume=300) 88.5 115.4 91.3 158.8 85.7 117.0 72.1 267.2 84.4 160.0
+EFN(Volume=500) 90.2 111.8 92.0 158.3 88.1 114.5 75.7 264.3 86.5 158.2
+EFN(Volume=1000) 89.9 109.0 92.2 156.1 89.2 115.2 76.5 261.9 87.0 156.7
UniVLA (Bu et al., 2025b) 96.5 112.7 96.8 159.0 95.6 124.9 92.0 264.5 95.2 164.2
+EFN(Volume=100) 97.2 107.6 97.4 154.9 96.4 122.2 92.9 258.1 96.0 159.7
+EFN(Volume=300) 97.7 103.4 97.9 151.4 97.2 120.1 93.7 253.8 96.6 156.2
+EFN(Volume=500) 98.1 101.8 98.2 146.7 97.4 117.6 94.3 244.1 97.0 151.7
+EFN(Volume=1000) 98.2 102.1 98.2 145.8 97.6 117.8 94.6 242.5 97.2 151.3

Baselines and variants. We compare OpenVLA and UniVLA backbones with and without EFN,
and study the effect of bank capacity (Volume € {100, 300, 500, 1000}). Real-world tests are con-
ducted on the AgiBot-G1 platform with the GO-1 policy (Bu et al., 2025a).

Results on LIBERO. Tables (OpenVLA/UniVLA) show that adding EFN consistently improves
average success while reducing steps, and larger banks yield further gains. Improvements are most
pronounced on the Long split, indicating that recall-guided residuals help truncate redundant behav-
ior. UniVLA starts strong and still benefits from EFN, suggesting complementary value between



Under review as a conference paper at ICLR 2026

Table 2: Real-World Experiment of AgiBot G1 Robot with GO-1 model on three tasks

PutBottle Sortltem AddGoods
Succ. T+ Step) Succ. T Step) Succ. T Stepl
GO-1 (Bu et al., 2025a) 46.9 411.0 343 443.5 15.6 388.0

+EFN(Volume=50) 56.3 398.2 40.6 427.8 28.1 372.1
+EFN(Volume=100) 65.6 386.8 43.8 419.9 34.4 364.4
+EFN(Volume=300) 68.8 383.5 46.9 416.0 40.6 359.2
+EFN(Volume=500) 68.8 3794 50.0 414.3 43.8 358.0

Benchmark

[ OpenVLA EE w/o sinkhorn sim @ w/o anti-idle
[ w/o SAC [ w/o instr. embed. B8 OpenVLA+EFN(full)

Ablation Studies: Success Rate Ablation Studies: Average Steps
s0 |} - 250
g g 200
o 60 1]
E 0
" g 150
40 s
S $
5 < 100
(%]
20
50
0 0
Spatial Object Goal Long Average Spatial Object Goal Long Average
Task Category Task Category

Figure 6: Ablation studies of EFN on Libero Dataset.

a strong backbone and experience-guided correction. Figure 1 visualizes residual actions; qual-
itatively, EFN produces smaller, more purposeful adjustments as the bank grows. We show the
performance of the predicted residual actions in Figure 4.

Real-world results. On AgiBot-G1 (Figure 5) across three manipulation tasks, EFN boosts success
and shortens trajectories as bank size increases, with diminishing returns beyond a few hundred
entries, as shown in Table 2. This aligns with the simulator trend and indicates that EFN’s retrieval-
and-correct mechanism transfers to physical systems without changing the frozen backbone. The
detailed instructions of these tasks is in Appendix B.

Ablations. Our evaluation of four variants validates our design choices. The w/o SAC variant,
which replaced SAC with a simpler critic, degraded both success and efficiency, confirming the im-
portance of entropy-regularized optimization. Similarly, the w/o sinkhorn sim variant, using cosine
similarity instead of our Sinkhorn OT reward, provided a weaker training signal and lower perfor-
mance. Removing instruction-based filtering in the w/o instruction embed variant led to retrieval
mismatches and consistently underperformed, while dropping the penalty in the w/o anti-idle model
increased dithering and average steps. Our conclusion is that these ablations prove each component
is critical, with the complete EFN achieving the best overall balance of success and efficiency.

6 Conclusion

We introduced the Experience Feedback Network (EFN), which augments a frozen vision—language—
action policy with a residual controller and episodic memory. By retrieving semantically relevant
trajectories and imitating their next transitions through token-level optimal transport, EFN enables
deployment-time adaptation without modifying pretrained weights. This transforms occasional suc-
cesses into reliable performance and reframes post-deployment learning as case-based control: the
backbone provides competence, memory provides context, and the residual head provides adapta-
tion. With advances in memory, retrieval, and credit assignment, experience-driven adaptation offers
a promising path to bridge offline generalization and reliable on-site execution for embodied agents.
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Appendix

A Discussion

A.1 Limitations

The proposed framework inherits a set of practical and conceptual limitations. The first limitation
concerns memory growth and curation. The experience memory expands as deployment proceeds,
which increases retrieval latency and the risk of recalling suboptimal or redundant prototypes. The
current policy mitigates this by prioritizing successful and shorter episodes within task buckets; how-
ever, this heuristic does not guarantee global optimality and may discard rare but informative failures.
A second limitation is retrieval ambiguity. When the instruction is broad or when multiple experi-
ences are semantically close, the nearest—neighbour criterion can select a trajectory whose next state
is misaligned with the current phase, which introduces non—stationary targets for the critic and may
slow policy improvement. The third limitation is the cold—start condition. If the bank contains no
success and only weak partial progress, the agent may imitate unhelpful behaviours, which delays
the discovery of the first success that bootstraps reliable performance. The fourth limitation lies in
the reliance on visual token alignment. The imitation reward assumes that the next observation from
the current attempt can be meaningfully matched to the next observation of the retrieved experience;
strong viewpoint or lighting shifts can degrade the signal, and while entropic optimal transport pro-
vides robustness, it adds computational overhead. The fifth limitation is stability of residual control.
Large residuals in latent space may push the decoder into regimes insufficiently covered by pretrain-
ing; the tanh squashing and action clipping provide safeguards, yet the residual head may still over-
shoot when the retrieved prototype poorly represents the present scene. Finally, the method trades
statistical updates of the frozen backbone for case—based recall; this avoids catastrophic forgetting
but also constrains asymptotic optimality when truly new skills beyond the backbone’s representa-
tional capacity are required.

A.2 Future directions

Several extensions can address the above limitations. Memory can be made adaptive through online
clustering with diversity—aware reservoir sampling that preserves both canonical successes and atyp-
ical but useful corner cases. Retrieval can be learned end—to—end with a contrastive objective that
aligns the query embedding of the current state with embeddings of experiences that yielded high
downstream imitation rewards, while repelling confounding near—misses; a learned temperature can
emphasize discriminative dimensions for disambiguation. Phase awareness can be strengthened by
aligning short sub—segments instead of single steps, using dynamic time warping in the token space
to stabilize the reference index. The residual policy can incorporate uncertainty estimates to attenuate
residual magnitudes when retrieval confidence is low, shifting execution weight back to the frozen
backbone until a confident prototype is found. Long—horizon tasks can benefit from compositional
recall that stitches segments from multiple experiences into a temporally consistent pseudo—plan,
with consistency enforced by overlap constraints in token space. The Sinkhorn computation can be
accelerated by low—rank kernel approximations and token pruning schedules that keep only salient
patches identified by language—conditioned attention. Finally, safety and interpretability can be im-
proved by attributing which retrieved tokens and which residual channels most affected the decoded
action, enabling human oversight and selective memory editing.

Table 3: Ablation Studies on Libero Dataset

Method Spatial Object Goal Long Average
Succ. Step Suce. Step Succ. Step Succ. Step Succ.  Step
OpenVLA 847 1195 884 1637 792 1215 537 2759 765 160.2
w/o SAC 80.4 1242 815 1709 76.7 1223 426 2823 703 1612

w/o sinkhorn sim 85.6 117.0 90.1 161.4 843 1194 66.8 2709 81.7 1613
w/o instruction embed ~ 88.1 1142 90.7 162.1 869 116.8 744 262.1 850 160.0
w/o anti-idle 89.9 1209 0913 1629 882 123.1 754 2802 862 1674
OpenVLA+EFN(full) 90.2 111.8 92.0 1583 88.1 1145 75.7 2643 86,5  158.2
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B Training Protocal

We train EFN with goal-conditioned Soft Actor—Critic (SAC). The actor is a lightweight transformer
with cross-attention over current and retrieved tokens (embed dim 1024, 16 heads, FFN size 4096, 2
layers with residual connections and LayerNorm). The twin critics pool visual tokens with a multi-
latent attention block and project current latent, retrieved latent, and residual into a shared 512-d
space before an MLP head (hidden 1024). The replay buffer stores (x¢, Z+, Y, ¢, d¢ ), where x; are
current tokens, Z, retrieved tokens, y; the residual target (reparameterized via the actor), r; the token-
level optimal-transport reward, and d; the termination flag. We use batch size 32, discount y=0.98,
target update 7=0.005, and Adam (Kingma & Ba, 2017) with learning rate 3 x 10~ for actor, critics,
and temperature; the target entropy is set to a quarter of the residual degrees of freedom. To reduce
target drift, the retrieved reference within an episode can be frozen to a stepwise-advanced index.
The Sinkhorn-based similarity uses entropic regularization e=0.05 and 50 iterations; the reward is
linearly mapped

R, = a(sinkhorn(Xt, X;) — B), (20)

with default =1, =0.

Specific Task Description The prompts of the three tasks are as follow: PutBottle: Grasp the
drink bottle from the shelf using your right arm.Place the bottle next to similar items on the shelf and
release the right arm gripper. Sortltem: Pick up the drink bottle from the small tabletop with right
arm. Place the drink bottles on the shelf with your right arm. AddGoods: Grasp the water bottle
with your right arm.Place the water bottle in the box with your right arm.

C Why We Do Not Use Supervised Learning

Non-differentiable environment dynamics. EFN predicts a residual ry that is added to the base
action a; and then executed in the environment:

aifn = a, +1’0(0t, a, 0, A )7 0r41 ~ T(Oh aifn) ) (21
S~ M~~~

current  retrieved

where T is the (stochastic) transition kernel of the rea/ environment. Our learning signal measures
how close the realized next observation is to the memory’s next observation, e.g.,

00141, 0¢41) = 1 —sim(f(0i11), f(8111)), (22)

with f(-) a frozen visual encoder and sim a cosine (or token-wise) similarity. A naive supervised
objective would minimize ¢ w.r.t. f by backpropagating through the execution in equation 21. How-

ever, this requires the Jacobian 860;:&1 and, via the chain rule,
t
or 19/4 80t+1 8a§fn

- . . 23
09 dopyr  Oash 00 23)
——

env. dynamics

In physical systems (and most simulators we rely on at train time), 7 is a black box with contact,
saturation, and sensor quantization; the derivative 9o, 1 /0a™ is undefined or prohibitively noisy.
Consequently, gradients in equation 23 are unavailable, and supervised backpropagation to 6 be-
comes infeasible.

Discrete retrieval and credit assignment. EFN conditions on a refrieved memory step chosen by
a top-k / argmax rule

(04,8,,0,11) = argtop-k score(g(oy, text), g(o’, text")),
i
which is a discrete operation. Even if 7 were differentiable, the retrieval introduces another non-
differentiable node, further breaking end-to-end supervised learning. Moreover, supervised targets
for residuals are not identifiable: many different residuals can lead to next observations that are
semantically close to 0441, so a single “ground-truth residual” label does not exist.
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RL objective circumvents the need for env gradients. We therefore pose learning as entropy-
regularized RL over continuous actions, optimizing the expected semantic reward

r(o,a™) = sim(f(0,41), f(0r11)),  J(0) :E[thr(ot,agfn)y (24)

and training EFN’s residual policy with Soft Actor—Critic (SAC). Using the reparameterization ai™ =
1o (st) + og(sy) © €, we maximize

E[Q¢(staa§fn) - a]ogﬂ'a(aifn| St)] ) St = (Otaatvahﬁt)) (25)

where (), is learned off-policy. Critically, policy gradients estimate Vy.J from sampled rollouts and
do not require differentiating through 7 or the discrete retrieval. This avoids the gradient disconti-
nuities of supervised training, provides proper temporal credit assignment, and remains stable under
real-world non-smooth dynamics.

Practical remarks. (1) Differentiable simulators could, in principle, provide do;.1/9a, but model
mismatch and contact non-smoothness introduce severe bias; learned world-models add compound-
ing error. (2) Labeling residuals from logged data is unreliable because the base state o, rarely
matches the retrieved memory state 0, exactly; small state mismatch produces large label noise. (3)
Off-policy SAC lets us reuse experience efficiently while shaping dense rewards from equation 22,
achieving sample-efficient training without supervised targets.

D Language conditioned image semantic similarity

This appendix details a training free procedure for computing the semantic proximity between two
visual observations under a short natural language instruction. The method is designed to be plug
and play inside an experience retrieval loop and to be both storage efficient and computationally light
at scale.

D.1 Problem statement and notation

Let an observation o consist of an RGB image I and optional side signals. In the vision encoder, a
single frame produces a matrix of token features

V e RTXH T = 256, H = 4096, (26)

where rows index spatial tokens and columns index feature channels. Given two observations o1, 02
and a short instruction L such as put the cup on the plate, the objective is a scalar similarity S (o1, 02 |
L) € [0,1] that is high only when both observations depict the same instruction specific semantics.
The procedure follows a coarse to fine decomposition

5(01, 02 ‘ L) = Sembed(ola 02) @ Simage(oly 02 | L) S Sact(ola 02)7 (27)
with a fusion operator specified later.

D.2 Token pooling on the spatial axis

Each column of V' encodes a channel in the learned semantic basis. Each row encodes a spatial
token that captures local appearance and relations. A global summary that preserves the semantic
basis should remove spatial redundancy while keeping the channel space intact. Pooling across the
token axis achieves that outcome. Pooling across channels instead would collapse the learned basis
and produce a length 7" vector of patch magnitudes with poor semantic fidelity.

The spatial pooling is defined by per token normalization followed by mean and max aggregation

v e
Vi = 70—, == Vi, = Vi, 28
o Valla+e mET ; ' EEREEAe 28)
1 m + 1 Xz
Uy = 2 [[m|l2+e 2 |lzll2+e c RH (29)

T 1
”5 Hmﬁl-‘,—e +3 Hwag—&-s H2 te

The vector ug is a global semantic descriptor in the model feature space.
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Random projection and quantization for storage efficiency To reduce storage while preserving
cosine geometry, apply a fixed Johnson Lindenstrauss projection P € R”*? with d <« H drawn
once with a fixed seed and stored alongside the dataset

UOP

= ———  cR% (30)
luoPl[2 + €
A per vector symmetric quantizer stores v as (¢, s) with

5= m%l“” 46, g —round( ) € {—127,...,127}, 31)

and dequantization @ = s ¢. With d = 256 this yields 256 bytes for ¢ plus 4 bytes for s per step before
compression. For two hundred thousand steps the footprint is roughly fifty to sixty megabytes.

Coarse similarity The coarse similarity is the cosine between dequantized summaries

1 iy G
Sembed(01,02) = 5 [ 1+ m . (32)

D.3 Language aware image reranking

Let 21, 2o € R% be image features from a contrastive vision language encoder and let t € R% be
the text feature of L. Define three components. The appearance proximity

)
S :1(1+Z1Z2>. 33
o0 =2 \ M o Tl 3)

The instruction gate that is stringent on both images

2 t 2t
Sewmmin{d (10 L)y (1 ) o
¢ leall2 [[¢ll2 ) 2 [[22]]2 [It]l2

The relation consistency that compares geometric and contact attributes extracted under L. Let r; €
RE collect proximity, intersection over union, contact proxy and gripper opening when available.
Define

Mx

(T1k — 7Tok)
rel - eXP( ) (35)
20k
k=1
The reranking score is a convex combination
Simage = acSclip + aStext + 0 She, e, o, > 0, e + o +ap = 1. (36)

If relation cues are absent the weights are renormalized over the remaining terms.

Relation features Let B, and B, denote the gripper and target boxes obtained using open vocab-
ulary detection with a query set derived from L. Let ¢(-) return the box center and let D be the image
diagonal. Define normalized distance d = ||c(B,) — ¢(B,)||2/ D, intersection over union iou and a
soft contact proxy ¢* = max{iou, 1 — 3d} clipped to [0, 1]. The vector r is [1 — d, iou, ¢*, open|
with the last entry taken from robot telemetry if available.

D.4 Optional phase alignment from latent actions

When latent action tokens A € R**H are recorded, a phase similarity can be computed by averaging
across the four tokens and applying cosine

S b (14 002 a=1%"4;
act — 3 — - , a—4z jie (37)

a1z lazl2 =
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D.5 Fusion strategies

The default additive fusion is
S = WeSembed + wiSimage + W Sact, We, Wi, Wy > 0, We + wj + w, = 1. (38)

In applications where the coarse descriptor must upper bound the final score one can prefer a gated
composition
S = (04 + (1 - Q)Simage) Sembed T B Sacts (39)

with « € [0,1] and a small 5. This preserves identity on duplicate frames when Sepped ~ 1 and
allows the reranker to suppress false positives.

D.6 Complexity and storage

With per step summary (g, s) in dimension d, coarse retrieval requires a single dequantization and a
cosine in O(d). Large scale search uses an approximate nearest neighbor index on 4. The reranker
is applied only to the top candidates and uses one forward pass of the vision language encoder and
one run of open vocabulary detection when relation cues are enabled.

For a dataset with IV steps the storage for summaries is about N X (d + 4) bytes before container
compression. With N = 2 - 10° and d = 256 the raw size is around fifty two megabytes. This
removes any need to retain the full token matrix.

D.7 Why pooling across tokens and not across channels

Spatial tokens form a redundant set of local descriptors that must be aggregated into a single global
representation. Channel directions span a learned semantic basis. Averaging across channels pro-
duces a length 7" vector that measures token magnitudes while discarding the basis geometry. In
contrast averaging across tokens preserves the channel geometry and leads to a descriptor that aligns
with downstream cosine retrieval. Formally consider a linear probe w € R that scores a semantic
attribute. The pooled score from token pooling is w " m which equals the mean of per token scores

w V.. Pooling across channels would instead collapse w into a scalar and break linear separability.

D.8 Pseudocode

Algorithm 1 Step recording with compact descriptor

Input token features V' € RT*H image I, optional latent action A and discrete action ids g; fixed
projection P € Rf x4,
Output image file and feature file containing (g, s), optional A, g.

normalize tokens row wise to obtain V'

compute m and x then ug as in the equations above
P

compute u = 7Hu(ﬁ3“2+5

compute s = max; |u;|/127 + § and ¢ = round(u/s)

save I and a compressed archive with ¢ as int8 and s as float32 and optional A, g

ke

Algorithm 2 Language conditioned similarity

Input two observations o1, 09, instruction L
Output similarity S € [0, 1]

dequantize stored summaries to obtain 41, G and compute Semped

encode images and text to obtain z1, 22, ¢ and compute Sciip, Stext

if relation cues are enabled then detect gripper and target from L, compute 1, 72 then Sy
combine into Sjmage Using the weights o, v, ar

if latent actions are present then compute Sy

return fusion S using either additive or gated composition

AN A S e
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Pairwise similarity

D.9 Recommended hyperparameters and practical notes

A projection dimension of two hundred fifty six offers a favorable accuracy storage tradeoff. The
per vector quantizer with a single scale parameter is adequate for cosine based retrieval. The relation
kernel uses standard deviations o on the order of one third of typical variation for each component.
The instruction gate uses the minimum of image text cosines which is robust to asymmetric matches.
The random projection is sampled once and stored, which ensures reproducibility across runs.

D.10 Failure modes and mitigations

False positives can occur when appearance is similar but the instruction semantics differ. The instruc-
tion gate and the relation kernel address this issue. Failure due to detector misses can be mitigated
by falling back to the combination of image cosine and text gate. Duplicate frames can be forced
to score near one through a gated fusion that preserves the coarse score, and through identity short
circuits when identical summaries are detected numerically.

D.11 End to end retrieval

In large experience banks the proposed summary enables approximate nearest neighbor indexing.
The query pipeline constructs the summary of the current frame, retrieves top candidates with Sembed,
then applies the reranker on that shortlist and returns the final ordering. This design preserves in-
struction specificity while keeping the storage and time cost low.

E Failure Case Analysis

We investigated reinforcement learning for EFN using the SAC algorithm, where the reward was
defined by the semantic similarity between the predicted next observation and the reference obser-
vation sampled from the experience buffer. The Sinkhorn similarity metric was adopted to quantify
semantic alignment in a high-dimensional embedding space. Despite its theoretical appeal, this de-
sign exhibited several flaws that ultimately caused training failure.

First, the reward distribution was too narrow. Denote the raw similarity at step ¢ as
RP™ = SinkhornSim (Oy41,05,,) , (40)

where Oy is the predicted next embedding and OEH is the target embedding from the selected
experience E. In practice, RI*" remained tightly clustered in [0.87,0.93]. As a result, the critic
received only weak gradients because the variance

Var(R?™) ~ 1073 (41)
was too small to differentiate between actions. To mitigate this, a normalization step was applied,
Rawv _
R;lorm _ Mt , ( 42)
Ot

with running mean s, and variance 0. However, because y; was initialized near the empirical

mean of the first batch, subsequent values of R}*™ were often less than y;, producing predominantly
negative R}°™. This inversion of sign transformed the optimization objective from maximizing pos-
itive returns to minimizing cumulative penalties, leading to unstable critic estimates and oscillatory
Q-values.

Second, the target of imitation changed inconsistently across steps. At each time ¢, the experience
trajectory £/ was reselected to maximize semantic alignment with the current observation. This
meant that the optimization target

min E[ [|f(Ou1) = F(O5)I? | *3)

was computed against a moving reference Oﬂrl that varied with ¢. Frequent switching between
different trajectories undermined the stationarity assumption of reinforcement learning and prevented
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the critic from converging toward a consistent value function. The instability was exacerbated by
the replay buffer, which stored transitions associated with outdated experience selections, further
degrading learning.

Third, the scale of the embedding space posed intrinsic difficulties. Each observation embedding
was represented as a tensor

Ot c R256X4096, (44)

and the latent action correction operated in the space
AAt c R4X4096. (45)

The dimensionality of these matrices is extremely high, with each step involving more than one
million parameters in the observation representation alone. This created an environment where the
actor—critic updates were easily overwhelmed by noise and variance, making exploration highly
inefficient. SAC, which relies on accurate Q-function estimation, struggled to propagate meaningful
gradients in such a vast search space.

In summary, the failure arose from a combination of (i) overly concentrated similarity-based re-
wards that became negative after normalization, (ii) non-stationary targets caused by continuous
switching between different experience trajectories, and (iii) the excessive dimensionality of the em-
bedding and action spaces that rendered stable credit assignment infeasible. This case highlights
that reinforcement learning with high-dimensional semantic rewards requires careful reward shap-
ing, fixed reference trajectories, and dimensionality reduction strategies in order to achieve stable
convergence.

F Token-level Entropic Optimal Transport for SINKHORN_SIMILARITY

Setting. Let X € R”=*P and Y € RTv*P denote token embeddings for two observations, with
feature dimension D and token counts T’; and T},. In our experiments T, = T}, = 256 and D = 4096,
while the derivation is general. The objective is to measure fine-grained agreement between X and
Y without spatial pooling by aligning tokens through an entropic optimal transport plan.

Cosine affinity. Each token is /,—normalized along the feature dimension with a small numerical
constant £,, > 0:

~ X, ~ Y,
= Y, = — L —. 46
CT Rt T Wilkten “o
The token-by-token cosine affinity is
S = X?T S [—17 ].]TIXTy, Sij = <)/€Z7i}j> 47)

Entropic OT objective. Set C' = —S so that larger similarity yields smaller cost. With uniform
marginals

r= . = A, (48)
the balanced entropic OT problem reads

min ~ (P,C) — e H(P) subjectto Plg, =7, Py, =c, (49)

perZE ¥ T

where € > 0 controls the entropic regularization and

Ty Ty

H(P) = =Y Y Pj(logP; —1) (50)

i=1 j=1

is the Shannon entropy. The entropy makes the problem strictly convex and yields a strictly positive
solution.
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Gibbs kernel and Sinkhorn—Knopp scaling. The optimal solution admits the factorization

P* = diag(u) K diag(v), K = exp(f), (51)

for unique scaling vectors u € RZ’O and v € RZ’JO that match the marginals. They are obtained by
the fixed-point updates

WD = r o (K v® 4 5),
oD = ¢ (KTu(f’H) + 5),

where > 0 stabilizes divisions and @ denotes elementwise division. For strictly positive K the
iterations converge geometrically to the unique scaling pair.

(52)

Similarity score and reward mapping. The raw alignment value is the inner product between the
transport plan and the affinity:

T, Ty
score = (P*,S) = ZZP;;SU. (53)

i=1 j=1
Under uniform marginals one has

T, T
DD Py = 1P, = 1y = L, (54)
i=1 j=1

hence score € [—1, 1] because S;; € [—1,1]. For reinforcement learning the value is mapped to

[0,1] as

scoreg; = 4 (clip(score, —1,1) +1). (55)

Algorithm 3 sinkhorn_similarity (X,Y’; e, niters)

X <+ row-normalize(X), Y+ row-normalize(Y")
S« XYT, K« exp(S/e)
T 4= T%ITI, c Tiley
u1p, v+ lTy
for t = 1 t0 Nijters do
u+ro (Kv+d)
v co (KTu+6)
end for
P + diag(u) K diag(v)
score < (P, S)
: scoreg; < 1 (clip(score, —1,1) + 1)
: return scoregy, P, S

AN A S A A v

— =
N ew

Role of the temperature. The parameter € governs the sharpness of the kernel. When ¢ is small
the kernel concentrates mass on pairs with large cosine similarity and the solution approaches a soft
permutation that emphasizes near one-to-one matches. When ¢ is large the plan spreads mass more
diffusely and gradients become smoother. Empirically a range between 0.03 and 0.1 performs well
for T,, = T}, = 256.

Differentiability. The map from (X,Y") to S is smooth after row normalization, the exponential
kernel is smooth, and the Sinkhorn updates consist of matrix—vector products and stable elementwise
operations. Gradients can be backpropagated through v and v into K and S, and finally into X and
Y. If desired, the clipping in scoreg; can be replaced by a smooth squashing such as a logistic
function to avoid saturation.

Complexity and memory. For T, = T, = T, the kernel construction and each Sinkhorn iteration

cost O(T?) time and O(7?) memory. With T' = 256 the matrices contain 65,536 entries, which is
tractable on modern accelerators even with multiple iterations.
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Numerical stabilization. Underflow and overflow can arise when ¢ is very small. A common
remedy is recentering before exponentiation:

K — exp(S_H;aX(S)>7 (56)

which leaves the optimal P* unchanged up to rescaling of v and v because the Sinkhorn scaling
absorbs global factors. The constant  in the updates prevents division by zero in transiently sparse
rows and columns.

Relation to exact matching. Let II(r, ¢) denote the transport polytope with the given marginals.
In the limit ¢ — 0 one recovers the linear assignment problem

arg min (P, —S 57
g, min (P,—S), (57)
whose solution becomes a permutation matrix when T, = T and the optimum is unique. The

entropic formulation therefore interpolates between hard assignment and a smooth strongly convex
surrogate that is well suited to gradient-based learning.

Reward semantics in EFN. The value scoreyp; quantifies token-accurate agreement between the
predicted next observation and the target derived from the retrieved experience. Because mass can
be distributed across multiple token correspondences according to their cosine affinity, the signal
remains informative when only parts of the scene follow the intended dynamics, which reduces
reward sparsity compared with global image pooling.

Generalizations. Occlusions and appearance changes can be modeled by relaxing the marginal
constraints with Kullback—Leibler penalties, leading to the unbalanced objective

: _ T
lr_g% (P,C) —eH(P) + 7, KL(P1g, || 7) + 7. KL(P 17, | ¢), (58)

which is compatible with generalized Sinkhorn updates. Nonuniform marginals can encode spatial
priors by reweighting r and c.
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