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Abstract

Large pre-trained multilingual models such as
mBERT and XILLM-R enabled effective cross-
lingual zero-shot transfer in many NLP tasks.
A cross-lingual adjustment of these models us-
ing a small parallel corpus can further improve
results. This is a more data efficient method
compared to training a machine-translation sys-
tem or a multi-lingual model from scratch using
only parallel data. In this study, we experiment
with zero-shot transfer of English models to
four typologically different languages (Span-
ish, Russian, Vietnamese, and Hindi) and three
NLP tasks (QA, NLI, and NER). We carry
out a cross-lingual adjustment of an off-the-
shelf mBERT model. We show that this ad-
justment makes embeddings of semantically
similar words from different languages closer
to each other, while keeping unrelated words
apart. In contrast, fine-tuning of mBERT on
English data (for a specific task such as NER)
draws embeddings of both related and unre-
lated words closer to each other. The cross-
lingual adjustment of mBERT improves NLI
in four languages and NER in two languages.
However, in the case of QA performance never
improves and sometimes degrades. In that, the
increase in the amount of parallel data is most
beneficial for NLI, whereas QA performance
peaks at roughly 5K parallel sentences and fur-
ther decreases as the number of parallel sen-
tences increases.

1 Introduction

Natural disasters, military operations, or disease
outbreaks require a quick launch of information
systems relying on human language technologies.
Such systems need to provide instant situational
awareness based on sentiment analysis, named
entity recognition (NER), information retrieval,
and question answering (QA) (Roussinov et al.,
2008; Voorhees et al., 2020; Chan and Tsai, 2019;
Strassel and Tracey, 2016). The quality of these
techniques heavily depends on the existence of an-

notated data, which is particularly challenging in
low-resource languages. Large langauge models
pre-trained on a large multilingual corpus such
as mBERT or XLM-R enable a zero-shot cross-
lingual transfer by learning to produce contextu-
alized word representations, which are (to some
degree) language-independent (Libovicky et al.,
2019; Pires et al., 2019). These representations can
be further aligned using a modest amount of par-
allel data, which was shown to improve zero-shot
transfer for syntax parsing, natural language infer-
ence (NLI), and NER (Kulshreshtha et al., 2020;
Wang et al., 2019b,a). This approach requires less
data and is a more computationally efficient alter-
native to training a machine translation system or a
pre-training a large multilingual model on a large
parallel corpus.

The most common approach is to find a rotation
matrix using a bilingual dictionary or a parallel
corpus that brings vector representation of related
words in different languages closer to each other.
Different from post hoc rotation-based alignment,
Cao et al. (2020) employed parallel data for di-
rect cross-lingual adjustment of the mBERT model.
They showed it to be more effective than rotation
in cross-lingual NLI and parallel sentence retrieval
tasks in five European languages.

However, we are not aware of any systematic
study of the effectiveness of this procedure across
typologically diverse languages and different NLP
tasks. To fill this gap, following (Cao et al., 2020)
we first adjust mBERT using parallel data (English
vs. Spanish, Russian, Vietnamese, and Hindi) with
an objective to make embeddings of semantically
similar words (in different languages) to be closer
to each other. Then, we fine-tune cross-lingually
adjusted mBERT models for three NLP tasks (NLI,
NER, and QA) using English data. Finally, we ap-
ply the trained models to the test data in four target
languages in a zero-shot fashion (i.e., without fine-
tuning in the target language). We perform each
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Figure 1: Histograms of cosine similarities between contextualized word representations produced by mBERT for
20,000 randomly sampled (unrelated) vs. aligned (related) word pairs from WikiMatrix (Hi-En): (a) original, (b)
after cross-lingual adjustment, (c) after fine-tuning on English NLI data, (d) after cross-lingual adjustment and

subsequent fine-tuning on English NLI data.

experiment with five seeds and assess statistical
significance of the difference from a baseline. In
our study we ask the following research questions:

R1 How does cross-lingually adjusted mBERT
subsequently fine-tuned on English data and
zero-shot transferred to a target language per-
form on various NLP tasks and target lan-
guages?

R2 How do the size of the parallel corpus used for
adjustment and different approaches to word
alignment affect outcomes?

R3 How do adjustment of mBERT on parallel
data and fine-tuning for a specific task affect
similarity of contextualized embeddings of se-
mantically related and unrelated words across

languages?
Our experiments demonstrate the following:

* The cross-lingual adjustment of mBERT im-
proves NLI in four languages (by one point)
and NER in two languages (by 1.5-2.5 points).
Yet, there is no statistically significant im-
provement for QA and a statistically signif-
icant deterioration on three out of eight QA
datasets.

* Although a choice of a word-alignment ap-
proach (e.g., averaging over word sub-tokens)
slightly affects outcomes, there are no ap-
parent patterns. However, as the amount of
parallel data increases, this clearly benefits
both NLI and NER, whereas QA performance
peaks at roughly 5K parallel sentences and
further decreases as the number of parallel
sentences increases.

* When comparing similarity of contextualized-
embeddings of words across languages
(Fig. 1), we can see that the cross-lingual ad-
justment of mBERT increases the cosine simi-
larity between related words while keeping un-
related words apart. In contrast, fine-tuning of
mBERT for a specific task draws embeddings
of both related and unrelated words much
closer to each other (Fig. 1c). However, when
we fine-tune a cross-lingual adjusted mBERT
for a specific task (e.g., NLI), cosines similar-
ities between related and unrelated words are
better separated (Fig. 1d), which may permit
the adjusted mBERT to have better zero-shot
transfer performance.

In summary, our study contributes to a better
understanding of large multilingual language mod-
els and their cross-lingual transfer capabilities by
identifying limitations of this approach in various
NLP tasks. To enable reproducibility, we make
our software available (currently attached to the
submission).

2 Related Work

2.1 Cross-Lingual Zero-Shot Transfer with
Multilingual Models

The success of mBERT in cross-language zero-
shot regime on many tasks inspired many papers
that attempted to explain its cross-lingual abilities
and limitations (Wu and Dredze, 2019; Conneau
et al., 2020; K et al., 2020; Libovicky et al., 2019;
Dufter and Schiitze, 2020; Chi et al., 2020; Pires
et al., 2019; Artetxe et al., 2020; Chi et al., 2020).
These studies showed that the multilingual mod-
els learn high-level abstractions common to all
languages. As a result, transfer is possible even
when languages share no vocabulary. However, the



gap between performance on English and a target
language is smaller if the languages are cognate,
i.e. share a substantial portion of model’s vocab-
ulary, have similar syntactic structures, and are
from the same language family (Wu and Dredze,
2019; Lauscher et al., 2020). Moreover, the size of
target language data used for pre-training and the
size of the model vocabulary allocated to the lan-
guage also positively impacts cross-lingual learn-
ing performance (Lauscher et al., 2020; Artetxe
et al., 2020).

Zero-shot transfer of mBERT or other multilin-
gual transformer-based models from English to a
different language was applied inter alia to POS
tagging, cross-lingual information retrieval, depen-
dency parsing, NER, NLI, and QA (Wu and Dredze,
2019; Wang et al., 2019b; Pires et al., 2019; Hsu
et al., 2019; Litschko et al., 2021). XTREME in-
cludes NLI, NER, and QA datsets used in the cur-
rent study. Authors state that performance on ques-
tion answering on XTREME has improved only
slightly since its inception in contrast to a more
impressive progress in e.g. classification and re-
trieval tasks. Although transfer from English is not
always an optimal choice (Lin et al., 2019; Turc
et al., 2021), English still remains the most popular
source language. Furthermore, despite there have
been developed quite a few new models that differ
in architectures, supported languages, and training
data (Doddapaneni et al., 2021), mBERT remains
the most popular cross-lingual model.

2.2 Cross-lingual Alignment of Embeddings

Mikolov et al. demonstrated that vector spaces can
encode semantic relationships between words and
that there are similarities in the geometry of these
vectors spaces across languages (Mikolov et al.,
2013). A variety of approaches have been proposed
for aligning monolingual representations based on
bilingual dictionaries and parallel sentences. The
most widely used approach—which requires only
a bilingual dictionary—consists in is finding a rota-
tion matrix that aligns vectors of two monolingual
models (Mikolov et al., 2013). Lample et al. (2018)
proposed an alignment method based on adversar-
ial training, which does not require parallel data.
A comprehensive overview of alignment methods
for pre-Transformer models can be found in (Ruder
et al., 2019).

Schuster et al. (2019) applied rotation method
to align contextualized ELMo embeddings (Pe-

ters et al., 2018) using anchors (averaged vec-
tors of tokens in different contexts) and bilingual
dictionaries. They showed improved results of
cross-lingual dependency parsing using English
as source and several European languages as tar-
get languages. Wang et al. (2019a) aligned En-
glish BERT and mBERT representations using ro-
tation method and Europarl parallel data (Koehn,
2005). They employed the resulting embeddings
in a cross-lingual dependency parsing model. The
parser with aligned embeddings consistently out-
performed zero-shot mBERT on 15 out of 17 target
languages.

Instead of aligning on a word level, Aldarmaki
and Diab (2019) performed a sentence-level align-
ment of ELMo embeddings and evaluated this ap-
proach on the parallel sentence retrieval task.

Cao et al. (2020) proposed to directly modify the
mBERT model by making the representations of
semantically related words in different languages
to be closer to each other. This work was motivated
by the observation that embedding spaces of differ-
ent languages are not always isometric (Sggaard
et al., 2018) and, hence, are not always amenable
to alignment via rotation. The mBERT simultane-
ously adjusted on five European languages consis-
tently outperformed other alignment approaches
on XNLI data (Conneau et al., 2018). In the cur-
rent study, we implement the approach of Cao et al.
(2020) with some modifications.

Kulshreshtha et al. (2020) compared differ-
ent alignment methods (rotation vs. adjustment).
They evaluated the modified embeddings on NER
and slot filling tasks. According to their results,
rotation-based alignment performs better on NER
task, while model adjustment performs better on
slot filling. Zhao et al. (2021) continued this line
of research and proposed several improvements of
the model alignment method: 1) z-normalization
of vectors and 2) text normalization to make the
input more structurally ‘similar’ to English training
data. Experiments on XNLI dataset and translated
sentence retrieval showed that vector normaliza-
tion leads to more consistent improvements over
zero-shot baseline compared to text normalization.

3 Methods

In this study, we use a multilingual BERT (mBERT)
as the main model (Devlin et al., 2019). mBERT
is a case-sensitive “base” 12-layer Transformer
model (Vaswani et al., 2017) with 178M param-



eters.! It was trained with masked language

model objective on a mixture of Wikipedias of
104 languages with a shared WordPiece vocab-
ulary: To balance the distribution of languages,
high-resource languages were under-sampled and
low-resource languages were over-sampled.” For
a number of NLP tasks, cross-lingual transfer of
mBERT can be competitive with training a mono-
lingual model using the training data in the target
language (see Section 2).

We align cross-lingual embeddings by directly
modifying/adjusting the language model itself, fol-
lowing the approach proposed recently by Cao et al.
(2020). The approach—which differs from finding
a rotation matrix—proved to be effective in the
XNLI task. However, there are some differences
in our implementation. In all cases, we work with
one pair of languages at a time while Cao et al.
(2020) adjusted mBERT for five languages at once.
Our approach allows us to carry out a parameter-
sensitivity analysis individually for each of the tar-
get languages.

BERT uses WordPiece tokenization, which splits
sufficiently long words into subtokens. We first
word-align parallel data with fast_align (Dyer et al.,
2013) and then employ three common approaches
to combine subtoken vectors into a single vector
representing a word: 1) using the vector of the first
sub-token?; 2) using the vector of the last subto-
ken (Cao et al., 2020); 3) averaging of all word
subtokens. We also explored another variant: ap-
plying fast_align directly to BERT tokenization
(i.e., subtokens). We use the averaging approach
for our main experiments. Additionally, we assess
how the choice of the alignment approach affects
performance on Hindi data.

Based on alignments in parallel data, we obtain
a collection of word or subtoken (depending on
the processing variant, see above) pairs (s;, t;): S;
from the source language, ¢; from the target one.
From these alignments we can obtain their mBERT
vector representations f(s;) and f(¢;). Then, we
fine-tune the mBERT model on aligned pairs’ vec-

'https://huggingface.co/
bert-base-multilingual-cased

https://github.com/google-research/
bert/blob/master/multilingual .md

3Wang et al. (2019b) used this variant in their experiments
and report that other options don’t induce much difference.

Lang  Family Script Word ~ Dist. from  Number of
order English ‘Wiki pages

en TE/Germanic Latin SVO 0.00 6.3M

es IE/Romance Latin SVO 0.12 1.7TM

ru IE/Slavic Cyrillic SVO 0.14 1.7M

vi Austroasiatic Latin SVO - 1.3M

hi IE/Indo-Aryan  Devanagari SOV 0.40 150K

IE : Indo-European; Prevalent word order: SVO — subject-verb-object, SOV —
subject-object-verb; distance from English in terms of word order is measured
according to Ahmad et al. (2019): Data for Vietnamese is missing.

Table 1: Language information.

tors using the following loss function:

L= |If(s)=£(t)lla+)_ If(s5)—£(s)ll2,

(sisti)
ey
where the first term “pulls” the embeddings in the
source and target language together, while the sec-
ond (regularization) term prevents source (English)
representations from deviating far from their initial
values in the ‘original’ mBERT f°.
After have cross-lingually adjusted the mBERT
model, we fine-tune it for a specific task.

4 Tasks and Data
4.1 Languages and Parallel Data

In our experiments we transfer models trained on
English to four languages: Spanish, Russian, Viet-
namese, and Hindi. This set represents four dif-
ferent families (including one non-Indo-European
language), three scripts, and two different prevalent
word orders (see Table 1). All the languages are
among languages that were used to train mBERT
(although Hindi Wikipedia is an order of magni-
tude smaller compared to other Wikipedias, which
may have led to somewhat inferior contextualized
embeddings).

We use a parallel corpus (i.e., a bitext) WikiMa-
trix (Schwenk et al., 2021) to align embeddings.
WikiMatrix is a large collection of aligned sen-
tences in 1,620 different language pairs mined from
Wikipedia. The dataset is distributed under CC-
BY-SA license. Following (Wang et al., 2019b;
Kulshreshtha et al., 2020), we take 30K sentence
pairs for each language pair as a ‘basic’ size.*

4.2 Natural Language Inference

Natural language inference (NLI) is task of de-
termining the relation between two ordered sen-
tences and classifying it into: entailment, contra-
diction, or “no relation”. English MultiNLI collec-

4Cao et al. (2020) use the same magnitude of data — 50K
sentence pairs for each out of five languages.


https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased
https://github.com/google-research/bert/blob/master/multilingual.md
https://github.com/google-research/bert/blob/master/multilingual.md

tion (Williams et al., 2018) consists of 433K sen-
tence pairs originating from multiple genres. The
XNLI dataset (Conneau et al., 2018) complements
the MultiNLI training set with 2,500 development
and 5,000 test examples in each of 15 languages
(including all four target languages of the current
study). Performance on XNLI is evaluated using
classification accuracy. XNLI is distributed under
the CC BY-NC license.

4.3 Named Entity Recognition

Named entity recognition (NER) is a task of locat-
ing named entities in unstructured text and clas-
sifying them into predefined categories such as
persons, organizations, locations, etc. In our ex-
periments, we employ the Wikiann NER corpus
(Rahimi et al., 2019) that is derived from a larger
“silver-standard” collection that was created fully
automatically (Pan et al., 2017). Wikiann NER has
data for 41 language, including all languages in
the current study. The dataset is distributed under
the Apache-2.0 license. The named entity types
include location (LOC), person (PER), and orga-
nization (ORG). The English training set contains
20K sentences. Test sets for Spanish, Vietnamese,
and Russian have 10K sentences each; for Hindi —
1K sentences. Performance is evaluated using the
token-level micro-averaged F1.

4.4 Question Answering

Machine reading comprehension (MRC) is a vari-
ant of QA task. Given a question and a text para-
graph, the system needs to return a continuous span
of paragraph tokens as an answer. The first large-
scale MRC dataset is the English Wikipedia-based
dataset SQuAD (Rajpurkar et al., 2016), which
contains about 100K paragraph-question-answer
triples. To create SQuUAD, crowd workers were
shown a Wikipedia paragraph; the task was to for-
mulate several questions to the paragraph content
and select a text span as an answer. SQuAD is
available under the CC BY-SA license. SQuAD
has become a de facto standard and inspired cre-
ation of analogous resources in other languages
(Rogers et al., 2021).

We use SQuAD as the source dataset to train
MRC models. To test the models, we use XQuAD,
MLQA, and TyDi QA datasets. XQuAD (Artetxe
et al., 2020) is a professional translation of 240
SQuAD paragraphs and 1,190 questions-answer
pairs into 10 languages (including four languages
of our study). MLQA (Lewis et al., 2020) data

is available for six languages including Spanish,
Vietnamese, and Hindi (but it does not have En-
glish). There are about 5K questions for each
of our languages. TyDi QA (Clark et al., 2020)
includes 11 typologically diverse languages of
which we use only Russian (812 test items). Com-
pared to datasets associated with SQuAD, SQuAD,
XQuAD, and MLQA are distributed under the CC
BY-SA license; TyDi QA — under the Apache-2.0
license.

Standard evaluation metrics for SQuAD-like
datasets are EM (exact answer-span match) and
token-level F1-score. We report F1-scores because
they are considered to be more robust.

S Experimental Results and Analysis

5.1 Setup

All experiments were conducted on a single Tesla
V100 16GB. For cross-lingual model adjustment
we use the Adam optimizer and hyperparameters
provided by Cao et al. (2020). To obtain reliable
results we run five iterations (using different seeds)
of model adjustment (for each configuration) fol-
lowed by fine-tuning on down-stream tasks. For
each run we sample a required number of sentences
from a set of 250K parallel (WikiMatrix) sentences
word-aligned with fast_align. One run of model
adjustment on 30K parallel sentences takes about
15 minutes.

For fine-tuning on XNLI, SQuAD, and Wikiann
we use parameters and scripts provided by
HuggingFace.’ These scripts use a basic archi-
tecture consisting of a BERT model and a task-
specific linear layer. We freeze the embedding
vectors during fine-tuning on down-stream tasks be-
cause during the training on English data the model
ignores vectors in other languages. It can also pre-
vent forgetting of embedding adjustment. Fine-
tuning on XNLI, SQuAD and Wikiann takes about
100 minutes, 60 minutes, and 3 minutes respec-
tively. Including all preliminary and exploratory
experiments the total computational budget was
approximately 450 hours.

All reported results are averages over five runs
with different seeds. We further assess significance
of differences between results for the original and
adjusted mBERT using paired statistical tests. For
QA and XNLI we first average metric values for

Shttps://github.com/huggingface/
transformers/tree/master/examples/
pytorch
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each example over different runs and then carry
out a paired t-test using averaged values. For NER
we concatenate example-specific predictions for all
seeds and run 1000 iterations of a permutation test
for concatenated sequences (Pitman, 1937; Efron
and Tibshirani, 1993).

5.2 Main Results

Results for NLI, NER, and QA tasks are summa-
rized in Tables 2, 3, and 4, respectively.

We can observe consistent and statistically sig-
nificant improvements of aligned models over zero-
shot transfer on XNLI for all languages. All gains
are around one accuracy point, which is in accor-
dance with results by Cao et al. (2020) even though
we used a set of more diverse languages, presum-
ably noisier parallel data, and slightly altered learn-
ing scheme. Results confirm previous findings
about cross-lingual zero-short transfer: results are
higher for cognate target languages (cf. Spanish)
and become worse as you move farther away from
the source language (Hindi demonstrates worst re-
sults, but the deficiency of Hindi data for mBERT
learning may also come into play). We also con-
structed bilingual variant of XNLI test data: in
each pair, we randomly swapped one of the sen-
tences with its English counterpart. Classification
results for this “mixed” dataset in the bottom of
Table 2 demonstrate a larger gain of the adjusted
mBERT (compared to the original mBERT) for all
four languages.

NER results are mixed: we observe significant
gains for Russian (+2.3 F1 points) and Hindi (+2.6
F1 points) when using a cross-lingually adjusted
model, while the results for Spanish and Viet-
namese are worse compared to the original mBERT.
At the same time, the baseline scores for Russian
and Hindi are lower compared to English and Viet-
namese. We hypothesize that the reason may be the
annotation quality of the Wikiann corpus, which
varies across languages.

When we fine-tune a cross-lingually adjusted
mBERT on QA tasks, we observe a statistically sig-
nificant performance degradation for both Spanish
datasets as well as for Vietnamese MLQA. Again,
we observe a steady decline of zero-shot trans-
fer outcomes on both parallel datasets (MLQA
and XQuAD) from languages closer to English
(Spanish) to more distant ones (Hindi). It is also
interesting to note the gap between the MLQA
and XQuAD scores. XQuAD is a translation of

a SQuAD and, therefore, it “inherits” a higher lexi-
cal similarity of the question and answer contexts.
This makes it an easier task for a model fine-tuned
on the original SQuAD.

mBERT es ru vi hi

Original ~ 74.59 68.26 70.29 59.64

Adjusted  75.52* 69.39*% 71.21*% 60.77*
Mixed-language NLI

Original  71.22 65.02 63.12 54.16

Adjusted  73.10%  67.47* 67.29% 57.51*

Statistically significant differences between original and adjusted
mBERT are marked with * (p-value threshold 0.05).

Table 2: NLI results (accuracy).

Model es ru vi hi
Original ~ 73.33 64.53 71.71 65.54
Adjusted  72.02*  66.80* 71.08*% 68.11*

Statistically significant differences between original and adjusted
mBERT are marked with * (p-value threshold 0.05).

Table 3: NER results (token-level F1).

We also conducted experiments on cross-lingual
question answering using two parallel datasets:
MLQA and XQuAD: Results are shown in the
lower part of Table 4. We explored two directions:
1) question is in a target language, but paragraph
is in English and 2) a question is in English, but a
paragraph is in a target language. Again, results are
not consistent across languages and cross-lingual
“directions”. In most cases the differences between
results obtained using the original and adjusted
mBERT are not statistically significant.

K et al. (2020) showed that the quality of cross-
lingual transfer was higher in the case of languages
with similar word order. Hsu et al. (2019) and
Zhao et al. (2021) experimented with word re-
arrangements for cross-lingual QA and NLI, re-
spectively, and obtained some improvements. We
trained a QA model using an English-Hindi ad-
justed mBERT on the SQuAD-SOV dataset re-
leased by Hsu et al. (2019), where sentences were
re-arranged to Subject-Object-Verb order. This
combination led to a degraded quality.®

5.3 Analysis of the Adjusted mBERT

Liu et al. (2021) observed that after fine-tuning on
a specific task (POS-tagging and NER) large mul-
tilingual models became worse at the tasks they

®Manual inspection of the data revealed that all SQuAD
data is lowercased, which may negatively impact QA train-
ing. Moreover, the quality of rearrangements is rather low,
most obvious problem is incorrect processing of passive voice
constructions.



mBERT Spanish Russian Vietnamese Hindi
MLQA XQuAD | TyDi QA XQuAD | MLQA XQuAD | MLQA XQuAD

Original | 65.07 75.62 66.74 71.14 60.18 69.42 49.05 57.63

Adjusted | 63.96%  74.59% 66.68 70.57 59.34%  69.97 48.81 57.64
Question in target language, paragraph in English

Original | 68.17 76.36 - 72.10 55.79 64.56 43.28 47.74

Adjusted | 67.84 76.22 - 72.17 56.72%  66.73* | 44.36%  50.28*
Question in English, paragraph in target language

Original | 67.38 76.52 - 67.70 64.27 68.69 55.45 58.44

Adjusted | 66.99*  76.71 - 68.05 65.04*  68.86 55.41 58.10

Statistically significant differences between original and adjusted mBERT models are marked with * (p-value threshold 0.05).

Table 4: Effectiveness of QA systems (F1-score).

orig. mBERT
60.72

en-hi
60.22

en-vi

58.72

€n-es

60.03

€n-ru

59.45

Table 5: SCWS correlation scores of mBERT models:
original vs. cross-lingually adjusted on 4 language pairs.

were initially trained for (e.g., predicting a masked
word). They also became worse at cross-lingual
sentence retrieval. This result motivated us to study
how cross-lingual adjustment of mBERT affected
the ability of the model to capture semantic simi-
larity in a mono-lingual and cross-lingual settings.

For the mono-lingual, English, evaluation, we
used the Stanford Contextual Word Similarity
(SCWS) dataset (Huang et al., 2012). It contains
contexts for around 2K word pairs along with
crowdsourced (ground-truth) similarity ratings for
each pair, which allows us to rank them. We com-
pared these ground-truth rankings of word pairs
with rankings produced by an original or adjusted
mBERT. To this end, a similarity score of two
words was computed using the cosine similarity be-
tween words’ contextualized embeddings. Agree-
ment with ground-truth data was computed using
the Spearman’s rank correlation.

According to results in Table 5, the cross-lingual
adjustment does hurt monolingual performance of
mBERT, which is in line with Liu et al. (2021).
With an exception of Hindi, the degradation is
smaller for Russian and Spanish, which are more
closely related to English.

In the cross-lingual evaluation we compared
cosine similarities between contextualized em-
beddings in English and other languages. To
this end we sampled from WikiMatrix (Schwenk
et al., 2021) using two scenarios: semantically re-
lated words from parallel sentences (matched via
fast_align) and unrelated words sampled from un-
paired sentences (nearly always unrelated). For
each pair of languages and each NLP task, the sam-
pling processed is carried out for: (1) the original

mBERT, (2) an adjusted mBERT, (3) the original
mBERT fine-tuned for the target NLP task, (4) the
adjusted mBERT fine-tuned for the target NLP task.

The histograms of cosine similarities for Hindi
and NLI task is shown is shown in Figure 1: His-
tograms for other languages can be found in Ap-
pendix A. Figure la shows that related words in
two languages are typically closer to each other
than to randomly selected unrelated words, but the
histograms overlap. The cross-lingual adjustment
(see Figure 1b) makes embeddings of semantically
similar words from different languages closer to
each other, while keeping unrelated words apart,
which is a desired behavior. In contrast, fine-tuning
original, i.e., unadjusted, mBERT on the English
NLI data (Figure 1c) makes distributions of related
and unrelated words almost fully overlap, i.e. all
embeddings become close to each other. In that,
if we fine-tune the adjusted mBERT (Figure 1d),
this also reduces the gap between related and un-
related words, but it remains larger compared to
fine-tuning of the unadjusted mBERT. Thus, unlike
English-only fine-tuning, the cross-lingual adjust-
ment does reduce the similarity gap between related
words (from different languages) while keeping
unrelated words largely apart. Quite surprisingly,
achieving this objective does not seem to be suffi-
cient for improving zero-shot transfer. For example,
judging from histograms for NER (see Fig. 2, Ap-
pendix A), one of the biggest improvements should
be in the case of Spanish, where the cross-lingual
adjustment substantially degrades the F1-score.

We can see that the cross-lingual adjustment
does not consistently improve QA and NER tasks.
It is quite possible that degradation in monolin-
gual performance (as shown using SCWS data, Ta-
ble 5) is partially responsible for this underwhelm-
ing performance, especially for QA, whose quality
degrades as the amount of parallel data used for
adjustment increases (see Table 6). Furthermore,



Muttenthaler et al. (2020) and (van Aken et al.,
2019) showed that QA models essentially clustered
answer token vectors and separated them from the
rest of the paragraph token vectors using a vector
representation of the question. Thus, to solve the
QA task, the model needs to operate largely at a lex-
ical level and can rely on mutual similarity among
question and paragraph words. It learns how to use
these similarities by training on the English QA
data and does not benefit much from cross-lingual
adjustment.

5.4 TImpact of the Amount of Parallel
Data/Approach to Subtoken Aggregation

An objective of this section analysis is to assess
the impact of the number of parallel sentences and
the approach to subtoken aggregation. Because
zero-shot transfer is typically more challenging
for languages with non-Latin script (see Tables 2
and 3), we initially considered experimenting with
either Russian or Hindi. Ultimately we chose Rus-
sian, because the Russian Wikipedia is much larger
compared to Hindi, which entails a higher qual-
ity of sentence alignment in WikiMatrix (see Sec-
tion 4.1).

We adjusted mBERT on 5K/10K/30k/100K sen-
tence pairs and subsequently fine-tuned the model
on respective tasks. As in all other experiments,
we train the models with five seeds and report av-
eraged results. Table 6 shows that XNLI accuracy
improves monotonically as the size of the parallel
corpus increases. NER scores reach a plateau af-
ter 10K sentence pairs. QA models benefit from
adjustment using only a small amount of paral-
lel data (and even slightly outperform the original
mBERT baseline when adjusted using 5K sentence
pairs). QA performance peaks at roughly 5K paral-
lel sentences and further decreases as the number
of parallel sentences increases.

Size | XNLI NER TyDi QA XQuAD
None | 68.26 64.53 66.74 71.14
5K | 68.73  66.02 67.32 71.29
10K | 69.38 66.52 67.55 70.66
30K | 69.39 66.80 66.68 70.57
100K | 70.34 66.80 66.58 69.96

Table 6: Performance of models aligned on En-Ru data
depending on the number of sentence pairs.

In our main experiments, we carry out alignment
using averaged subtoken embeddings, which was
decided based on preliminary experimental results.
However, as Table 7 shows, this is not an optimal

approach across all tasks and languages. For exam-
ple, in the case of Hindi, we get better results using
start subtokens on NLI and NER tasks (though dif-
ferences are small for NER).

Interestingly, when we apply fast_align to origi-
nal BERT subtokens (orig), we obtain much worse
results on all tasks except NLI. A lower quality of
the orig approach is likely due to a small mBERT
vocabulary allocated for Hindi, which results in
excessive word splitting and, consequently, leads
to a worse alignment. We conjecture that in the
NLI task the model relies more on the sentence-
level representation through a [CLS] token, which
are also being aligned as part of the cross-lingual
adjustment of mBERT. Good cross-lingual NLI
performance with the orig approach supports this
hypothesis.

Mode | XNLI NER MLQA XQuAD
start | 61.59 6841  48.48 57.16
end 61.24 68.10 47.50 56.46
avg 60.77 68.11  48.81 57.64
orig | 61.53 6454 4434 53.44

Table 7: Impact of subtokens processing (Hindi).

6 Conclusion

In this study, we experiment with zero-shot transfer
of English models to four typologically different
languages and three NLP tasks. The cross-lingual
adjustment of mBERT improves NLI in four lan-
guages and NER in two languages. However, in
the case of QA performance never improves and
sometimes degrades. Our study contributes to a
better understanding of large multilingual language
models and their cross-lingual transfer capabilities
by identifying limitations of this approach.
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Figure 2: Histograms of cosine similarities between contextualized word representations produced by mBERT for
20,000 randomly sampled (unrelated) vs. aligned (related) word pairs from WikiMatrix. Columns correspond to
language pairs. Rows depict histograms of the original mBERT model, its cross-lingual adjustments, as well as their
variants fine-tuned on QA, NER, and NLI tasks.
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