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ABSTRACT

With the rise of large-scale foundation models, efficiently adapting them to down-
stream tasks remains a central challenge. Linear probing, which freezes the back-
bone and trains a lightweight head, is computationally efficient but often restricted
to last-layer representations. We show that task-relevant information is distributed
across the network hierarchy rather than solely encoded in any of the last lay-
ers. To leverage this distribution of information, we apply an attentive probing
mechanism that dynamically fuses representations from all layers of a Vision
Transformer. This mechanism learns to identify the most relevant layers for a
target task and combines low-level structural cues with high-level semantic ab-
stractions. Across 19 diverse datasets and multiple pretrained foundation models,
our method achieves consistent, substantial gains over standard linear probes. At-
tention heatmaps further reveal that tasks different from the pre-training domain
benefit most from intermediate representations. Overall, our findings underscore
the value of intermediate layer information and demonstrate a principled, task-
aware approach for unlocking their potential in probing-based adaptation.

1 INTRODUCTION

Foundation models have transformed machine learning across various domains, ranging from lan-
guage (Devlin et al., 2019; Brown et al., 2020) to vision (Radford et al., 2021; Oquab et al., 2024),
by providing powerful pretrained backbones trained on large, general-purpose datasets. How to
adapt these models to specific downstream tasks most effectively remains a central question. Al-
though fine-tuning and its parameter-efficient variants (e.g., LORA; Hu et al., 2022; Jia et al., 2022;
Chen et al., 2022) have been proven to yield strong performance, these methods are computation-
ally expensive and require adapting the weights of the backbone during training which changes the
underlying model from general-purpose to task-specific. A lighter alternative is (linear) probing
(Razavian et al., 2014; Yosinski et al., 2014; Kornblith et al., 2019b), where the backbone remains
unchanged and a small head is trained on top of it. Probing is attractive in settings with limited
resources, although its accuracy is typically inferior to fine-tuning (Kornblith et al., 2019b).

The standard linear probing approach operates exclusively on the final-layer representation, which
in Vision Transformers (ViTs; Dosovitskiy et al., 2021) is typically represented by the CLS token.
This design implicitly assumes that the CLS token encodes all task-relevant information. However,
recent work challenges this assumption: Chen et al. (2024) show that attentive probing over final-
layer patch tokens outperforms CLS-only approaches. Similarly, DINOv2 (Oquab et al., 2024)
demonstrates that concatenating CLS tokens from several of the last layers can surpass single-layer
methods. Together, these results suggest that information crucial for downstream tasks is distributed
across layers and tokens rather than exclusively captured by the final CLS token representation.

If dependence on the final layer is a limiting factor, a potential solution is to fuse the information
distributed across the different levels of model layers. ViTs process information across multiple lay-
ers: early layers capture low-level visual patterns and structural cues (e.g., edges, textures), whereas
later layers encode high-level semantic concepts aligned with the pre-training objective (Raghu et al.,
2021; Dorszewski et al., 2025). When downstream tasks differ from the pre-training domain, the
final layer likely discards structural or textural information that remains crucial for the target appli-
cation, yet this information often persists in intermediate layers.
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Figure 1: Schematic of our multi-layer Attentive
Probe. The method applies cross-attention to CLS
and AP tokens from multiple transformer layers, au-
tomatically discovering which representations con-
tain the most task-relevant features.

Recent work has begun to exploit intermedi-
ate representations for transfer learning (Tu
et al., 2023; Wu et al., 2024) and parameter-
efficient adaptation (Evci et al., 2022). De-
spite these advances, most approaches rely
on simple aggregation strategies, such as
concatenation, that produce overly large fea-
ture vectors or fail to adapt to task-specific
requirements. Furthermore, the relevance
of different layers varies substantially across
tasks settings. While some more specialized
domains, such as satellite imagery or medi-
cal images, benefit from low-level structural
cues encoded in early or intermediate lay-
ers, others that include a broad set of natu-
ral images (e.g., CIFAR-100) require high-
level semantic abstraction encoded in last
layers. This variability underscores the need
for more flexible mechanisms that effectively
harness intermediate features in probing set-
tings.

In this work, we demonstrate how to effectively leverage valuable task-relevant information from
a model’s intermediate layers to substantially improve performance on diverse downstream tasks.
Our evaluation shows that although intermediate layers hold valuable, complementary information,
applying standard linear probing to representations from numerous layers leads to instability. This
indicates a challenge in effectively combining features from a wide range of depths using a simple
linear classifier. To solve this, we use an attention-based fusion method that dynamically weights the
most informative layers for each task. Our approach considers both CLS and average-pooled (AP)
tokens, combining semantic and spatial information. This method improves performance across var-
ious domains and additionally helps us understand how different tasks use the model’s hierarchical
structure. Through evaluation across 19 diverse datasets, we find that different tasks adaptively lever-
age distinct layers of the representational hierarchy. Fig. 1 provides an overview of our proposed
multi-layer Attentive Probe.

In summary, our work makes three key contributions:

• We propose attentive probing using CLS and AP tokens from all intermediate layers,
achieving consistent gains across 19 datasets with an average accuracy improvement of
5.77 percentage points compared to standard linear probing.

• We show that intermediate layer fusion provides consistent improvements across small,
base, and large models, indicating that the approach generalizes across model scales with-
out diminishing returns.

• We find that performance gains are largest for tasks that are different from the pre-training
domain. Interpretable attention patterns show that natural image tasks rely more on later
layers, while structural or specialized datasets benefit from intermediate representations,
particularly from the AP tokens, underscoring the adaptive behavior of our probe.

2 RELATED WORK

ViTs (Dosovitskiy et al., 2021) pretrained on large-scale datasets, such as CLIP (Radford et al.,
2021) and DINOv2 (Oquab et al., 2024), have become fundamental to computer vision. A key
challenge is to efficiently adapt these foundation models to downstream tasks.

2.1 PROBING AND LIGHTWEIGHT ADAPTATION

Parameter-efficient fine-tuning (PEFT) aims to adapt large neural networks without updating all
weights of the backbone. Popular methods include adapters (Chen et al., 2022), visual prompt

2
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tuning (Jia et al., 2022), and LoRA (Hu et al., 2022). An even more efficient paradigm is probing,
where the entire pretrained backbone remains frozen, and only a lightweight module is trained on
top of its features (Alain & Bengio, 2017). While early work focused on simple linear classifiers,
recent studies have introduced more powerful attentive probes (Bardes et al., 2024; El-Nouby et al.,
2024). This idea builds on earlier attention pooling methods such as the Set Transformer (Lee et al.,
2019) and uses learnable attention modules to aggregate token features from the final layer (Yu et al.,
2022; Chen et al., 2024; Psomas et al., 2025). However, their focus is confined to the final layer’s
output, implicitly assuming that the final representation is optimal for any given downstream task.

2.2 THE VALUE OF INTERMEDIATE REPRESENTATIONS

The principle that hierarchical features are crucial for robust recognition is fundamental to deep
learning. In CNNs, representations progress from low-level patterns in early layers to high-level
semantics in later ones (Zeiler & Fergus, 2014). The transferability differs across depth, with earlier
layers being more general and later ones being more specialized (Yosinski et al., 2014). This led to
iconic architectures, such as U-Net (Ronneberger et al., 2015) and Feature Pyramid Networks (Lin
et al., 2017), which explicitly fuse features from shallow and deep layers to combine fine-grained
details with high-level semantics. This principle extends to ViTs.

Although Raghu et al. (2021) showed that their representations are more uniform across layers than
in CNNs and representation similarity evolves smoothly over depth (Lange et al., 2022), research
confirms that ViT layers still gradually encode more complex semantic concepts (cf., Ghiasi et al.,
2022; Dorszewski et al., 2025). Recognizing this, architectural extensions such as MViT (Fan et al.,
2021), CrossViT (Chen et al., 2021), and Swin Transformer (Liu et al., 2021) explicitly integrate
information at different resolutions. More recently, lightweight methods such as Head2Toe (Evci
et al., 2022) and Visual Query Tuning (Tu et al., 2023) have shown that explicitly exploiting inter-
mediate ViT layers can enhance transfer performance. Similar findings have emerged in language
models, where probing has revealed that intermediate layers can even outperform the final layer
depending on the task (Liu et al., 2019; Skean et al., 2025).

Building on these insights, we propose an adaptive attentive probe that learns to dynamically fuse
representations from across the entire network hierarchy. Unlike prior work relying on fixed fusion
schemes or manually chosen layer subsets, our method automatically discovers and weights the
most task-relevant layers, combining the efficiency of probing with the power of adaptive multi-
scale feature fusion.

3 METHOD

ViTs learn hierarchical feature representations where early layers capture low-level visual patterns
while deeper layers encode high-level semantic concepts (Raghu et al., 2021). Conventional prob-
ing methods, which primarily use a model’s last layers, may not be optimal for diverse downstream
tasks because valuable, task-specific information often resides in intermediate layers. This mis-
match necessitates adaptive layer selection to better align the model’s feature representations with
the specific requirements of the downstream task. We propose an attention-based fusion mechanism
that dynamically weights and combines contributions from different transformer layers, allowing
the model to automatically find the most relevant features for each downstream task.

Problem Statement. Consider a ViT encoder with L attention layers processing an input im-
age x ∈ RH×W×C . For each encoder layer ℓ ∈ {1, . . . , L}, we extract token embeddings
Z(ℓ) = [z

(ℓ)
0 , z

(ℓ)
1 , . . . ,z

(ℓ)
P ] ∈ R(P+1)×d from the intermediate representation after the second

layer normalization, where z
(ℓ)
0 denotes the [CLS] token representation, {z(ℓ)

i }Pi=1 correspond to
P patch-level embeddings, and d is the hidden dimension.

To capture both global and spatial information at each layer ℓ, we extract two complementary repre-
sentations, which have been shown to improve performance (see Appx. A.8):

h
(ℓ)
CLS = z

(ℓ)
0 ; h

(ℓ)
AP =

1

P

P∑
i=1

z
(ℓ)
i . (1)
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The CLS token provides a learned global summary while average pooling captures spatial feature
statistics. Rather than relying solely on the final layer representation, we aim to leverage the hierar-
chical feature evolution across intermediate layers to improve downstream task performance.

Formally, given a subset of layers L = {ℓ1, . . . , ℓ|L|} ⊆ {1, . . . , L}, we stack their representations
to form

HL =
[
h
(ℓ1)
CLS · · · h

(ℓ|L|)
CLS h

(ℓ1)
AP · · · h

(ℓ|L|)
AP

]⊤
∈ R2|L|×d (2)

The goal is to learn an attention-based fusion function fθ : R2|L|×d → Rd with learnable parameters
θ that produces an optimal task-specific representation.

3.1 ATTENTION-BASED LAYER FUSION

To combine representations, we extend the attentive probing paradigm of Chen et al. (2024) from
final-layer patch tokens to the complete set of intermediate layer features.

Multi-Head Attention Design. We employ a multi-head cross-attention mechanism that uses the
CLS and AP tokens from intermediate transformer layers as input, rather than all final-layer patches
as in prior work. Our method attends over the complete set of intermediate representations HL,
enabling task-adaptive selection of optimal abstraction levels.

For each head m ∈ {1, . . . ,M}, we introduce trainable projection matrices W (m)
key ,W

(m)
val ,W

(m)
query ∈

Rd×dh , with head dimensionality dh = 2d/M . The shared learnable query matrix Q ∈ R1×d serves
as a task-relevance prototype. It adapts during training to prioritize layers containing task-relevant
features. For each head m, we compute keys and values from the layer representations HL and
queries from the shared query matrix Q:

K(m) = HLW
(m)
key , V (m) = HLW

(m)
val , Q(m) = QW (m)

query (3)

The output of each head is computed as:

h
(m)
head = dropout

(
softmax

(
Q(m)K(m)⊤

√
dh

))
V (m), (4)

where the attention dropout is used as regularization during training. The fused representation is
obtained after a linear transformation of the concatenated heads:

hfused =
[
h
(1)
head ⊕ · · · ⊕ h

(M)
head

]
Wout + bout. (5)

Classification for a downstream task with K classes is performed using a single linear layer with
softmax activation ŷ = softmax(Wclfhfused + bclf). This approach adds minimal computational
overhead, requiring only lightweight attention computations over intermediate representations while
keeping the pretrained backbone frozen; parameter comparisons are provided in Appx. A.7. The
attention computation scales with O (|L|) rather than O (P ) for attentive probes on all patches of
the last layer. For ImageNet-sized input images, P ≈ 200, L ≈ 12, thus, |L| ≪ P yields an order
of magnitude reduction in attention complexity. Rather than manually selecting which layers to
include, we find that the use of all intermediate representations Lall = {1, 2, . . . , L} performs best,
as the learned attention weights automatically determine layer relevance.

3.2 LINEAR (CONCATENATION-BASED) LAYER FUSION

To validate the effectiveness of adaptive weighting, we additionally consider the naive approach of
combining intermediate representations through concatenation, which we refer to as Linear in our
plots. This baseline applies a linear classifier directly to the concatenated features:

ŷ = softmax

(
Wclf

[⊕
ℓ∈L

h
(ℓ)
CLS ⊕ h

(ℓ)
AVG

]
+ bclf

)
. (6)

This approach leverages intermediate features but lacks the adaptive weighting capability of our
attention-based fusion. The importance of each layer’s contribution is learned by the single linear
classifier but remains fixed for all inputs after training, whereas the attentive probe, in principle,
adapts its weighting.

4
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4 EXPERIMENTS

To validate attention-based layer fusion, we conduct a large-scale empirical study asking: (1) Does
adaptively fusing intermediate representations outperform strong last-layer baselines? (2) How do
learned fusion strategies vary across architectures, training paradigms, and task domains? We ob-
serve consistent improvements from using intermediate layers, with the attention mechanism learn-
ing effective layer weights for each downstream task.

4.1 EXPERIMENTAL SETUP

We first outline our experimental framework, including the probing methods we compare against
and our selection of evaluation models and datasets. For reproducibility, we release our code1 and
provide further implementation details in Appx. A.1.

Probing Methods. We evaluate probing strategies along three axes: the source layer (intermediate
vs. last), the tokens (CLS and/or AP), and the fusion method (linear vs. attentive). To ensure
consistency, we denote probes as [layers] ([tokens], [fusion type]). We consider two main baselines:
Last layer (CLS, linear), the standard linear probe; and Last layer (all tokens, attentive), an attentive
probe (Chen et al., 2024) applying multi-head attention over all Llast tokens (AAT).

Our primary approach applies attention-based fusion across all layers (Lall). For completeness, we
also test concatenation and attention over subsets L ∈ Llast,Lmid+last,Lquarterly,Lall. Here, Lmid+last
selects the middle and last ViT layers, and Lquarterly selects the last layer from each quarter of a ViT.

Models. We evaluate nine pretrained ViTs spanning three families (supervised ViTs, self-supervised
DINOv2, and image–text aligned CLIP), each available in small, base, and large variants, to study
the effects of training objective and model capacity. We freeze the backbone, training only the
attention-fusion module and classifier on extracted features. See Appx. A.2 for details.

Datasets. Our evaluation covers a diverse suite of 19 datasets from the clip-benchmark (Cherti
& Beaumont, 2025) and the Visual Task Adaptation Benchmark (VTAB) (Zhai et al., 2020). We
provide details in Appx. Tab. 2.

Training Objective. To handle class imbalance, we apply a weighted cross-entropy loss (Aurelio
et al., 2019), where the loss for each class is inversely weighted by its sample. This weighting
scheme balances learning across minority and majority classes.

Evaluation Metric. We evaluate model performance using top-1 balanced accuracy on the respec-
tive test sets. To enable an intuitive comparison of performances across datasets, we report the
absolute accuracy gain (in percentage points [pp]) of each method over the standard linear probe
CLS baseline:

∆Acc(method) = Accbal(method)− Accbal(CLSlinear), (7)

which is positive if the method outperforms the baseline. A single run is reported for each ex-
periment, as preliminary tests indicate small variance across runs with different random seeds (see
Appx. A.11).

4.2 THE EFFECT OF INTERMEDIATE LAYERS ON DOWNSTREAM PERFORMANCE

In this section, we aim to assess (1) the impact of adding intermediate layers on the downstream
performance compared to using only the final layer, and (2) the performance differences between
attentive and linear fusion strategies. To test this, we evaluate the three base models (CLIP-B-16,
DINOv2-B-14, and ViT-B-16) and measure the accuracy gain (Eq. 7) relative to the standard linear
probe on the CLS token as we include more intermediate representations.

Fig. 2 shows that adding representations boosts performance. Both naive concatenation and our
attentive fusion significantly benefit from deeper feature pools (p-value ≤ 0.04, FDR-corrected
Wilcoxon)2, confirming that intermediate layers encode complementary information absent in the

1https://anonymous.4open.science/r/intermediate-layer-fusion
2Testing “All layers (CLS + AP, attentive)” and “All layers (CLS + AP, linear)” against “Last layer (CLS +

AP, attentive)” and “Last layer (CLS + AP, linear)”, respectively for all models.
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Figure 2: Absolute accuracy gain (percentage points) of linear (blue) and attentive probes (orange)
when fusing an increasing number of intermediate layer representations (Llast, Lmid+last, Lquarterly,
and Lall), as well as AAT (grey) aggregated across datasets for the three base models. Including
more intermediate layers improves for all models, with our attentive probe over all layers achieving
the highest median gain and consistently outperforms the simple linear probe (zero line).

final layer’s CLS and AP tokens. However, the two fusion strategies differ substantially in robust-
ness. While concatenation shows positive median gains, it exhibits high variance across tasks, with
some datasets experiencing substantial performance degradation. In contrast, our attentive probe on
all layers shows the largest (median) performance gains, consistently outperforming the concatena-
tion fusion strategy (p ≤ 0.015, FDR-corrected Wilcoxon)3, demonstrating its capacity to adaptively
emphasize useful layers while ignoring irrelevant ones.

We compare against the attentive probe on all tokens (AAT) in the last layer, which accesses fine-
grained semantic as well as spatial information from all patch tokens (incl. CLS). However, AAT
proves unstable with high variance and occasional underperformance. Our method, which attends
over summary tokens from all layers, achieves higher median gains with markedly less variance.

Together, these findings validate two central claims of our work: (1) intermediate layers contain
valuable information for downstream tasks that is not captured by the final layer alone, and (2)
an attentive fusion mechanism is crucial to harness this information safely and consistently across
diverse downstream tasks.

4.3 INTERMEDIATE LAYER FUSION ACROSS MODEL SCALES

To assess whether intermediate-layer fusion depends on model size, we evaluate small, base, and
large variants across three model families. Consistent with previous results, adding intermediate lay-
ers improves performance at all scales (Fig. 3), with attentive probes outperforming concatenation.
Detailed per-dataset results for each model are provided in Appx. Fig. 5. However, the magnitude
of these gains varies by training objective, yielding distinct scaling behaviors across families.

CLIP models show the most consistent gains, with smaller models (CLIP-B-32/16) benefiting more
than the large model, likely because they fail to distill all relevant information into the final layer.

In contrast, DINOv2 models exhibit the opposite trend: performance gains increase with model size,
reflecting richer features throughout the network hierarchy. While the CLS linear probe already
substantially improves from DINOv2-S-14 to DINOv2-L-14, attentive fusion adds a further mean
gain of 6.30 [pp] for DINOv2-L-14. AAT yields a slightly higher average gain (6.54 [pp]), but
suffers from greater variance and lower median gain. This instability likely stems from AAT’s

3Testing “All layers (CLS + AP, attentive)” against “All layers (CLS + AP, linear)” for all models
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Figure 3: Balanced accuracy distributions of baseline (left panel) and absolute accuracy gains in per-
centage points (right panel) for different representation fusion methods across model architectures,
aggregated over all 19 datasets. The substantial benefits from attentive probing of intermediate lay-
ers [All layers (CLS +AP, attentive)] persist even for large models, indicating that large models fail
to encode all task-relevant information in their final layer’s CLS token.

reliance on hundreds of patch tokens (257 for DINOv2-S/B/L-14), which amplifies task-specific
noise. In contrast, our method aggregates only 24/48 summary tokens, producing more consistent
improvements across tasks.

Finally, for supervised ViT models, gains peak at the base architecture. The large variant benefits
less proportionally, which could be due to overfitting from the higher hidden dimension or to dimin-
ishing returns in representational richness as backbone capacity grows. In either case, while relative
improvements shrink, absolute performance still increases when attending across layers.

In summary, attentive fusion consistently improves performance across model sizes. Contrary to
the intuition that smaller models would benefit more due to their weaker base performance, we find
that larger models obtain equally substantial gains. Highlighting our method’s ability to scale with
model capacity, it complements rather than replaces the final-layer representation. At the same time,
the variability across datasets suggests that the benefits are task dependent, which we elaborate on
in the following section.

4.4 TASK DEPENDENT BENEFITS OF INTERMEDIATE LAYER FUSION

Tab. 1 summarizes the effect of different probing strategies across the 19 benchmark datasets, aver-
aged over the nine models considered in this work. The strongest gains are achieved by attentively
fusing representations from all layers (yielding the highest mean rank).

However, improvements from intermediate layers are highly task-dependent. On natural multi-
domain datasets (CIFAR-10, STL-10), the baseline accuracy is near saturation, thus fusion yields
relatively small but still significant gains. Fine-grained natural-image tasks (Stanford Cars, FGVC
Aircraft, GTSRB, SVHN) benefit most from attentive probing, with gains of 6–30 [pp]. These
datasets require subtle distinctions between visually similar categories or precise spatial reasoning,
which the final CLS token—optimized for global summarization—tends to suppress. AAT surpasses
our method on these tasks by directly exploiting spatial cues from patch embeddings. Our attentive
fusion, relying on aggregated patch information, can miss such subtle details. Still, it substantially
outperforms standard linear probing, highlighting the value of distributed intermediate features.

Domain-specialized (satellite or medical imagery) and structured datasets (textures, facial expres-
sions, synthetic environments) benefit substantially from including intermediate layers, reflecting
the transferability of mid-level features to novel domains and their encoding of compositional pat-
terns. A notable exception is DMLab, where patch-level aggregation performs better, because fine
spatial detail is critical for this task.

Beyond mean performance gains, stability matters. Attending to all last-layer tokens can excel on
certain fine-grained tasks but is brittle, sometimes degrading performance when the CLS token al-
ready suffices (e.g., Pets). In contrast, our attention over summary tokens from all layers consistently
delivers performance gains across all datasets. Only for PCAM and PASCAL VOC 2007, the linear
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Table 1: Absolute performance gains (pp) of probing methods relative to baseline CLS token linear
probe on the final layer. Results show mean ± standard deviation across all 9 models. Bold indi-
cates the largest performance gain per dataset, and underlined indicates the second-largest. Baseline
balanced accuracy reported for reference. Dataset categories: Natural multi-domain (MD) images;
Natural single domain (SD) images; Specialized (domain-specific imagery); Structured (datasets
with structural patterns).

Category Dataset Baseline
Bal. accuracy
(CLS, linear)

Last layer
(all tokens,
attentive)

Last layer
(CLS + AP,

linear)

All layers
(CLS+AP,

linear)

Last layer
(CLS + AP,
attentive)

All layers
(CLS+AP,
attentive)

Natural (MD) STL-10 99.29 ± 0.51 0.01 ± 0.16 -0.01 ± 0.12 0.03 ± 0.10 0.03 ± 0.08 0.04 ± 0.17
CIFAR-10 96.91 ± 1.93 0.42 ± 0.58 0.08 ± 0.11 0.61 ± 0.71 0.19 ± 0.29 0.77 ± 0.79
Caltech-101 95.57 ± 1.40 0.23 ± 0.52 0.43 ± 0.41 0.36 ± 0.63 0.09 ± 0.42 0.88 ± 0.77
PASCAL VOC 2007 87.82 ± 2.31 -0.22 ± 1.24 1.38 ± 0.49 1.46 ± 0.99 1.19 ± 0.88 1.24 ± 0.89
CIFAR-100 85.45 ± 5.71 1.73 ± 1.33 0.61 ± 0.21 2.76 ± 2.48 0.87 ± 0.56 3.33 ± 2.75
Country-211 21.48 ± 6.35 -0.83 ± 1.66 1.18 ± 0.54 3.26 ± 1.05 1.35 ± 0.65 4.96 ± 1.37

Natural (SD) Pets 93.98 ± 2.36 -0.23 ± 0.83 -0.05 ± 0.41 -2.01 ± 1.04 0.12 ± 0.53 0.29 ± 0.76
Flowers 98.03 ± 2.60 0.41 ± 0.93 0.40 ± 0.75 -0.25 ± 0.57 0.06 ± 0.76 0.46 ± 0.97
Stanford Cars 77.81 ± 10.65 8.97 ± 5.22 0.50 ± 1.07 -0.86 ± 3.76 1.97 ± 1.95 6.35 ± 3.71
FGVC Aircraft 55.69 ± 12.18 9.27 ± 4.37 -0.96 ± 2.22 -1.62 ± 5.01 1.84 ± 2.09 6.43 ± 3.25
GTSRB 71.51 ± 7.46 18.02 ± 6.37 4.23 ± 2.60 8.76 ± 4.20 4.69 ± 2.41 13.47 ± 4.92
SVHN 56.06 ± 5.91 30.31 ± 5.08 6.94 ± 2.59 24.40 ± 4.41 7.39 ± 3.70 27.25 ± 4.24

Specialized PCAM 82.04 ± 2.15 5.03 ± 1.47 1.38 ± 0.56 5.32 ± 1.62 2.66 ± 1.33 2.85 ± 2.53
EuroSAT 93.89 ± 2.52 3.38 ± 2.18 1.65 ± 1.17 4.08 ± 2.48 1.82 ± 1.22 4.37 ± 2.41
RESISC45 90.45 ± 1.69 4.07 ± 1.05 1.32 ± 0.74 4.53 ± 0.99 1.82 ± 0.59 5.23 ± 1.10
Diabetic Retinopathy 45.80 ± 2.46 1.94 ± 1.90 1.55 ± 0.44 5.92 ± 2.03 1.86 ± 0.77 6.86 ± 2.00

Structured DTD 75.99 ± 3.47 1.41 ± 2.19 1.18 ± 1.76 4.04 ± 2.19 2.53 ± 1.67 4.05 ± 1.92
FER2013 59.08 ± 4.61 7.74 ± 2.15 2.18 ± 1.05 6.25 ± 1.19 3.61 ± 1.13 10.05 ± 1.76
Dmlab 44.91 ± 3.49 13.69 ± 2.77 1.81 ± 0.45 7.92 ± 1.95 2.61 ± 1.65 10.68 ± 2.78

Mean rank - 2.74 4.32 2.84 3.63 1.47

combination of intermediate layers outperforms the attentive weighting, likely due to overfitting as
discussed in Appx. A.9.

Taken together, these results demonstrate that the usefulness of intermediate features varies by task.
The benefits are greatest for datasets outside the pretraining domain, where the CLS token alone
often proves to be insufficient. While outliers such as PCAM reveal the risk of overfitting, adap-
tive fusion remains the most reliable strategy for exploiting task-specific signals from intermediate
layers.

4.5 ANALYZING ADAPTIVE LAYER SELECTION

To understand how our approach adapts to different downstream tasks, we analyze the attention
weights of intermediate layers. These weights reveal which layer’s representations are most crucial
for a given dataset. By aggregating over the attention heads and data samples, the heatmaps indicate
how much each layer contributes to the fused representation (Fig. 4 for base and Appx. Fig. 6 for
small/large model sizes).

Early layers’ CLS tokens receive little attention, which is expected since the global summary only
becomes semantically rich in later layers. In contrast, average-pooled representations are used across
a much wider range of layers. This confirms our hypothesis that spatial averaging preserves valuable
textural and structural information throughout the network, complementing the highly processed
CLS tokens.

Attention distribution varies by dataset. For tasks similar to pretraining, like CIFAR or Pets, atten-
tion is high on the last layers’ CLS and AP tokens, as these abstract features are directly useful. In
contrast, for tasks that differ from pretraining, such as EuroSAT and FER2013, attention shifts to
intermediate layers and their AP tokens, consistent with the largest performance gains observed on
these datasets. As shown in Appx. A.6, intermediate layers alone can achieve comparable perfor-
mance to the last layer, despite having dissimilar representations. This suggests that these layers
provide potential complementary, non-redundant information across layers. Overall, the heatmap
confirms that adaptive fusion effectively leverages these lower-level features that might otherwise
be lost in the last layers.
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Figure 4: Attention weights across layers and datasets for base models, averaged over heads and
samples, are distributed across multiple layers, demonstrating their relevance for downstream tasks.

5 DISCUSSION

The field has long hold the belief that most, if not all, task-relevant information is encoded in the
last layers of a neural network model (cf. Devlin et al., 2019; Zhai et al., 2020; Dosovitskiy et al.,
2021; Radford et al., 2021; Kornblith et al., 2021; Raghu et al., 2021) and, hence, gravitated toward
using the penultimate or final layer for adapting model representations via linear probing (Alain &
Bengio, 2017; Kornblith et al., 2019b; Muttenthaler et al., 2023). However, there has recently been
suggestive evidence that information relevant for successfully deploying a model downstream may
be distributed across several tokens and layers (Oquab et al., 2024; Tu et al., 2023; Chen et al., 2024).

Here, we provide further evidence that intermediate layers in ViTs encode relevant task-specific sig-
nals that the CLS representation of the final layer does not capture alone. In a supplementary anal-
ysis, we find that intermediate layers perform comparably to last layers on certain datasets despite
having dissimilar representations, suggesting they hold complementary knowledge. Our attention
mechanism allocates significant weights to both intermediate and last layers, indicating intermediate
representations contribute meaningful information for downstream predictions. We demonstrate that
probing via cross-attention instead of using simple affine transformations is an effective mechanism
for leveraging these intermediate layer representations. While standard linear probing becomes un-
stable when naively extended to multiple layers, our attentive probing mechanism consistently pro-
vides improvements across 19 datasets. Although attention over all tokens from the last layer can be
highly performative on tasks where precise spatial information is required, it proves brittle with high
variance across datasets, making intermediate layers with compact summary tokens a more robust
choice for reliable improvements. The learned attention weights show that specialized domains like
medical and satellite imaging rely heavily on information encoded in intermediate layers, whereas
natural image tasks focus on last-layer semantics.

Limitations. Our attentive probe’s greater expressivity introduces additional computational and
memory overhead compared to using only the final output token, and can increase overfitting risk,
requiring careful regularization. In addition, the spatial averaging used to summarize the remaining
tokens may neglect fine-grained spatial details that some tasks require, in particular those necessi-
tating precise localization, where patch-level representations may be more suitable.

Outlook. The findings of this paper are in accordance with similar discoveries in language models,
where intermediate layers can outperform final representations (Liu et al., 2019; Skean et al., 2025).
Together, results across vision and language domains suggest that adaptive access to intermediate
representations represents a fundamental principle for the successful deployment of foundation mod-
els. This principle extends naturally to emerging biological foundation models for sequences (Brixi
et al., 2025), genomics (Theodoris et al., 2023; Schaar et al., 2024), and proteins (Lin et al., 2023),
where specialized tasks may benefit from intermediate representations that final layers abstract away.
As foundation models proliferate across domains, principled methods to access their full represen-
tational hierarchy could prove increasingly valuable for maximizing their utility.
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ETHICS STATEMENT

This work adheres to the ICLR Code of Ethics. Our study focuses on probing and adaptation meth-
ods for vision transformers using publicly available benchmark datasets from the VTAB and clip-
benchmark. No human subjects, private data, or personally identifiable information were used. The
datasets we rely on are widely adopted in the vision community, and our experiments follow their
respective licenses and usage guidelines. The proposed methods do not pose foreseeable risks of
misuse beyond standard applications of image classification. We are committed to transparency and
reproducibility, and release code to facilitate verification and further research.

REPRODUCIBILITY STATEMENT

We provide extensive details to ensure reproducibility of our results. The main paper gives an
overview of the experimental setup in Sec. 4.1, with further implementation details, including fea-
ture extraction, training protocols, hyperparameter search, and regularization strategies, provided
in Appx. A.1. Dataset descriptions are given in Appx. Tab. 2. We release our full code at
https://anonymous.4open.science/r/intermediate-layer-fusion to
enable exact replication of our experiments.
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Teresa Dorszewski, Lenka Tětková, Robert Jenssen, Lars Kai Hansen, and Kristoffer Knutsen Wick-
strøm. From colors to classes: Emergence of concepts in vision transformers. arXiv preprint
arXiv:2503.24071, 2025.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas
Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, Jakob Uszko-
reit, and Neil Houlsby. An image is worth 16x16 words: Transformers for image recognition at
scale. In International Conference on Learning Representations (ICLR), 2021.

Emma Dugas, Jared, Jorge, and Will Cukierski. Diabetic retinopathy detection, 2015. URL https:
//kaggle.com/competitions/diabetic-retinopathy-detection. Kaggle.

Alaaeldin El-Nouby, Michal Klein, Shuangfei Zhai, Miguel Angel Bautista, Vaishaal Shankar,
Alexander Toshev, Joshua M Susskind, and Armand Joulin. Scalable pre-training of large au-
toregressive image models. In International Conference on Machine Learning (ICML), 2024.

Utku Evci, Vincent Dumoulin, Hugo Larochelle, and Shakir Mohamed. Head2toe: Utilizing in-
termediate representations for better transfer learning. In International Conference on Machine
Learning (ICML), 2022.

11

https://doi.org/10.1109/JPROC.2017.2675998
https://doi.org/10.5281/zenodo.15403103
https://doi.org/10.5281/zenodo.15403103
https://openreview.net/forum?id=va3zmBXPat
https://openreview.net/forum?id=va3zmBXPat
https://proceedings.mlr.press/v15/coates11a.html
https://proceedings.mlr.press/v15/coates11a.html
https://aclanthology.org/N19-1423/
https://kaggle.com/competitions/diabetic-retinopathy-detection
https://kaggle.com/competitions/diabetic-retinopathy-detection


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Mark Everingham, Luc Van Gool, Christopher K. I. Williams, John M. Winn, and Andrew Zis-
serman. The pascal visual object classes (VOC) challenge. International Journal of Com-
puter Vision, 88(2):303–338, 2010. doi: 10.1007/S11263-009-0275-4. URL https:
//doi.org/10.1007/s11263-009-0275-4.

Haoqi Fan, Bo Xiong, Karttikeya Mangalam, Yanghao Li, Zhicheng Yan, Jitendra Malik, and
Christoph Feichtenhofer. Multiscale vision transformers. In International Conference on Com-
puter Vision (ICCV), 2021.

Li Fei-Fei, R. Fergus, and P. Perona. One-shot learning of object categories. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 28(4), 2006. doi: 10.1109/TPAMI.2006.79.

Amin Ghiasi, Hamid Kazemi, Eitan Borgnia, Steven Reich, Manli Shu, Micah Goldblum, An-
drew Gordon Wilson, and Tom Goldstein. What do vision transformers learn? A visual ex-
ploration. arXiv preprint arXiv:2212.06727, 2022.

Ian J. Goodfellow, Dumitru Erhan, Pierre Luc Carrier, Aaron C. Courville, Mehdi Mirza, Ben-
jamin Hamner, William Cukierski, Yichuan Tang, David Thaler, Dong-Hyun Lee, Yingbo Zhou,
Chetan Ramaiah, Fangxiang Feng, Ruifan Li, Xiaojie Wang, Dimitris Athanasakis, John Shawe-
Taylor, Maxim Milakov, John Park, Radu Tudor Ionescu, Marius Popescu, Cristian Grozea, James
Bergstra, Jingjing Xie, Lukasz Romaszko, Bing Xu, Zhang Chuang, and Yoshua Bengio. Chal-
lenges in representation learning: A report on three machine learning contests. volume 64, 2015.
doi: 10.1016/J.NEUNET.2014.09.005. URL https://doi.org/10.1016/j.neunet.2
014.09.005.

Patrick Helber, Benjamin Bischke, Andreas Dengel, and Damian Borth. Eurosat: A novel dataset
and deep learning benchmark for land use and land cover classification. IEEE Journal of Selected
Topics in Applied Earth Observations and Remote Sensing, 12(7), 2019. doi: 10.1109/JSTARS.2
019.2918242. URL https://doi.org/10.1109/JSTARS.2019.2918242.

Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang,
and Weizhu Chen. Lora: Low-rank adaptation of large language models. In International Con-
ference on Learning Representations (ICLR). OpenReview.net, 2022. URL https://openre
view.net/forum?id=nZeVKeeFYf9.

Gabriel Ilharco, Mitchell Wortsman, Ross Wightman, Cade Gordon, Nicholas Carlini, Rohan Taori,
Achal Dave, Vaishaal Shankar, Hongseok Namkoong, John Miller, Hannaneh Hajishirzi, Ali
Farhadi, and Ludwig Schmidt. OpenCLIP, July 2021. URL https://doi.org/10.5
281/zenodo.5143773.

Menglin Jia, Luming Tang, Bor-Chun Chen, Claire Cardie, Serge Belongie, Bharath Hariharan, and
Ser-Nam Lim. Visual prompt tuning. In European Conference on Computer Vision (ECCV),
2022.

Simon Kornblith, Mohammad Norouzi, Honglak Lee, and Geoffrey Hinton. Similarity of neural
network representations revisited. In International Conference on Machine Learning (ICML),
volume 97, 2019a. URL https://proceedings.mlr.press/v97/kornblith19a.h
tml.

Simon Kornblith, Jonathon Shlens, and Quoc V. Le. Do better imagenet models transfer better? In
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2019b. URL http:
//openaccess.thecvf.com/content_CVPR_2019/html/Kornblith_Do_Bett
er_ImageNet_Models_Transfer_Better_CVPR_2019_paper.html.

Simon Kornblith, Ting Chen, Honglak Lee, and Mohammad Norouzi. Why do better loss func-
tions lead to less transferable features? In Advances in Neural Information Processing Systems
(NeurIPS), volume 34, 2021. URL https://proceedings.neurips.cc/paper_fil
es/paper/2021/file/f0bf4a2da952528910047c31b6c2e951-Paper.pdf.

Jonathan Krause, Michael Stark, Jia Deng, and Li Fei-Fei. 3D object representations for fine-grained
categorization. In International Conference on Computer Vision (ICCV) Workshops, 2013. doi:
10.1109/ICCVW.2013.77. URL https://doi.org/10.1109/ICCVW.2013.77.

12

https://doi.org/10.1007/s11263-009-0275-4
https://doi.org/10.1007/s11263-009-0275-4
https://doi.org/10.1016/j.neunet.2014.09.005
https://doi.org/10.1016/j.neunet.2014.09.005
https://doi.org/10.1109/JSTARS.2019.2918242
https://openreview.net/forum?id=nZeVKeeFYf9
https://openreview.net/forum?id=nZeVKeeFYf9
https://doi.org/10.5281/zenodo.5143773
https://doi.org/10.5281/zenodo.5143773
https://proceedings.mlr.press/v97/kornblith19a.html
https://proceedings.mlr.press/v97/kornblith19a.html
http://openaccess.thecvf.com/content_CVPR_2019/html/Kornblith_Do_Better_ImageNet_Models_Transfer_Better_CVPR_2019_paper.html
http://openaccess.thecvf.com/content_CVPR_2019/html/Kornblith_Do_Better_ImageNet_Models_Transfer_Better_CVPR_2019_paper.html
http://openaccess.thecvf.com/content_CVPR_2019/html/Kornblith_Do_Better_ImageNet_Models_Transfer_Better_CVPR_2019_paper.html
https://proceedings.neurips.cc/paper_files/paper/2021/file/f0bf4a2da952528910047c31b6c2e951-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2021/file/f0bf4a2da952528910047c31b6c2e951-Paper.pdf
https://doi.org/10.1109/ICCVW.2013.77


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

Alex Krizhevsky. Learning multiple layers of features from tiny images. Technical report, University
of Toronto, 2009.

Richard D. Lange, Jordan Matelsky, Xinyue Wang, Devin Kwok, David S. Rolnick, and Kon-
rad P. Kording. Neural networks as paths through the space of representations. arXiv preprint
arXiv:2206.10999, 2022. URL https://doi.org/10.48550/arXiv.2206.10999.

Juho Lee, Yoonho Lee, Jungtaek Kim, Adam Kosiorek, Seungjin Choi, and Yee Whye Teh. Set
transformer: A framework for attention-based permutation-invariant neural networks. In Interna-
tional Conference on Machine Learning (ICML), 2019.

Tsung-Yi Lin, Piotr Dollár, Ross Girshick, Kaiming He, Bharath Hariharan, and Serge Belongie.
Feature pyramid networks for object detection. In IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), 2017.

Zeming Lin, Halil Akin, Roshan Rao, Brian Hie, Zhongkai Zhu, Wenting Lu, Nikita Smetanin,
Robert Verkuil, Ori Kabeli, Yaniv Shmueli, Allan dos Santos Costa, Maryam Fazel-Zarandi, Tom
Sercu, Salvatore Candido, and Alexander Rives. Evolutionary-scale prediction of atomic-level
protein structure with a language model. Science, 379(6637), 2023. doi: 10.1126/science.ade257
4. URL https://www.science.org/doi/abs/10.1126/science.ade2574.

Nelson F. Liu, Matt Gardner, Yonatan Belinkov, Matthew E. Peters, and Noah A. Smith. Lin-
guistic knowledge and transferability of contextual representations. In Proceedings of the
2019 Conference of the North American Chapter of the Association for Computational Linguis-
tics: Human Language Technologies. Association for Computational Linguistics, 2019. doi:
10.18653/V1/N19-1112. URL https://doi.org/10.18653/v1/n19-1112.

Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng Zhang, Stephen Lin, and Baining Guo.
Swin transformer: Hierarchical vision transformer using shifted windows. In International Con-
ference on Computer Vision (ICCV), 2021.

Subhransu Maji, Esa Rahtu, Juho Kannala, Matthew Blaschko, and Andrea Vedaldi. Fine-grained
visual classification of aircraft. arXiv preprint arXiv:1306.5151, 2013.

Lukas Muttenthaler and Martin N. Hebart. Thingsvision: A python toolbox for streamlining the
extraction of activations from deep neural networks. Frontiers in Neuroinformatics, 15, 2021.
URL https://www.frontiersin.org/article/10.3389/fninf.2021.67983
8.

Lukas Muttenthaler, Jonas Dippel, Lorenz Linhardt, Robert A. Vandermeulen, and Simon Kornblith.
Human alignment of neural network representations. In International Conference on Learning
Representations (ICLR), 2023. URL https://openreview.net/forum?id=ReDQ1OUQ
R0X.

Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bissacco, Bo Wu, and Andrew Y. Ng. Reading
digits in natural images with unsupervised feature learning. In NIPS Workshop on Deep Learning
and Unsupervised Feature Learning 2011, 2011. URL http://ufldl.stanford.edu/h
ousenumbers/nips2011_housenumbers.pdf.

Maria-Elena Nilsback and Andrew Zisserman. Automated flower classification over a large num-
ber of classes. In Sixth Indian Conference on Computer Vision, Graphics & Image Pro-
cessing (ICVGIP). IEEE Computer Society, 2008. doi: 10.1109/ICVGIP.2008.47. URL
https://doi.org/10.1109/ICVGIP.2008.47.
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A APPENDIX

A.1 IMPLEMENTATION DETAILS

This section describes the technical implementation approach and experimental setup used to evalu-
ate the attention-based intermediate layer fusion mechanisms.

A frozen backbone strategy was adopted, training only the attention fusion mechanism and clas-
sification head on top of pre-extracted features. The latent representations (of intermediate
and last layers) for each model-dataset combination were extracted using the Python package
thingsvision (Muttenthaler & Hebart, 2021), and the experiment code was built on top of
the code from Ciernik et al. (2025). Input images were resized to 256px and center-cropped to
224px before applying the model-specific normalizations from the pre-training. Extracted features
were then L2-normalized to yield comparable magnitudes. To handle models with varying feature
dimensions across layers (e.g., CLIP), we ensured dimensional consistency through zero-padding.

All models were trained for at least 40 epochs using AdamW optimization with cosine annealing
learning rate scheduling and a batch size of at most 2048. For small datasets, we adjusted the batch
sizes to ensure at least 5 batches per epoch, and increased the number of epochs to guarantee at least
1000 gradient update steps.

To address class imbalance, we trained with a weighted cross-entropy objective (Aurelio
et al., 2019), scaling each class by the inverse of its frequency. The loss is Loss(y, ŷ) =

− 1
N

∑N
j=1

∑K
i=1 wiyji log ŷji, where yji is the one-hot ground-truth label for sample j and class i,

and ŷji is the predicted probability. wi are class weights computed as wi =
N

K·ni
, with N being the

total number of training samples, K the number of classes, and ni the number of samples in class i.
This weighting balances learning across minority and majority classes.

Hyperparameter selection used a stratified 80/20 train-validation split with grid search over learn-
ing rates {0.1, 0.01, 0.001}, attention dropout rates {0.0, 0.1, 0.3}, and weight decay values
{10−6, 10−5, 10−4, 0.001, 0.01, 0.1, 1.0}, except for the AAT baseline, where we used the reported
weight decay of 0.1 Chen et al. (2024). We selected the combination that achieved the best validation
balanced accuracy.

To prevent overfitting, we applied gradient norm clipping at 5.0 and added Gaussian noise
N (0, 0.05) to representations with probability 0.5 during training.

For the representation-fusion attention mechanism, we adjust the number of heads to match the
number of representations being fused (cf. Appx. A.10). For example, when fusing CLS and AP
tokens from all 12 layers of a ViT-B-16 model, we used M = 24 heads. For the AAT baseline, we
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used 8 attention heads following Chen et al. (2024). The learned query tokens were initialized from
a normal distribution N (0, 0.02).

A.2 MODEL DETAILS

This section provides the specific model variants and patch sizes used in our experiments across
three model families: supervised ViTs, self-supervised DINOv2 models, and image-text aligned
CLIP models.

• Supervised ViT: ViT-S/16, ViT-B/16, and ViT-L/16 pretrained on ImageNet-21K and fine-
tuned on ImageNet-1K (Deng et al., 2009; Ridnik et al., 2021).

• Self-Supervised DINOv2: ViT-S-14, ViT-B-14, and ViT-L-14 , pretrained on the LVD-
142M dataset (Oquab et al., 2024).

• Image-Text Alignment CLIP: OpenCLIP models ViT-B-32, ViT-B-16, and ViT-L-
14 (Cherti et al., 2023; Ilharco et al., 2021)) following the CLIP architecture and using
its pretrained weights (Radford et al., 2021)). As a small-capacity CLIP model, we use
ViT-B/32; its larger patch size significantly reduces the number of input tokens, making its
computational and representational capacity analogous to the “Small” variants in the other
families.

A.3 DATASET DETAILS

Table 2: Overview of the 19 datasets used in our experiments including the size of both train and
test set, number of classes, and the Class Imbalance Ratio (CIR) calculated by NMajority Class

NMinority Class
.

Category Dataset Train Size Test Size Classes CIR Reference

Natural (MD)

STL-10 5 000 8 000 10 1 Coates et al. (2011)
CIFAR-10 45 000 10 000 10 1.02 Krizhevsky (2009)
Caltech-101 2 753 6 085 102 1.3 Fei-Fei et al. (2006)
PASCAL VOC 2007 7 844 14 976 20 20.65 Everingham et al. (2010)
CIFAR-100 45 000 10 000 100 1.06 Krizhevsky (2009)
Country-211 31 650 21 100 211 1 Radford et al. (2021)

Natural (SD)

Pets 2 944 3 669 37 1.24 Parkhi et al. (2012)
Flowers 1 020 6 149 102 1 Nilsback & Zisserman (2008)
Stanford Cars 8 144 8 041 196 2.83 Krause et al. (2013)
FGVC Aircraft 3 334 3 333 100 1.03 Maji et al. (2013)
GTSRB 26 640 12 630 43 10 Stallkamp et al. (2012)
SVHN 65 931 26 032 10 2.98 Netzer et al. (2011)

Specialized
PCAM 262 144 32 768 2 1 Veeling et al. (2018)
EuroSAT 16 200 5 400 10 1.58 Helber et al. (2019)
RESISC45 18 900 6 300 45 1.16 Cheng et al. (2017)
Diabetic Retinopathy 35 126 42 670 5 36.45 Dugas et al. (2015)

Structured
DTD 1 880 1 880 47 1 Cimpoi et al. (2014)
FER2013 28 709 7 178 7 16.55 Goodfellow et al. (2015)
Dmlab 65 550 22 735 6 1.98 Zhai et al. (2020)

An overview of all datasets used in this work is given in Tab. 2. Following VTAB (Zhai et al., 2020),
the datasets are categorized by domain. We separate natural images into multi-domain (MD) and
single-domain (SD) datasets, and include specialized as well as structured datasets.

A.4 DOWNSTREAM PERFORMANCE FOR ALL DATASETS AND MODELS

We present the balanced test accuracies across all 19 downstream datasets for each of our nine
models. Each table (Figures 5a, 5b, and 5c) shows four different probing configurations: (1) last
layer CLS token with linear probing, (2) last layer all tokens with attentive probing, (3) all layers
CLS and AP token with linear probing, and (4) all layers CLS and AP token with attentive probing.

The bottom rows of each table report summary statistics of the absolute performance gains relative
to the baseline last-layer CLS linear probe, including the minimum, median, maximum, mean, and
standard deviation of improvements across all datasets. Color coding indicates relative performance
within each model family, with darker colors representing better performance.
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(a) From left to right: CLIP-B-32 (small), CLIP-B-16 (base), CLIP-L-14 (large).

(b) From left to right: DINOv2-S-14 (small), DINOv2-B-14 (base), DINOv2-L-14 (large).

(c) From left to right: ViT-S-16 (small), ViT-S-16 (base), ViT-L-16 (large).

Figure 5: Accuracies per model and dataset
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A.5 ATTENTION HEATMAPS FOR SMALL AND LARGE MODELS

Figure 6: Aggregated Attention maps from our attentive probe for small (top) and large (bottom)
models. Attention patterns vary more with the dataset than with model scale, underscoring the
task-dependent relevance of intermediate layer features.

Fig. 6 compares the aggregated attention across our small and large models. Despite substantial
differences in scale and twice as many layers for the large models, the attention patterns are very
similar. This underlies our intuition that the relevance of intermediate layers depends more on the
task characteristics than on model size or objective, which seem to learn very similar hierarchies.
Specialized and structural datasets drive attention toward intermediate layers, while natural image
datasets close to the pre-training domain rely more on the later-layer CLS tokens. Notably, in cases
like GTSRB and SVHN, where linear CLS probing fails but our method achieves large gains, the
probe shifts attention to the AP tokens. These results reinforce that our mechanism adapts flexibly
to task demands while remaining consistent across models of very different scales and pre-training
objectives.

A.6 DOWNSTREAM TASK PERFORMANCE AND REPRESENTATIONAL SIMILARITY OF
INTERMEDIATE LAYER REPRESENTATIONS

Prior work has shown that intermediate layers contain task-relevant information accessible via lin-
ear probing (Alain & Bengio, 2017). Following Kornblith et al. (2019a), we examine the relation-
ship between downstream performance and representational similarity measured by Centered Kernel
Alignment (CKA) with RBF kernel (σ = 0.2), which emphasizes local neighborhood similarities
relative to the final layer’s representation. To study this across architectures and feature types, we
trained linear probes on all intermediate layers of the three base models (CLIP-B-16, DINOv2-B-14,
ViT-B-16) on CIFAR-100, GTSRB, FER2013, and EuroSAT, evaluating both CLS and AP tokens
separately.

Fig. 7 shows that CKA similarity to the final layer is not strongly predictive of downstream per-
formance. While similarity tends to increase rapidly in the later layers, the largest accuracy gains
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lines: test balanced accuracy of linear probes on layers 1-11 and the final layer. Dotted lines: CKA
similarity between each layer and the final layer. Top row: CLS tokens. Bottom row: AP) tokens.
Intermediate layers can achieve high performance despite low similarity to the final layer.

often occur in early or middle layers. Notably, even though these intermediate representations are
dissimilar to the final layer, they achieve similar or higher performance, for datasets like GTSRB
and EuroSAT, the performance even peaks at layer 6-8.

These results suggest that intermediate layers capture complementary features that are not redundant
with the final-layer representations, motivating adaptive fusion strategies to leverage this diverse
information effectively.

A.7 PARAMETER EFFICIENCY COMPARISON

Table 3: Parameter counts for Linear and Attentive fusion probes using all layers (CLS+AP) across
different numbers of classes (K) and three ViT architectures:
ViT-S (d = 384, |Lall| = 12), ViT-B (d = 768, |Lall| = 12), and ViT-L (d = 1024, |Lall| = 24).

d = 384, |Lall| = 12 d = 768, |Lall| = 12 d = 1024, |Lall| = 24
K Linear Attentive Linear Attentive Linear Attentive
2 18 434 1 184 258 36 866 4 727 810 98 306 8 400 898
5 46 085 1 185 413 92 165 4 730 117 245 765 8 403 973

10 92 170 1 187 338 184 330 4 733 962 491 530 8 409 098
50 460 850 1 202 738 921 650 4 764 722 2 457 650 8 450 098

100 921 700 1 221 988 1 843 300 4 803 172 4 915 300 8 501 348
200 1 843 400 1 260 488 3 686 600 4 880 072 9 830 600 8 603 848

Backbone 22 050 664 86 567 656 304 368 640

The linear probe and the attentive probe follow fundamentally different scaling behaviors. Given the
hidden dimension d, the number of layers |L|, and the number of classes K, the linear probe based
on concatenation requires 2 · |L| · d ·K +K parameters, scaling linearly with both the number of
layers and the number of classes. In contrast, our attentive probe requires 8 · d2 + 10d+ d ·K +K
parameters, which scales quadratically with the embedding dimension d, linearly with the number
of classes, and remains independent of the number of layers used. While the parameter count of the
attention probe on all final-layer patches (AAT) is the same, its larger number of input tokens leads
to higher computational costs.

Tab. 3 compares parameter counts across three Vision Transformer architectures over a range of
class counts representative of the datasets in our experiments. While the attentive probe has a higher
fixed overhead, its class-dependent growth is substantially slower than concatentation. As the class
count increases, the linear probe grows rapidly, whereas the attentive probe remains relatively stable.
In practice, the attentive probe uses fewer than 5% of the backbone’s parameters, offering a highly
efficient solution that scales well to large multi-class problems.
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Figure 8: Absolute performance gains of attention-based intermediate layer fusion using different
token configurations. Left: Distribution of gains across three base models and 19 datasets. Right:
Per-dataset breakdown showing dataset-specific patterns in token utility.

A.8 IMPORTANCE OF INCLUDING STRUCTURAL INFORMATION

We analyze the effect of token selection in our attention-based intermediate layer fusion mecha-
nism. We compare three configurations: attentive layer fusion using only CLS tokens, encoding the
semantic information, only AP tokens, capturing more structural information by averaging spatial
features, or both token types from all layers.

Fig. 8 shows absolute performance gains relative to the last layer CLS linear probe baseline across
our three base models (CLIP-B-16, DINOv2-B-14, ViT-B-16) on all 19 datasets. We set the attention
dropout to 0.1 to reduce the complexity of hyperparameter search.

The results demonstrate three key findings: (1) CLS tokens consistently provide positive gains across
most datasets, (2) AP tokens exhibit high variance, substantially improving performance on some
datasets (e.g., SVHN, GTSRB) while degrading it on others (e.g., FGVC Aircraft, Pets), and (3)
combining both token types achieves the best overall performance, indicating the attention mecha-
nism successfully learns when to utilize each token type.

A.9 RISK OF OVERFITTING

More expressive probes inherently increase overfitting risk due to their greater capacity to memorize
training-specific patterns. Despite mitigation strategies including weight decay and representational
jittering, Fig. 9 reveals two overfitting patterns across our benchmark.

For most datasets, both methods exhibit similar train-test gaps, with our attentive fusion method
maintaining superior test performance despite having a higher capacity. This represents acceptable
overfitting where the additional expressiveness provides genuine benefits even with regularization.
However, we observe overfitting on PCAM and PASCAL VOC 2007, where the linear baseline
shows small train-test gaps while our attentive method overfits significantly despite regularization,
resulting in test performance comparable to the simpler baseline (Tab. 1).

PCAM exemplifies this failure mode, potentially due to substantially more training updates (5,120
vs. 1,320 for our second-largest dataset) that may amplify overfitting effects. Additionally, stan-
dard data augmentation techniques could not be applied as regularization since we work with pre-
extracted frozen features. Finally, the attentive fusion mechanism appears to overfit to noise in
intermediate features, particularly from the AP token, which dilutes localized signals through spatial
averaging—problematic since PCAM’s diagnostic information concentrates in small tissue regions.
By contrast, AAT avoids this issue despite a similar parameter count, as its attention mechanism
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Figure 9: Train and test balanced accuracy comparison for each benchmark dataset across 9 models.
The baseline performance (linear probe on last layer’s CLS token) versus attentive probe on CLS
+AP of all intermediate layers are shown. While most datasets show acceptable overfitting patterns,
PCAM and PASCAL VOC 2007 exhibit overfitting where the attentive method’s test performance
approaches the linear baseline despite higher training accuracy.

operates only on the final layer and can thus focus directly on central patches. By contrast, AAT
avoids this issue despite similar parameter count, as its attention mechanism operates only on the
final layer.

This highlights a boundary condition: when label-relevant information is highly localized, AP-based
aggregation becomes suboptimal, and limiting training steps becomes crucial even with regulariza-
tion.

A.10 IDENTIFYING THE OPTIMAL NUMBER OF HEADS

To determine the optimal number of attention heads for our approach, we conducted experiments
using the DinoV2-B-16 model with all layers (CLS+AP, attentive pooling). While Chen et al. (2024)
used 8 attention heads by default, we systematically evaluated different head configurations to iden-
tify the best setting for our method.

Due to computational constraints, we performed this analysis on a subset of 8 datasets: Stanford
Cars, Country-211, GTSRB, CIFAR-100, DTD, EuroSAT, Pets, and SVHN. The experimental setup
differed slightly from our main experiments by removing attention dropout, jitter, and gradient clip-
ping to isolate the effect of the number of heads.

Fig. 10 shows that optimal performance is achieved when the number of attention heads equals the
number of representations being fused, which we adopt for our method.

A.11 STABILITY OF EXPERIMENT RUNS

To assess the stability of our experimental results, we conducted a seed variation analysis using
the DinoV2-B-16 model with all layers (CLS+AP, attentive pooling). We ran five different random
seeds for each of the 19 datasets in our evaluation. To reduce the hyperparameter search space,
we removed attention dropout and focused the tuning process on learning rate and weight decay
only. Fig. 11 shows the standard deviation of balanced test accuracy across the five seeds for each
dataset. The results demonstrate that standard deviation remains below 0.01 for all datasets, with
many datasets achieving standard deviations below 0.002. These values indicate that the variance
across different random seeds is limited. Based on this stability analysis, we determined that single
runs for each dataset and configuration would be sufficient for our main experiments, enabling us to
allocate computational resources more efficiently while maintaining reliable results.

A.12 USE OF LARGE LANGUAGE MODELS

Large language models (Google’s Gemini, OpenAI’s ChatGPT, and Anthropic’s Claude) were used
as a writing assistant to help refine the language and improve the clarity of the manuscript. Sep-
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Figure 10: Test balanced accuracy across different numbers of attention heads on 8 datasets, showing
optimal performance when heads equal representations fused.
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Figure 11: Standard deviation of balanced test accuracy across five random seeds for DinoV2-B-14
with all layers (CLS+AP, attentive pooling) on 19 datasets. All values remain below 0.01, indicating
stable performance across different random initializations.

arately, AI-powered coding tools like Cursor and GitHub Copilot were used for advanced auto-
completion during software development. The human authors directed all scientific aspects of the
work, including the research ideas, methodology, and analysis of results, and are fully responsible
for the content of the paper.
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