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Abstract

Large language models (LLMs) have emerged as a dominant AI paradigm due
to their exceptional text understanding and generation capabilities. However,
their tendency to generate inconsistent or erroneous outputs challenges their relia-
bility, especially in high-stakes domains requiring accuracy and trustworthiness.
Existing research primarily focuses on detecting and mitigating model misbehav-
ior in general-purpose scenarios, often overlooking the potential of integrating
domain-specific knowledge. In this work, we advance misbehavior detection by
incorporating domain knowledge. The core idea is to design a general specification
language that enables domain experts to customize domain-specific constraints in
a lightweight and intuitive manner, supporting later runtime monitoring of LLM
outputs. To achieve this, we design a novel specification language ESL and in-
troduce a runtime verification framework RvLLM to validate LLM output against
domain-specific constraints defined in ESL. RvLLM operates in two main stages:
interpretation and reasoning. During interpretation, it derives interpretations of the
specification based on the context, which then guide the reasoning process to iden-
tify inconsistencies. When new knowledge is derived, RvLLM issues a follow-up
query to the LLM to further verify the consistency. We evaluate RvLLM on three
representative tasks: violation detection against Singapore Rapid Transit Systems
Act, numerical comparison, and inequality solving. Experimental results show that
RvLLM effectively detects erroneous outputs across various LLMs in a lightweight
and flexible manner. The results reveal that despite their impressive capabilities,
LLMs remain prone to low-level errors due to a lack of formal guarantees during
inference, and our framework offers a potential long-term solution by leveraging
expert domain knowledge to rigorously and efficiently verify LLM outputs.

1 Introduction

Unlike rule-based systems [52] operating on predefined and deterministic rules, large language
models (LLMs) [1, 23, 62, 43] learn data representation and processing automatically from the
training datasets, achieving human-like or even superhuman performance, and have driven significant
advancements in various practical applications [10, 33, 55, 44, 24]. However, their non-deterministic
and unpredictable nature sometimes leads to inconsistent or erroneous outputs [3, 49], posing
significant risks in safety-critical or knowledge-intensive domains. Recent studies [61, 5] have shown
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that such misbehavior in LLMs cannot be fully eliminated, underscoring the urgent need for dedicated
verification and validation methodologies to enhance the reliability of LLM-generated outputs.

LLM testing [67, 27, 30, 68] primarily aims to establish comprehensive benchmarks to evaluate
the overall model performance against domain-agnostic criteria–such as accuracy, coherence, and
fairness–in alignment with the intended application. While these approaches effectively assess general
behavior and reveal edge cases that may provoke unexpected responses, they are limited to predefined
benchmarks and lack the specificity needed to address domain-specific assessment needs. LLM
verification, instead, may serve as a complementary mechanism to LLM testing by providing formal
guarantees on model behavior. Despite substantial progress over the past decade in neural network
verification [8, 19, 29, 34, 59, 48, 65], existing methods exhibit notable limitations: they are primarily
tailored to simpler model architectures–such as deep or convolutional networks–and classification
tasks, struggling to scale to the complexity of modern AI models and their diverse functionalities.
Furthermore, these approaches target general properties such as robustness and fairness, making them
ill-suited for domain-specific properties. Therefore, developing a dedicated verification paradigm
tailored to LLMs is crucial for ensuring certified and reliable outputs.

On the other hand, the decline of rule-based expert systems [25, 31, 22] in the late 20th century can
be attributed to their inability to handle incomplete information and poor scalability in real-world
complexity. Defining comprehensive rule sets for open domains has been proven infeasible [52, 28].
We argue that such rules can only be statistically approximated–a capability exemplified by LLMs.
However, this approximation cannot substitute for explicit rule encoding, and learning-based models
remain inherently unreliable, particularly in edge cases demanding strict adherence to domain-specific
requirements. This highlights the need for verifying explicitly defined rules in a lightweight and
incremental manner for practical deployment and maintainability.

This paper. Building on these foundations, we propose runtime verification with domain knowledge
as a sustainable solution to ensuring reliable LLM behavior, motivated by two key insights: i)
Runtime verification offers a lightweight yet rigorous means to bridge testing and formal verification
by assessing system behavior against formal properties during execution; ii) Existing work primarily
focuses on generic misbehavior detection while often overlooking the critical role of domain-specific
expertise. Integrating such knowledge is crucial for handling edge cases and enhancing LLM
reliability in specialized tasks, where domain knowledge can significantly improve performance.

To achieve this, we introduce RvLLM, an innovative runtime verification framework tailored to
LLMs to ensure reliable outputs, particularly against axiomatic domain specifications. The idea is to
automatically check whether the LLM-generated responses adhere to domain-specific constraints
expressed in a simple, adaptable specification language. This simplicity and flexibility empower
domain experts to encode their knowledge and formally define constraints that capture the expected
behavior of LLMs in specialized applications. To support this, we introduce ESL, a general language
tailored for encoding rule-based domain expertise. ESL integrates natural language with formal logic
to ensure the adaptability to the natural language settings of LLMs while enabling the structured and
formal representation of properties to verify. This design allows for the rigorous specification of
domain-specific criteria across diverse LLM applications.

Figure 1 presents an overview of our proposed framework. Given an ESL specification provided by
domain experts, RvLLM first extracts relevant information from the LLM’s context and outputs to
interpret the specification, generating a set of propositional formulae along with truth assignments for
the corresponding propositions. Following a normalization step, these formulae are transformed into
a standard form and subsequently validated using a forward chaining procedure. This process either
detects inconsistencies due to logical contradictions or infers new knowledge. Once new knowledge
is inferred, the query generation module issues targeted queries, evaluates the LLM responses, and
detects inconsistencies when outputs contradict the previously inferred knowledge.

Experimental results. We evaluate the effectiveness of RvLLM through experiments on three
representative tasks: violation detection against Singapore Rapid Transit Systems Act [51], numerical
comparison, and inequality solving, using a diverse set of LLMs. The experimental results show
that RvLLM significantly enhances the reliability of LLM output in these domain-specific tasks. In
the violation detection task, employing RvLLM as a complementary mechanism increases the true
positive rate (TPR) by 15.7% to 50.2% across various models. In the numerical comparison task,
RvLLM detects nearly all errors in the LLM responses across 100 randomly generated questions. In
the inequality solving task, RvLLM facilitates a systematic analysis of the step-by-step reasoning
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Figure 1: An overview of RvLLM. Given an LLM’s context and outputs, RvLLM first extracts relevant
propositions and translates the ESL specification into normalized propositional logic formulae. These
are then processed through forward chaining to detect inconsistencies and infer new knowledge, which
subsequently guides follow-up queries and consistency checks across successive LLM responses.

process from LLMs, effectively identifying its deviations from expert-defined specifications. These
specifications are primarily grounded in fundamental algebraic inequality properties typically covered
at the junior college level. Notably, despite the incomplete domain knowledge in the inequality
solving task, RvLLM still achieves a TPR of 50% in detecting erroneous solutions. We argue that
such a runtime verification approach can function as a critical safeguard for LLMs, particularly in
rule-based or reasoning-intensive domains where adherence to specific constraints is essential. We
further compare RvLLM with existing runtime hallucination-detection methods. Results show that
RvLLM demonstrates superior performance by maintaining both high true positive and negative rates,
whereas existing methods often exhibit a non-negligible trade-off between these metrics.

2 ESL: a simple way of specifying domain-specific properties

In this section, we introduce a general language, Expert Specification Language (ESL), which can be
customized with domain-specified predicates by experts to impose behavioral constraints on LLMs.

2.1 Design guidance

In the following, we give our high-level requirements for designing a specification language that
encapsulates LLM behavioral constraints from the perspective of domain experts. The core objective
is to strike a balance between user-friendliness and expressiveness. We illustrate this with the
following regulation from Singapore Rapid Transit System Act [51]:

“No person shall consume or attempt to consume any chewing gum or bubble gum while in or
upon any part of the railway premises.”

Accessibility for domain experts. The primary goal of this specification language is to empower
domain experts, even those with limited programming or formal methods experience, to effectively
define and enforce constraints on the LLM’s behavior. To balance expressiveness and user-friendliness,
we base the specification rule on predicate logic [53, 20], restricted to prenex normal forms [53, 20]
and consisting solely of universal quantifiers. We further constrain its quantifier-free part to a rule-like
form (or implication), yielding a simplified variant of predicate logic expressible as ∀x⃗.(f(x⃗) ⇒
g(x⃗))2. Specifically, both the left-hand side (LHS) and right-hand side (RHS) of the rule-like part
are quantifier-free predicate formulae composed of predicates applied to terms that may include
variables (e.g., x), constants (e.g., “bubble gum”), and functions of terms (e.g., sin(x)). For example,
ChewGum(x) is an atomic predicate with a single variable argument x, and IsGreater(Square(x), 0)
is also an atomic predicate with two arguments: the function term Square(x) and the constant term 0.

Ease of customization. The specification language should be designed to support seamless cus-
tomization, enabling adaptation to diverse domain-specific requirements. To facilitate this, we require
each predicate in the specification to be associated with a natural language description that aligns
with domain expertise. These descriptions allow customized predicates to remain clear, semanti-
cally grounded, and adaptable to specific application contexts. Additionally, built-in terms such as

2We use x⃗ instead of x as there could be a sequence of variables.
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arithmetic functions can be provided to streamline constraint formulation and reduce the need for
extensive customization. For example, a domain expert can define their specialized atomic predicates
ChewGum(x) and InRailway(x) associated with a natural language description as follows:

“ChewGum(x) := a person x consumes or attempts to consume chewing gum or bubble gum.”
“InRailway(x) := a person x is in some part of railway premises.”

Efficient interpretation. The language should also support an efficient interpretation procedure
to obtain propositional formulae from the specification rule for subsequent logical verification. To
this end, we remove the universal quantifier from the standard predicate formulas. For example, the
regulation previously mentioned, typically expressed as ∀x.(InRailway(x) ⇒ ¬ChewGum(x)), will
be simplified to InRailway(x) ⇒ ¬ChewGum(x).

2.2 Formalization

In this section, we formalize our specification language, ESL. We begin with the definition of
Deductive Normal Form (DeNF), which serves as a foundation for the remainder of this paper.

Definition 1. Given a propositional formula ψ1 ⇒ ψ2, if ψ1 is a disjunctive norm form [53] and ψ2

is a conjunctive norm form [53], then we call ψ1 ⇒ ψ2 is a deductive normal form (DeNF).

Definition 2. An ESL rule is a DeNF where each proposition is substituted by a predicate.

An ESL specification E comprises three components: a variable set V , a predicate set P , and an ESL
rule set RE . For each predicate f ∈ P , an associated natural language description is required. For
instance, the following ESL specification encodes the regulation aforementioned in Section 2.1:

"Variables": {"x"},
"Predicates": {"ChewGum(x) := a person x consumes or attempts to consume chewing gum or bubble gum.",

"InRailway(x) := a person x is in some part of railway premises"},
"Rules": {"InRailway(x) => not ChewGum(x)"}

Interpretation of ESL rules. An interpretation of an ESL rule r assigns objects to variables (i.e.,
variable binding) in the predicate of r and evaluates the truth value (True, False, or Unknown) of
the resulting proposition after substitution. Note that we adopt the open-world assumption [17] to
better accommodate the open-ended nature of LLMs. In this work, interpretations are derived from
the context and LLM outputs, serving as the domain of discourse [26]. Now, consider the following
contextual scenario:

“In a crowded MRT train, Alex nervously chews gum to ease stress before an interview. Suddenly,
the train jolts, and the gum flies out, landing on a stranger’s shirt. Awkward glances turn into
laughter as apologies spill out, diffusing tension in the confined space.”

The interpretation of the rule InRailway(x) ⇒ ¬ChewGum(x) is {InRailway(o1) = True,
InRailway(o2) = True, ChewGum(o1) = True, ChewGum(o2) = Unknown}, where o1 = ‘Alex’
and o2 = ‘stranger’.

3 Methodologies of RvLLM

As illustrated in Figure 1, RvLLM conducts runtime verification through four stages: interpretation
abstraction, rule normalization, forward chaining, and query generation. In this section, we detail the
methodology of each stage and demonstrate its application using an example given in Figure 2.

3.1 Interpretation abstraction

Given a context and LLM outputs (the union denoted as σ) as the domain of discourse D and an ESL
specification E = ⟨V,P,RE⟩, we first leverage a perception agent to obtain all possible objects from
D and propositionalize as much as possible of the predicates defined in σ. We call this the perception
process. Then, for each rule r ∈ RE , we bind the variables in each predicate to all possible objects
in a search-and-replace operation, to generate the propositional formulae set. Note that, given a
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The specification provided by an expert and written in ESL:
- Variables: !, #, $
- Predicates: {IsGreater !, # 	≔ the	number	!	is	greater	than	number	#. }
- Rules: {IsGreater !, # 	&	IsGreater $, 0 → IsGreater ! ∗ $, # ∗ $ }

Query: 15.2 and 15.12, which one is greater? Response by GPT 4.1 nano: 15.12 is greater than 15.2.

New Query: Please output True or False. 
Is 151.2 greater than 152? New Response by GPT 4.1 nano: False.

{<=>?@AB@? C!, C" = EAF=@}Inconsistent!

Level-1 interpretation <#: {IsGreater G$, G% = True, G$ = 15.12, G% = 15.2}

New knowledge derived via FC under interpretation <&	: {<=>?@AB@? C!, C" = L?M@, G' = 151.2, G( = 152}

Level-2 interpretation <&: <# ∪ {IsGreater G), 0 = True, G) = 10}

! 

Figure 2: Runtime verification of GPT 4.1 nano by RvLLM for a number comparison task.

variable binding for a rule r ∈ RE , the interpretation has two different results: i) all predicates in the
LHS of r are propositionalized successfully with assigned truth value under the binding, which we
call a complete binding in this work, or ii) only part of predicates are propositionalized due to the
insufficient information from the domain of discourse, which we call a partial binding.

Given this distinction, we introduce two levels of interpretation in this work: Level-1 and Level-2.
Specifically, Level-1 interpretation disregards all the partial variable binding and operates only on the
complete variable bindings. Given a partial binding, Level-2 interpretation, in contrast, employs a
perception agent to instantiate all the variables that are not assigned with an object in the binding, in
a way such that the resultant proposition returns True given the domain of discourse.
Example 1. Consider the example in Figure 2, which illustrates our approach using a simple
numerical comparison question with a specification encoding a basic algebraic property of multipli-
cation, the interpretation abstraction process first gets all possible objects and propositionalizes the
predicate IsGreater as follows: {p0 = IsGreater(o1, o2) = True, p1 = IsGreater(o2, o1) = False}
with o1 = 15.2 and o2 = 15.12. Then, it can obtain all possible variable binding {♭1, ♭2} for
the rule ψ where ♭1 = {x 7→ o1, y 7→ o2} and ♭2{x 7→ o2, y 7→ o1}. ♭1 results in a formula
p0∧ IsGreater(z, 0) ⇒ IsGreater(15.2∗z) for ψ, which is an partial binding. Similarly, ♭2 is also par-
tial. Consequently, for the Level-1 interpretation, no propositional formula is successfully generated,
and the checking procedure exits with no inconsistency detected. While for the Level-2 interpretation,
it successfully instantiates the variable z for the partial bindings ♭1 and ♭2 with an object o3 = 10,
and obtain an additional proposition p2 = IsGreater(o3, 0) = True. Then, the updated bindings are:
♭′1 = {x 7→ o1, y 7→ o2, z 7→ o3}, ♭′2 = {x 7→ o2, y 7→ o1, z 7→ o3}. By applying ♭′1, we can obtain a
new proposition p3 = IsGreater(o1∗o3, o2∗o3) = IsGreater(15.2∗10, 15.12∗10) but with unknown
truth value. Similarly, we obtain p4 = IsGreater(o2∗o3, o1∗o3) = IsGreater(15.12∗10, 15.2∗10) =
Unknown by ♭′2. Finally, we generate two propositional formulae: ψ1 = p0 ∧ p2 ⇒ p3 via ♭′1 and
ψ2 = p1 ∧ p2 ⇒ p4 via ♭′2 for the following component.

3.2 Rule-like propositional formula transformation

Given a DeNF formula ψ = D1 ∨ D2 ∨ · · · ∨ Dm ⇒ C1 ∧ C2 ∧ · · · ∧ Cn, where each Di is a
conjunction of literals lDi1∧ lDi2∧· · ·∧ lDimi

and each Cj is a disjunction of literals lCj1∨ lCj2∨· · ·∨ lCjnj
,

the formula transformation module is designed to reformulate ψ into a set of propositional formulae
Γψ in a rule-like form, i.e., an implication, such that the LHS of each formula in Γψ is a literal
conjunction and the RHS is a single literal.

To achieve this, we first transform ψ to a formula set Γ′
ψ = {Di ⇒ Cj | i ∈ [m], j ∈ [n]}. Then, for

each single formula ψi,j = Di ⇒ Cj = lDi1 ∧ lDi2 ∧ · · · ∧ lDimi
⇒ lCj1 ∨ lCj2 ∨ · · · ∨ lCjnj

, we reformulate
it as the implicant formula set Γ′

ψi,j
, following the idea of unit propagation [63]:

Γ′
ψi,j

= {lDi1 ∧ lDi2 ∧ · · · ∧ lDimi
∧ (

∧
k∈[nj ]∧k ̸=t

¬lCjk) ⇒ lCjt | t ∈ [nj ]}

Finally, given a DeNF ψ, we obtain the corresponding reformulated rule-like propositional formula
set Γψ =

⋃
i∈[m],j∈[n] Γ

′
ψi,j

, and given a DeNF set R, we use ΓR to denote the union of all rule-like
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form formulae transformed by each formula in R, i.e., ΓR =
⋃
ψ∈R Γψ. In the remainder of this

paper, we use LitR (resp. Litψ) to denote the set of all the literals that appeared in R (resp. ψ). The
rules ψ1 and ψ2 obtained in Example 1 are already expressed in the rule-like form.

Example 2. Consider a DeNF ψ = (a1 ∧ b1) ∨ a2 ⇒ (c1 ∨ d1) ∧ c2. We first transform ψ
into an equivalent formula set Γ′

ψ = {ψ1,1, ψ1,2, ψ2,1, ψ2,2}, where ψ1,1 = a1 ∧ b1 ⇒ c1 ∨ d1,
ψ1,2 = a1 ∧ b1 ⇒ c2, ψ2,1 = a2 ⇒ c1 ∨ d1, and ψ2,2 = a2 ⇒ c2. For each single formula
in Γ′

ψ, we then reformulate it as follows: Γ′
ψ1,1

= {a1 ∧ b1 ∧ ¬c1 ⇒ d1, a1 ∧ b1 ∧ ¬d1 ⇒ c1},
Γ′
ψ1,2

= {a1 ∧ b1 ⇒ c1}, Γ′
ψ2,1

= {a1 ∧¬c1 ⇒ d1, a1 ∧¬d1 ⇒ c1}, Γ′
ψ2,2

= {a2 ∧ c2}, and finally
obtain the set of rule-like propositional formulae as Γψ = Γ′

ψ1,1
∪ Γ′

ψ1,2
∪ Γ′

ψ2,1
∪ Γ′

ψ2,2
.

3.3 Forward chaining

Given a rule set ΓR obtained as above with corresponding literal set as LitR and a subset of literals
Lit ⊆ LitR with predetermined truth values, the forward chaining (FC) procedure is designed to:
i) verify consistency, and ii) infer truth values for the undefined literal l ∈ LitR\Lit. The truth
value inference of undefined literals is operated based on the inference rule of modus ponens [14],
which is closely aligned with the traditional forward chaining algorithm [52] utilized in rule-based
systems. However, compared to the traditional FC algorithm, which requires each rule to be strictly a
Horn Clause, a significant distinction between our algorithm and the traditional one is: we require
that all negative literals appearing in LitR are also included in the forward chaining graph. Such an
extension enables us to detect the inconsistency by identifying truth values for undefined literals. For
instance, consider a rule set {a ∧ b⇒ c} and literals defined as a = b = True and c = False. In this
case, the truth value of literal c is inconsistent with the inference result derived from the rule set.

To achieve it, given a rule set ΓR and an initially defined literals Lit with truth values, we first
construct an initial graph G through the following steps:

• Step 1 (Literal Nodes): Create a node for each literal that appears in the rule set ΓR.
• Step 2 (LHS Node): Create an LHS node for each rule-like propositional formula in ΓR.
• Step 3 (Edges): For each formula in ΓR, such as l1 ∧ · · · ∧ ln ⇒ ln+1 ∈ ΓR, add a directed

edge from each literal node li (i ∈ [n]) to the corresponding LHS node, and add a directed
edge from this LHS node to the literal node ln+1.

Next, according to the initially defined literals, we mark all the literal nodes valued True as Lit↑ and
mark all the literal nodes valued False as Lit↓, based on the truth value of literals from Lit. Then,
we perform forward chaining procedure on the graph G and update Lit↑ and Lit↓ as follows until
no more update can be done or an inconsistency is detected by Lit↑ ∩ Lit↓ ̸= ∅:

• Update of Lit↑ and Lit↓: For each LHS node encoding the rule-like formula (or implication)
l1 ∧ · · · ∧ ln ⇒ ln+1, if {l1, . . . , ln} ⊆ Lit↑, then we have Lit↑ = Lit↑ ∪ ln+1 and
Lit↓ = Lit↓ ∪ ¬ln+1.

Example 3. We now illustrate the graph construction and the corresponding FC procedure for the rule
set Γψ = {ψ1, ψ2} under the Level-2 interpretation given in Example 1. We first obtain all the literals
as LitR = {p0, p1, p2, p3, p4} with Lit↑ = {p0, p2} and Lit↓ = {p1}, construct the literal nodes
correspondingly, and construct the LHS node set as {p0&p2, p1&p2}. Then, directed edges are added
as follows: p0 → p0&p2, p2 → p0&p2, p0&p2 → p3, p1 → p1&p2, p2 → p1&p2, p1&p2 → p4,
resulting an initial graph. Next, we check the logic consistency. For the LHS node p0&p2, since
{p0, p2} ⊆ Lit↑, we update Lit↑ = Lit↑∪p3 = {p0, p2, p3} and Lit↓ = Lit↓∪¬p3 = {p1,¬p3},
where “p3 = True” is the new knowledge derived. For the LHS node p1&p2, since p1 /∈ Lit↑, there
is no update on Lit↑ and Lit↑, hence no new knowledge inferred.

3.4 Query generation

Once RvLLM obtains the newly inferred knowledge, the query generation module generates a
concrete query to the target LLM related to the knowledge, and requires the LLM to analyze its truth
value. For the inferred knowledge p3 = IsGreater(151.2, 152) = True in Example 3, we generate
the corresponding query as “Is 151.2 greater than 152?”, as shown in Figure 2. Since the target LLM
returns False, an inconsistency is detected, indicating a diagnostic error in the target LLM.
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Clarification. The soundness of this work—the ability to detect inconsistencies with respect to
domain-specific constraints—depends on the accurate and faithful encoding of domain knowledge by
the expert. Thus, the validity of RvLLM hinges on the alignment between the specification given
in ESL and the underlying domain knowledge, and any misrepresentations in this encoding may
compromise the soundness of the method.

4 Experiments

To evaluate the effectiveness of RvLLM, we apply it to the runtime verification of LLMs across three
representative tasks that require domain-specific knowledge: violation detection against Singapore
Rapid Transit Systems Act [51], numerical comparison, and inequality solving. For a comprehensive
evaluation, we include both SOTA and non-SOTA LLMs as our benchmark, including Qwen 2.5
(max, plus, turbo, 7B, 14B, 32B, 72B), GPT (4.1, 4.1 mini, 4.1 nano), Gemini 2.0 (Flash, Flash Lite),
and DeepSeek-V3. All experiments are conducted on a machine with an Intel (R) Xeon(R) w7-2475X
processor. A dedicated guideline for designing interpretation abstraction prompts for the perception
agent is provided in the appendices, along with additional experimental details and descriptions of
the datasets and specifications used throughout the experiments.

To ensure a comprehensive evaluation, we also compare RvLLM with other runtime approaches,
including SelfCheckGPT [47] and a prompt-based augmentation method that explicitly encodes
domain-specific constraints within prompts. Due to the computational overhead and API costs
associated with large-scale evaluations, we restrict our comparison to cost-efficient model variants.
Additional experimental results and missing implementation details/justifications can be found in [64].

4.1 Case study 1: violation detection against Singapore Rapid Transit Systems Act

For this case study, we apply RvLLM under the Level-1 interpretation to evaluate the LLM’s responses
in detecting violations within contextual scenarios against the Singapore Rapid Transit Systems Act.
In this capacity, RvLLM can be regarded as a complementary mechanism to enhance the LLM’s
capability in detecting the law violations in this study. We conduct experiments using contextual
scenarios derived from [58], consisting of 304 cases in total–281 labeled as involving violations
(unsafe) and 23 as not (safe). To incorporate relevant domain knowledge, we carefully encode 31
of the 53 regulations from Singapore Rapid Transit System Act into ESL specifications. It took a
research scientist three days to interpret the law and develop corresponding specifications–a one-time
effort applicable for verifying any LLM application against these regulations. In this study, the same
model serves both as the target LLM and as the perception agent.

Results. Table 1 reports the violation detection results by various LLMs, with and without our
framework as a complementary analysis method, where TPR and TNR denote the true positive rate
and true negative rate for the violation detection, i.e., a violation is a positive example. The last
column gives the average execution time for each scenario analysis. In the standalone LLM setting,
a true positive is defined as a case where the model successfully identifies a violation in an unsafe
scenario, and a true negative corresponds to a case where the model confirms the absence of violations
in a safe scenario. In the combined LLM+RvLLM setting, a true positive is recorded if either the
LLM or RvLLM detects a violation in an unsafe scenario, whereas a true negative is defined as a case
that both the LLM and RvLLM determine the absence of any violation in a safe scenario. The results
show that integrating RvLLM significantly enhances the TPR, improving the target LLM’s capability
to identify violations. However, we also observe that the integration of RvLLM can reduce the TNR
in some models. This decline is primarily due to inaccuracies or incompleteness in the interpretation
procedure by the perception agent. We also find that, among all evaluated models, DeepSeek-V3
achieves the highest TPR in both standalone and integrated settings, demonstrating superior detection
capabilities in this domain-specific task and good performance on language understanding.

Figure 3 gives the comparison results of RvLLM against other baseline methods. We observe that
SelfCheckGPT often yields the highest TPR gains, as it labels nearly all outputs as “hallucinations”,
resulting in near-zero TNR. This outcome is expected since SelfCheckGPT relies solely on output
stability without leveraging domain knowledge, making it more suitable for open-domain generation.
The prompt augmentation method achieves TPR performance comparable to RvLLM but accompanied
by a non-negligible TNR decrease. In contrast, RvLLM achieves a better balance between TPR and
TNR, yielding more reliable and interpretable results.
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Table 1: Violation detection results of LLMs with and without RvLLM against the Singapore Rapid
Transit Systems Act [51]. All percentage values are reported rounded to one decimal place.

LLM LLM + RvLLM Performance of RvLLM
Target LLMs TPR TNR TPR TNR TPR TNR Time (s)

Qwen max [62] 56.2% 91.3% 86.1% 91.3% +29.9% 0 3.00
Qwen plus [62] 58.4% 1 81.9% 1 +23.5% 0 5.32
Qwen turbo [62] 39.1% 1 74.7% 1 +35.6% 0 1.64

Qwen 2.5 (7B) [62] 16.0% 1 61.2% 87.0% +45.2% -13.0% 2.28
Qwen 2.5 (14B) [62] 38.8% 95.7% 80.4% 87.0% +41.6% -8.7% 3.11
Qwen 2.5 (32B) [62] 56.6% 95.7% 87.5% 95.7% +31.0% 0 2.55
Qwen 2.5 (72B) [62] 57.3% 1 80.4% 95.7% +23.1% -4.3% 2.57

GPT 4.1 [1] 57.7% 95.7% 81.1% 91.3% +23.5% -4.3% 3.11
GPT 4.1 mini [1] 39.1% 95.7% 65.1% 95.7% +26.0% 0 3.94
GPT 4.1 nano [1] 11.7% 1 29.9% 1 +18.1% 0 1.82

Gemini 2.0 Flash [23] 37.0% 1 87.2% 82.6% +50.2% -17.4% 2.69
Gemini 2.0 Flash Lite [23] 54.8% 95.7% 79.0% 95.7% +24.2% 0 1.72

DeepSeek-V3 [43] 78.3% 87.0% 94.0% 82.6% +15.7% -4.3% 15.84
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Figure 3: Performance comparison of different methods in the violation detection task, where QW,
GF/GF-Lite, and DS-V3 denote Qwen, Gemini 2.0 Flash/Flash Lite, and DeepSeek-V3, respectively.

4.2 Case study 2: numerical comparison problems

For this case study, we apply RvLLM under Level-2 interpretation to verify the numerical comparison
results produced by various LLMs. It is important to note that RvLLM is inherently designed without
mathematical solving capabilities and relies solely on logical inference. Without loss of generality,
we randomly generate 100 questions following the guideline for increasing the likelihood of incorrect
comparison results by LLMs. The specification file used here is the one shown in Figure 2. Again,
we use the same model to serve both the target LLM and the perception agent.

Results. Table 2 gives the verification results by RvLLM on numerical comparison tasks across
various LLMs. Columns Con. and Incon. report the number of cases where RvLLM detects no
inconsistencies and where at least one inconsistency is detected, following the process in Figure 2.
The values in parentheses in Column Con. represent cases where the target LLM produces an
erroneous comparison result on the original comparison question, yet RvLLM fails to identify any
inconsistencies–typically due to incomplete interpretation by the perception agents. In contrast,
the values in parentheses in Column Incon. corresponds to cases where the target LLM returns a
correct comparison result on the original question, but RvLLM indeed detects some inconsistencies.
This usually arises from two main reasons: i) incomplete interpretation, and ii) the target LLM
producing an incorrect diagnosis on newly-inferred knowledge. Overall, RvLLM effectively identifies
erroneous diagnoses by the target LLM in most cases, with exceptions observed in only 3 cases
for GPT 4.1 nano and mini. Among all tested models, Gemini 2.0 Flash Lite and DeepSeek-V3
show the weakest diagnostic performance, and Qwen 2.5 (7B) has the worst language understanding
capabilities, failing all interpretation abstraction. Table 3 presents the performance comparison across
methods. Consistent with the findings in case study 1, we find that RvLLM achieves the best balance,
maintaining both high true positive and high true negative rates among all evaluated approaches.
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Table 2: Verification results by RvLLM over
various LLMs for numerical comparison tasks.

Target LLMs Con. Incon. Fail Time (s)

Qwen max [62] 93 7 0 5.03
Qwen plus [62] 99 1 0 7.01
Qwen turbo [62] 94 6(2) 0 2.93

Qwen 2.5 (7B) [62] 0 0 100 N/A
Qwen 2.5 (14B) [62] 90 10(7) 0 5.09
Qwen 2.5 (32B) [62] 98 2 0 4.98
Qwen 2.5 (72B) [62] 96 4 0 6.31

GPT 4.1 [1] 98 2 0 4.84
GPT 4.1 mini [1] 92(1) 8 0 5.37
GPT 4.1 nano [1] 90(3) 10 0 3.73

Gemini 2.0 Flash [23] 93 7 0 4.94
Gemini 2.0 Flash Lite [23] 52 44 4 4.35

DeepSeek-V3 [43] 69 31(5) 0 30.87

Table 3: Performance comparison of different
methods for numerical comparison tasks.

Target LLMs Methods TPR TNR

SelfCheckGPT 0 96.7%

Qwen plus [62] LLM as Judge 0 0

RvLLM 100% 100%

SelfCheckGPT 100% 0

GPT 4.1 mini [1] LLM as Judge 100% 100%

RvLLM 88.9% 100%

SelfCheckGPT 87.5% 0

Gemini 2.0 Flash [23] LLM as Judge 100% 100%

RvLLM 100% 100%

4.3 Case study 3: inequality solving problems

For this case study, we employ RvLLM under Level-1 interpretation to verify the step-by-step
reasoning process of LLMs in inequality-solving tasks. We compile a dataset of 40 inequality
questions sourced from A-Level H2 Mathematics examination papers [32] and carefully design three
specifications to serve as domain knowledge that RvLLM uses for verification. These specifications
consist of basic algebraic inequality properties taught at the junior college level, targeting three
common LLM reasoning errors in inequality solving: incorrect factorization, flawed interval analysis,
and omission of endpoint or critical point checks. Given the higher interpretation complexity in this
case study and the strong language processing capabilities of DeepSeek-V3, we employ it as the
perception agent for all LLMs evaluated and Qwen 2.5 (32B) as an alternative for comparison.

Results. Given the strong performance of RvLLM in detecting true positives, we focus the evaluation
on the questions that the target LLMs answered incorrectly. The results are summarized in Table 4.
Column 2 lists the total number of questions for which the target LLM produces incorrect solutions.
Columns labeled DS-V3 and QW-32B (spanning Columns 3 to 11) show the number of cases
where RvLLM successfully identifies inconsistencies based on the corresponding specifications
using DeepSeek-V3 and Qwen 2.5 (32B) as the perception agent, respectively. Values in parentheses
indicate false positives–cases where the detected inconsistency does not stem from an actual reasoning
error but from inaccuracies of the perception agent during the interpretation abstraction process.
Column GT gives the ground truth number of incorrect responses attributable to the rule specifications.
It is important to note that we define only three specifications as domain knowledge for inequality-
solving tasks, which is insufficient to cover all reasoning patterns required for such problems
comprehensively. As a result, it is expected that RvLLM fails to detect a portion of the errors due
to the lack of knowledge. The final two columns give the true positive rate of RvLLM with three
specifications. We find that RvLLM achieves a TPR of up to 50% when using DeepSeek-V3 as the
perception agent. This result underscores both RvLLM’s potential to detect reasoning errors—even
with limited domain knowledge—and the critical role of a robust perception agent in boosting overall
performance. Although TPR remains below 50% for most models, they rise markedly when restricted
to ground truth cases (Column GT), suggesting substantial gains are possible with richer domain
knowledge in inequality solving.

5 Related work

LLM testing. Research in this area aims to develop comprehensive benchmarks and systematic
evaluation frameworks to assess LLM across general attributes such as robustness, fairness, and
factual consistency [45, 41, 57]. Robustness studies examine model resilience to adversarial input,
paraphrasing, or noise [9, 56, 66], while fairness evaluations assess bias with respect to sensitive
attributes like gender or race [39, 66]. Factual consistency detection, or hallucination detection,
focuses on identifying instances in which LLMs produce plausible yet factually incorrect or unsup-
ported claims [42, 38, 40]. Although large-scale benchmarks like HELM [41] and BIG-bench [54]
offer task suites and metrics for performance evaluation, a critical challenge remains—the dynamic
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Table 4: Verification results by RvLLM in inequality solving tasks with three specifications, defining
rules related to factorization, interval analysis, and endpoints/critical points checking.

Factorization Error Interval Error Endpoints Error TPR
Target LLMs Incorrect DS-V3 QW-32B GT DS-V3 QW-32B GT DS-V3 QW-32B GT DS-V3 QW-32B

Qwen max [62] 12 1 1 1 1 0 1 2 2 3 33.3% 25%
Qwen plus [62] 10 1 1 2 0 0 0 0 1 2 10% 20%
Qwen turbo [62] 22 0 0 1 1 0 1 3 2 4 18.2% 9.1%

Qwen 2.5 (7B) [62] 25 2 1 3 7 2 7 3 2 5 48% 20%
Qwen 2.5 (14B) [62] 18 0 0 1 3 2(1) 3 3(1) 2 3 27.8% 16.7%
Qwen 2.5 (32B) [62] 16 1 0 1 3 2 4 4 2 5 50% 25%
Qwen 2.5 (72B) [62] 15 1 0 1 4 3 4 0 0 1 33.3% 20

GPT 4.1 [1] 5 1 1(1) 1 0 0 0 0 0 0 20% 0
GPT 4.1 mini [1] 2 0 0 0 0 0 0 1 0 1 50% 0
GPT 4.1 nano [1] 10 0 0 0 1 0 1 1 0 1 20% 0

Gemini 2.0 Flash [23] 5 0 0 0 1 0 1 0 0 0 20% 0
Gemini 2.0 Flash Lite [23] 6 1 1 2 0 0 0 0 0 1 16.7% 16.7%

and open-ended nature of real-world deployments complicates the construction of exhaustive and
representative test suites.

Runtime verification of LLMs. Runtime verification [6, 21] is a dynamic analysis technique that
ensures certified system behavior during execution by monitoring traces against formal specifications.
Owing to its lightweight nature, runtime verification has inspired multiple efforts to verify LLM-
generated outputs at runtime [13, 7, 47, 11, 37, 46, 36]. However, existing approaches center
on open-domain settings, where specifications are often ambiguous and informal. For instance,
SelfCheckGPT [47] and CHECKEMBED [7] operationalize specifications in terms of output
stability. More recently, [12] proposes a fairness monitoring approach leveraging precisely defined
properties in formal specifications. These specifications, informed by linear temporal logic [50]
and its bounded metric variant [2], signal a shift towards formal methods for more accurate and
dependable runtime verification of LLM behaviors. However, these works primarily focus on general
properties and are not well-suited to domain-specific constraints for specialized tasks.

Expert systems with NLP. Rule-based expert systems [15, 16, 18] have effectively tackled domain-
specific problems by coupling knowledge bases with inference engines to emulate expert reasoning for
decades of years. To enhance usability, in the 70s, researchers integrated natural language processing
(NLP), enabling interaction via simplified language, e.g., SHRDLU [60] in virtual environments and
MedLEE [35] in clinical text analysis. These systems relied on symbolic parsing and controlled
vocabularies but suffered from fragile parsing, limited lexical coverage, and ambiguity, often requiring
constrained input or extensive user guidance. Nevertheless, integrating NLP with rule-based reasoning
provides a key proof-of-concept for interactive, user-friendly AI, shaping later knowledge-based
systems and natural language interfaces. Recently, the rise of LLMs has reinvigorated this paradigm.
In this work, we employ a perception LLM to translate the target LLM’s context and outputs into
formal representations for backend reasoning. An improved version could explore other extensions
of Horn clauses beyond those considered here to enhance expressiveness and completeness [4].

6 Conclusion

In this work, we present the first runtime verification framework RvLLM for LLMs, which allows the
incorporation of domain knowledge. To support this, we design a general specification language, ESL,
which enables domain experts to formally encode constraints in a lightweight yet expressive manner,
supporting the rigorous verification of LLM behavior. We implement the proposed framework as
a tool and evaluate its effectiveness on three representative tasks where domain knowledge plays a
critical role. For each task, we develop tailored specifications grounded in relevant domain expertise.
Experimental results indicate that RvLLM effectively leverages expert-defined domain knowledge
to enable precise runtime verification of LLMs and strike a good balance between TPR and TNR,
compared to existing runtime methods. However, despite its good performance, the current framework
suffers from limited expressiveness by ESL, restricting its ability to encode more complex domain
knowledge and behavioral constraints for LLMs. Future work will focus on enriching the specification
language with additional operators to improve its expressiveness and generalization.
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details are given in Section 3). The experimental results are shown in Section 4.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Limitations are discussed in Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: We do not include theoretical results in this paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We disclose the information to reproduce the main experiemental results in the
supplemental material (appendices) as a separate file.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We upload the code and data with a zip file as supplemental materials in the
submission.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu
blic/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Experimental settings and details are illustrated in Section 4 and the appendices
in a separate pdf.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: For all main experiments, we executed RvLLM multiple times (at least twice)
to assess potential variations in the results. Given that the proposed method employs a fixed
framework with deterministic reasoning, any observed variability can only originate from
the perception agent’s outputs. Our analysis confirms that such variability is minimal in
practice, to the extent that it can be considered negligible. We include such claim in the
appendices.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We discuss computing resources in Section 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The potential societal impacts are discussed in appendices.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not pose such risks in this paper.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: For all the data used in this work, we give the citation properly.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: We have describe our usage of LLMs throughout the experiments part in
Section 4 as well as appendices.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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