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Abstract

The goal of persona-grounded dialogue sys-
tems is to enhance the quality of Al agent re-
sponses by bolstering persona consistency and
promoting response diversity. Although model
tuning has seen significant advancements, there
is an ongoing need to refine the training data it-
self. Expanding the scope of personas has been
suggested as a means to bridge this gap. Never-
theless, the lack of gold labels that align with
these expanded personas poses a challenge for
AT agents in training the extent of real-world
knowledge. To tackle these challenges, we pro-
pose the Synthetic Label Augmentation frame-
work. This framework (1) creates a background
skeleton from the original gold labels, masking
persona-related elements, (2) infuses the back-
ground skeleton with expanded-persona fea-
tures, generating synthetic gold labels, (3) iden-
tifies the most appropriate synthetic gold labels
among the candidates, and (4) merges them
into Persona-Chat. To substantiate the effec-
tiveness of Optimized Persona-Chat, we assess
the quality of synthetic gold labels and interact
with agents trained on this enhanced dataset.
Our experimental results demonstrate that the
framework is a powerful tool for augmenting
Persona-Chat quality, and the optimized dataset
significantly improves Al agent response qual-
ity with respect to persona consistency and re-
sponse diversity.

1 Introduction

With the advent of the transformer architecture
(Vaswani et al., 2017), pre-trained language mod-
els have experienced remarkable performance im-
provements, enabling the models to fully harness
the potential features of the data. However, during
arecent Al workshop, Andrew Ng asserted, "Focus-
ing on model tuning has been sufficient until now.
Improving data quality carries greater importance."
As if anticipating the emergence of data-centric Al,
research on enhancing data quality (Wang et al.,
2018; Han et al., 2020) has been conducted for
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Figure 1: Expanded persona-grounded dialogue de-
mands the synthetic gold label. The original pair comes
from Persona-Chat, and the disharmony pair is from
Persona-Chat with COMET expansion.

quite some time. Along with this trend, research
using various aspects such as personas (Zhang et al.,
2018), emotions (Zhou et al., 2018), images (Shus-
ter et al., 2020), external knowledge sources like
Wikipedia (Dinan et al., 2018; Jang et al., 2022),
and commonsense graphs (Speer et al., 2017; Sap
et al.,, 2019) have been explored to create high-
quality training datasets for conversational Al. In
contrast to goal-oriented conversations, maintain-
ing consistency in open-domain conversations is
challenging for Al agents due to the vast range of
topics, which makes it difficult to sustain user en-
gagement (Qian et al., 2018; Song et al., 2020b; Liu
et al., 2020). Therefore, ensuring the coherence of
an agent’s responses is crucial in preventing users
from disengaging from the conversation. In this
context, Persona-Chat (PC) dataset (Zhang et al.,
2018) was introduced, demonstrating that employ-
ing an utterance infused with a specific persona
as the gold label assists Al agents in generating
responses consistent with the given persona. Never-
theless, the diversity of predefined personas in the
dataset remains insufficient to encompass the spec-
trum of personalities and characteristics present in
the real world.

In order to approximate Al agents with various
concepts and characteristics found in the real world,
Majumder et al. (2020) sought to improve the diver-
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Figure 2: The overview of SLA framework. Trainable models are depicted by the dashed box.

sity of predefined personas by leveraging COMET
(Bosselut et al., 2019), a transformer model trained
to make causal and semantic inferences based on
the ATOMIC graph (Sap et al., 2019). Although
this approach appears reasonable, the lack of suit-
able gold labels incorporating expanded-persona
attributes hinders the agent’s ability to effectively
learn the features of these expanded personas. As
illustrated in Figure 1, an example of Persona-Chat
with COMET expansion includes a context, per-
sona, gold label imbued with persona attributes,
and an expanded persona. However, it lacks an
appropriate gold label that seamlessly aligns with
the expanded persona.

Our objective is to optimize Persona-Chat by
augmenting synthetic gold labels grounded on ex-
panded personas. To accomplish this, we propose
the Synthetic Label Augmentation (SLA) frame-
work. The framework enhances the training data it-
self, making it an ideal approach for fundamentally
improving language models based on data-driven
algorithms. The framework comprises four stages.
In the Sketch stage, we mask persona-related to-
kens within the original gold labels to eliminate
persona attributes, producing background skele-
tons— sentence templates with slots—that serves
as a foundation for synthetic gold labels. In the
Control stage, we infuse the background skeleton
with attributes of multiple expanded personas to
generate synthetic gold label candidates. In the
Rank stage, we select the optimal synthetic gold
label among the candidates, ensuring compatibility
with the existing data (context, original personas).
Finally, in the Reconstitute stage, we integrate the
optimal synthetic gold labels into Persona-Chat.

In the end, we introduce Optimized Persona-
Chat, which maintains the original construction
intent while simultaneously enhancing the quality
of the initial Persona-Chat. We conduct comprehen-
sive experiments to demonstrate the impact of the
optimized dataset. The experimental findings re-
veal that Optimized Persona-Chat enables the agent
to autonomously learn expanded concepts while en-
suring alignment with the established gold labels
and broadening the range of attributes. This en-
hancement is critical for developing more nuanced
and contextually relevant conversational agents.

2 Related Work

2.1 Persona-Grounded Dialogue

In the context of persona grounding (Li et al.,
2016b), Zhang et al. (2018) introduced a data
composition approach in which utterances incor-
porating persona attributes are utilized as gold la-
bels. This data composition has demonstrated effec-
tiveness in addressing persona consistency issues.
However, agents trained on Persona-Chat often ex-
hibit inconsistent responses to predefined personas
when users pose questions beyond their trained
knowledge. This inconsistency arises because the
dataset’s scope is insufficient to encompass the
range of personalities and knowledge present in
the real world. To mitigate this shortcoming, Ma-
jumder et al. (2020) expanded the predefined per-
sonas using COMET, Kim et al. (2022) inferred
new personas from given dialogues, and Cao et al.
(2022) manipulated Persona-Chat through distilla-
tion methods.



2.2 Multi-step Text generation

The minimal editing approach (Qin et al., 2019;
Wau et al., 2021) is a popular method for generating
controllable sentences using sentence templates,
making it suitable for constructing new sentences
while considering the existing context. Hao et al.
(2021) employ a template composed of word to-
kens and slot tokens, completing new story sen-
tences by filling the slots with appropriate words.
In the persona-grounded dialogue task, Song et al.
(2020a) remove words inconsistent with given per-
sonas from a response and replace the slots with
persona-related words. However, template-based
approaches (Cai et al., 2019; Wu et al., 2019) typi-
cally focus on a single condition, such as a persona
or counterfactual condition. Our method takes into
account multiple conditions simultaneously, includ-
ing the persona, expanded persona, and context.

3 Method

3.1 Notation

As depicted in Figure 2, Synthetic Label Aug-
mentation (SLA) framework accepts four input
elements: p, p™, ¢, and GL, where p represents
the persona, p™ denotes the expanded persona ob-
tained through COMET expansion, c signifies the
dialogue context, and GL stands for the gold la-
bel. Persona-Chat (D,.) contains p, ¢, GL, while
Persona-Chat with COMET (D;rc) incorporates an
additional data element, p*. We employ the DNLI
dataset (Welleck et al., 2020), which offers anno-
tations of the relation between p and c. The SLA
framework masks certain tokens within the gold
label to derive a background skeleton, k, and sub-
sequently fills the masked positions with expanded-
persona attributes to generate the synthetic gold
label, GLy,. As a result, we publish Optimized
Persona-chat (Dy").

3.2 Framework Overview

SLA framework comprises four stages: Sketch,
Control, Rank, and Reconstitute. In the Sketch
stage, the Persona Attribute Extractor (PAE) cre-
ates a background skeleton from the gold label by
masking persona-related content while preserving
background information. In the Control stage, we
employ GPT-2 (Radford et al., 2019) in conjunction
with the Persona Attribute Model (PAM), which
infuses the background skeleton with expanded
persona attributes to generate synthetic gold label
candidates. In the Rank stage, we utilize CoBERT
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Figure 3: Training view of Sketch and Control stage.

(Zhong et al., 2020) to select the top K optimal
synthetic gold labels from the candidates, taking
into account the harmony of existing data, includ-
ing p, pT, ¢, and GL. In the Reconstitute stage,
we integrate the optimal synthetic gold labels into
Persona-Chat.

3.3 Sketch

Incorporating sentences generated from scratch by
language models, which solely rely on prior con-
text, into established conversation data may result
in discordance within the ensuing continuous dis-
course. Consequently, to produce sentences that
seamlessly blend with the subsequent continuous
context, it is effective to employ minimal editing
techniques on human-crafted gold labels and gen-
erate refined sentences accordingly. As depicted in
Figure 2, the gold-label utterance primarily com-
prises word tokens that signify persona attributes
and contextual background information. Addi-
tionally, the utterance typically maintains a con-
sistent token type and sequential order, mirroring
the persona. Bearing these features in mind, the
Longest Common Subsequence (LCS) algorithm
(Hirschberg, 1977) is well-suited for distinguishing
persona attributes and background content, given
its ability to extract shared elements between two
sentences.

Nonetheless, LCS, without accounting for the
specific characteristics of Persona-Chat, encoun-
ters limitations in its general applicability. It
inadvertently masks words such as 'T' and 'My',



which should be preserved to capture the self-
expressive nature of persona attributes. More-
over, LCS cannot identify equivalent stemming
expressions (e.g., 'dance’ and 'dancing') or semanti-
cally equivalent terms (e.g., 'four sisters' and '4 sis-
ters'). To tackle these limitations, we introduce C-
LCS (Customized LCS) algorithm. We incorporate
heuristic rules (Loper and Bird, 2002; Karaa and
Gribaa, 2013) into LCS, utilizing the Porter Stem-
mer and WordNetLemmatizer to discern equivalent
stemming expressions. We also employ num2word
and customized functions to capture semantically
equivalent expressions. By applying heuristic pre-
processing to consolidate diverse expressions, we
improve the optimization ratio of the training data
in Persona-Chat. Details are in Appendix §C.

We perform weakly supervised labeling to ap-
proximate the ground truth background skeleton
k9t by utilizing C-LCS. Subsequently, we train the
PAE model using the sequence labeling task, striv-
ing to effectively mask persona attributes from the
gold label. PAE is realized through BERT (De-
vlin et al., 2018), as its masked language model
capabilities offset any contextual information that
the C-LCS algorithm might miss. As illustrated
in Figure 3, PAE is fine-tuned to predict the rele-
vance of each word to persona attributes via binary
classification, implemented by the loss function:

Ge

Lgeg = — Z [Mogp(w; = 0|5) W
i=Gg

+ (1 = Nlogp(w; = 1]5)],

where we concatenate the predefined persona p, the
expanded persona p*, the context ¢, and the gold
label G L as the input, and set the ground truth back-
ground skeleton k9¢ as the target. To accommodate
the input format of BERT, we represent the input
as S = [P] p [P2] p* [CON] ¢ [GOLD] GL and
introduce the special token [SEP] to differentiate
between multiple expanded personas. The start and
end indices of each gold label are denoted by G
and G, respectively. Note that we only adopt the
top-ranked expanded persona for each relation (e.g.,
xAttribute, xIntent, xNeed, xEffect, xWant) as de-
termined by COMET. To balance the label distri-
bution, we employ the weighted cross-entropy loss
(Xie and Tu, 2015), as persona-dependent words
are significantly smaller than the background skele-
ton words. Once the representation .S is fed into
BERT, the output of BERT’s final layer is directed

to the classification layer.

R={ry,...,m},
p(w;|S) = softmax(Wr; +b),
2
0, ifw; € GLY"
w; = ’ 1 Wi € i 1€ [Gs;Ge]a
1, ifw; € GL™

where R is the last layer representation of BERT
and r; indicates ¢-th word’s representation in the in-
put sequence. W and b are the classification layer’s
parameters. If w; is classified to GL*" (persona
attributes part), the word is masked; otherwise, the
word is assigned to G'L** (skeleton part), which is
preserved.

3.4 Control

We employ the plug-in method, as proposed by
Dathathri et al. (2019), and adapt it to suit our spe-
cific task by incorporating persona attributes. Our
Persona Attribute Model (PAM) is a conditional
model designed to accept two inputs: a persona
condition and a gold label. PAM then classifies the
relationship between these inputs into one of three
categories. During the initial training phase, we
train the GPT-2 and PAM models separately, with
interaction between the two models only occurring
during the inference phase. As illustrated in Figure
3, we train PAM on the DNLI dataset, providing
input sentences p (persona), G L (response), and
corresponding labels (Entailment, Neutral, Contra-
diction). The training objective is as follows:

logP(a|x) = logf(p, GL), (3)

where f is PAM, and a denotes the corresponding
labels. The goal is to maximize f, which increases
the likelihood of the labels a being accurate. PAM
is a single-layer model with weights (w?...wf),,)
responsible for classifying the relationship between
the persona and gold label as part of the Entail-
ment class. The weight gradients guide GPT-2 to
generate tokens closely aligned with the provided
persona attributes.

Concurrently, we train GPT-2 using the back-
ground skeleton k, which is generated during the
sketch stage. We structure the input sequence, S’,
as [P] p [SKT] k [CON] ¢ [END], separated by spe-
cial tokens, and designate G L as the corresponding
label. GPT-2 is fine-tuned using the following loss:

Loss = — ZlOQ[P(CL"tm fﬂ, ¢, $<t)]a “)
t=1



where z; represents the ¢-th word, while m denotes
the length of the gold label. Integrating the skeleton
into the generation model is an effective approach
to train GPT-2 for the fill-in-the-slots task. This
input composition informs GPT-2 of the similari-
ties and differences between the skeleton and the
gold label. In particular, 1) The background skele-
ton shares most of its tokens with the gold label.
2) The primary distinction between the gold label
and the skeleton lies in the presence of slot tokens
in the latter. 3) The token position in the gold la-
bel, corresponding to the slot token, is associated
with the persona attributes. By training GPT-2 with
these points in mind, the model can generate syn-
thetic gold labels while considering which portions
of the background skeleton to copy and where to
reference the persona attributes.

In the inference phase, two models interact each
other by following:

H, = H,+ AHF,
&y ~ SoftMax(W Hy),

where H; is the last hidden state of GPT-2 at time
step t. As shown in Figure 3, PAM gets H; and
returns AH [, which is the gradient of Entailment
class. Subsequently, GPT-2 obtains a new distribu-
tion over its vocabulary by updating its latent space.
This process involves increasing the probability of
sequences that contain the given persona attributes.
It is important to note that z; is contingent on the
state of GPT-2, as H; represents its updated latent
space. GPT-2 then resamples the next token based
on this updated distribution. The generated tokens
progressively reflect toward the desired attribute
during each generation step. Consequently, the
completed sentence more integrates the expanded-
persona attributes, than an approach that does not
involve the interaction between GPT-2 and PAM.

&)

3.5 Rank and Reconstitute

The synthetic gold labels should improve Al ag-
net’s expanded-persona consistency and main-
tain the contextual suitability already established.
CoBERT (Zhong et al., 2020), an appropriate
model for selecting optimal synthetic labels from
candidates, comprises three independent BERT
models. Each BERT model separately computes
the embeddings of the inputs (persona, context,
gold label) and subsequently combines all three
embeddings into a final representation. This ap-
proach takes into account all given inputs. To fine-
tune CoBERT for our specific objective, we utilize

Persona-Chat and the official code' for adaptation.
After Rank stage, the optimal synthetic gold labels
are incorporated into Persona-Chat in Reconstitute
stage based on the context turn level.

4 Experiment

We investigated three primary components: Sketch
and Control, Rank, and the impact of Optimized
Persona-Chat. To assess the quality of synthetic
gold labels in comparison to original gold labels,
we conducted a comprehensive relative analysis.
Subsequently, we evaluated the efficacy of the
retrieval model in our validation procedure. Fi-
nally, we performed a comparative analysis of three
distinct datasets—D,, D;rc, and D;ft—utilizing
generation models: GPT-2, COMPAC, and BoB,
which are free and state-of-the-art on the bench-
mark dataset, Persona-Chat. Our evaluation to syn-
thetic labels and model responses is grounded in
well-defined criteria. Relevance A generated sen-
tence should be evaluated based on its harmony
with the predefined context. Consistency, Con-
sistency+ A generated sentence should align to
the given persona attributes. Fluency The fluency
of a sentence should evoke the feeling of convers-
ing with a human. Diversity It is essential for a
sentence to demonstrate a wide range of concepts
and vocabulary. Details of our scoring criteria are
provided in Appendix §F.

4.1 Sketch and Control Result

In this section, we explored the combined impact
of Persona Attribute Extraction (PAE) and Persona
Attribute Masking (PAM) on generating novel sen-
tences. The background skeleton establishes a sin-
gle condition, Fill-in-the-slot, which guides PAM
to focus on specific positions. Table 1 presents the
controlled outputs. We provided GPT-2 with two in-
puts, namely context, and persona+, and conducted
a series of ablation experiments by systematically
varying the presence of PAM module and types
of skeleton. Notably, PAE could mask the 'lesson'
token while taking the 'class' token into account, a
capability C-LCS lacked. This demonstrates PAE’s
ability to compensate for semantic equivalence that
heuristic rules failed to address, making it the pre-
ferred choice for the sketch process. The attributes
of the expanded persona were evident in the gener-
ated sentence even when only PAM or the skeleton
were provided as inputs. This observation validates

1https: //github.com/zhongpeixiang/PEC
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Context You like watches! I"'m commercial electrician
Persona I take dance class once a week
Gold Label | That’s funny! I take dancing lesson
so I can dance just like them
Skeleton k That’s funny! = _ dancing lesson
so I can _ just like them
Skeleton k% | That’s funny! T_ __lesson

so I can — just like them

Skeleton k That’s funny! I _ _ __
so I can _ just like them
Persona+ 1 want to learn new skills
GPT2 That’s funny! I want new skills
w/ PAM & k | I can learn just like them
E ]
wio PAM That’s funn}/. I should learn new
so I can do just like them
wio k yeah, I am trying to use new skills
w/o PAM, % | That’s sounds good !
, ]
GPT2 w/ kot That’s funn?/. I u@mt new lesson
so I can do just like them
at? | g
GPT2 w/ k That’s funny! I want ' dancing lesson

so I can do just like them

Table 1: Ablation study on Sketch and Control stage.
Bold tokens and tilted tokens indicate persona attributes
and expanded-persona attributes, respectively. The gray
color box means masking failure. k, k9%, and k are the
skeleton from LCS, C-LCS, and PAE, respectively.

BLEU BERTScore  C.Score
Uni Bi F1 Avg
Train-pairg 325 134 .6145 784
Train-pairsy, .304 .124 6113* 765"
Valid-pair,g 345 143 .6078 764
Valid-pairs,,, 310 .117 .5996 157

Table 2: Relative comparison of two pairs

the individual contributions of the sketch and con-
trol modules. Combining the skeleton and PAM
produces a synergistic effect, enhancing the overall
quality of the output. The GPT-2 model with PAM
and k incorporated expanded-persona attributes ev-
idently and generated syntactically accurate sen-
tences, indicating that the quality of synthetic gold
labels is influenced by the skeleton’s quality.

Auto Evaluation We relatively compared the
two pairs, paireg : p - GL and pairgy, : pt -
G Lgyn, by three metrics. We checked the syn-
tax similarity of the original pairs and synthetic
pairs by the BLEU (Papineni et al., 2002), which
calculates the number of overlapping n-grams be-
tween two sentences. A high BLEU score indi-
cates that the gold label has greater persona at-
tributes. Also, we calculated a semantic similarity
through BERTScore (Zhang et al., 2019) that uti-
lizes BERT encodings to estimate the cosine sim-
ilarity of two sentences. Lastly, we adopted Con-
sistency Score (Madotto et al., 2019) (C.Score),

Relevance  Consistency Fluency Diversity
Context - GL 1.88/1.85 2/191 2/1.95 1.88/1.75
Context - GLy,, 1.79/1.75% 1.88/1.83* 1.85/1.88* 1.84/1.85*%

Table 3: Comparison of connectivity (Human / GPT-4)

which measures the consistency between two sen-
tences. Specifically, we finetuned BERT on DNLI
dataset to classify the relation (Entailment, Neutral,
Contradiction) of N LI (pair) and mapped scores
(1, 0, -1) to the labels. Train/Valid samples are
33,578/2,071. C.Score is computed as:

C.score = Z map[N LI (pairt)], kelog,syn] (6)
i=1

Table 2 demonstrates that the quality of the syn-
thetic pairs closely approximates that of the original
pairs according to the metrics’ scores. Importantly,
the scores* indicate that the synthetic gold labels
effectively capture the expanded persona attributes
in terms of semantic and morphological aspects.
This finding suggests that synthetic gold labels are
suitable for being incorporated into the original
dataset and are effective for training conversational
agents.

Human and GPT-4 Evaluation = We enlisted
six expert annotators alongside GPT-4 (OpenAl,
2023) to assess the connectivity score between a
given context and both the gold label and synthetic
gold label, utilizing four well-established criteria.
The linguistic comprehension exhibited by GPT-
4 is nearing human-level proficiency. Given this
capability, it is aptly positioned to autonomously
evaluate all synthetic gold labels. We randomly
selected 600 cases for human evaluation while uti-
lizing the entire cases to conduct a comprehensive
evaluation with the GPT-4. As seen in Table 3,
The scores estimated by annotators closely align
with those attributed by GPT-4 to the entire dataset,
which strongly implies that the human evaluation
conducted through rigorous random sampling was
unbiased and demonstrated a high degree of pre-
cision. Furthermore, the scores represented with
the asterisk, encompassing the entire data spec-
trum, reveal a consistent similarity in score trends
between the original pairs and the synthetic pairs,
reinforcing the validity of our approach. As a re-
sult, The quality of synthetic gold labels closely
approximates that of the original gold labels. This
outcome supports the notion that leveraging a skele-
ton with PAM is highly effective for generating
sentences seamlessly integrating with the existing



Auto Evaluation
System

Human / GPT-4 Evaluation

PPL(GL/GL4y1) BLEU-1 BLEU-2 Dist-1 Dist-2 Cgeore Relevance Fluency Diversity C tency Consi y+

GPT2,. 14.47/19.25 1.17/1.15 1.07/1.03 0.15 0.23 046 | 1.28/135 157/159 136/1.28 1.32/1.30 -

GPTZ;Q 15.78/20.32) 1.04/0.97] 0.89/0.72) 0.17 027 042) | 1.06/1.01 1.44/137 1.46/133 1.08/0.99 1.07/1.03
GPTZZ’? 14.78 / 14.93 3.73/3.83 3.13/3.24 048 0.63 072 | 1.36/1.40 1.70/1.74 1.62/1.59 1.60/1.60 1.52/1.55
COMPAC,, 12.57/17.25 2.35/2.09 2.18/1.94 0.18 0.29 049 | 1.32/135 1.61/1.64 139/132 1.44/147 -

COMPAC;;€ 14.17/18.94 2.99/2.78 2.59/2.26 042 0.53 050 | 1.25/127 1.51/154 1537150 1.28/1.22 1.19/1.02
COMPACZ?" 13.24/13.55 4.41/4.59 4.08/4.17 0.63 0.71 074 | 1.39/141 1.71/175 1.78/1.75 1.52/1.62 1.48/1.55
BoB,. 9.57/13.83 3.21/3.07 2.87/2.36 022 0.32 0.67 | 1.33/1.33 1.60/1.63 137/133 1.52/1.54 -

BoB;rC 10.29/15.25) 3.02/2.83) 2.75/261, 022 033 0.64] | 1.26/1.23 1.51/149 139/139 1.50/1.48 1.32/1.30
BoBth 9.83/9.95 5.42/5.51 4.97/5.05 0.66 0.75 0.81 | 1.39/1.52 1.73/1.77 1.72/1.70 1.77/1.79 1.67/1.69

Table 4: Response evaluation. In PPL and BLEU, valuation basis target is both gold label and synthetic gold label.

Persona I walk dogs for a living
Context I have retired and now
spend my time as a pro gambler
Gold Label | Sounds cool! I could be your
dog walker when you’re busy
BERT (Rank 1) Shame on you! mommy
says you should not gamle.
(Rank 66) Sounds cool! I could be
your dog walker when you’re busy
CoBERT (Rank 1) Sounds cool! I could be
your dog walker when you’re busy
(Rank2) Do you like dogs and cat
How about pets?
R@]1 BERT_0.2996 / CoBERT_ 0.7928
MRR BERT_0.2314/ CoBERT_0.8178

Table 5: Rank result

dataset. Details of GPT-4 evaluation are provided
in Appendix §D.

4.2 Rank Result

We investigated whether COBERT can effectively
consider both persona and context simultaneously.
As presented in Table 5, we evaluated two mod-
els utilizing Recall@1 and Mean Reciprocal Rank
(MRR) metrics, with each example comprising 99
potential candidates and a single gold label. The
top-ranked response retrieved by BERT naturally
adheres to the preceding context. However, it is
unsuitable as a gold label, as it lacks persona at-
tributes, which doesn’t contribute to improvements
in persona consistency. Conversely, the top re-
sponse retrieved by CoBERT aligns with the gold
label, exhibiting both contextual coherence and the
inclusion of given persona attributes. Additionally,
the second retrieved response further demonstrates
CoBERT’s ability to take the given persona into
account. These findings suggest that CoBERT is
well-suited for our objective of utilizing validation.

4.3 Impact of Optimized Persona-Chat

We published Optimized Persona-Chat, denoted as
DyP*, depicted in Figure 4. This dataset retains
the context-turn level structure consistent with the

Persona : I believe that mermaids are real, I love iced tea
Persona+: [ think about the state of the oceans, I stare at the

auty of nature, I am curious

) taste something sweet, et

ge

Hi, how are you doing today?

Lam ding time with my 4 sisters what are you up to?

C%WOWV four sisters. Just watching game of thrones.

(Train
i(GL) that’s a good show I watch that while drinking iced t

Context 3 Hi, how are you doing today?

Lam ding time with my 4 sisters what are you up to?
‘Wow, four sisters. Just watching game of thrones.
that is a good show I watch that while drinking iced tea

T agree. What do you do for living?
{[rain N
i(GL) I am researching the fact that mermaids are real §

Figure 4: Optimized Persona-Chat example. The Agent
respectively learns the gold label and three synthetic
gold labels assigned to the same input.

benchmark data format. In Context 3, the under-
lined gold labels from prior contexts are preserved.
Our objective with this data configuration is to in-
corporate synthetic gold labels without disrupting
the natural conversation flow established by human
annotators. Statistics and analysis of Optimized
Persona-Chat are provided in Appendix §A, B.

Auto Evaluation We evaluated three baseline
datasets using generation models. As shown in Ta-
ble 4, we employed Perplexity and BLEU scores
to assess agent performance. Furthermore, we cal-
culated Distinct-n (Li et al., 2016a) to gauge re-
sponse diversity and C.score, consistent with Eq
(6), to measure persona consistency. We fine-tuned
GPT-2, COMPAC (Majumder et al., 2020)—a
GPT-2 variant integrated with a persona selection
model—and BoB (Song et al., 2021), a BERT-
based dialogue model incorporating unlikelihood
training. Both COMPAC and BoB were designed
to enhance response quality, with a particular focus
on persona consistency. GPT-2 and BoB models



Persona : my mom is my best friend, I have four sisters, I believe that mermaids are real, I love iced tea
Persona™: I feel happy, I want spend time with my mom, I am loyal, , etc.
Context: I really enjoy free diving, how about you, have any hobbies?
GL: I enjoy hanging with my mother. She is my best friend
GLsyn: (1) I enjoy hanging with my mother. She makes me happy
(2) I enjoy hanging with my mother. She wants to spend time with me
(3) I enjoy hanging with my mother. She wants me to be loyal for her

User: Who do you mainly hanging out?

GPT2;: I'm hanging out with my four sisters. GPTZ;C: I hang out with my dog.

GPTZZZC’t: 1 am happy to

mom, and loyal to my best friend, mom.

Table 6: Example from D;’Z.’t. GPTZI‘j?jt learns all elements, GPTZ;C lacks GL;,,,, and GPT2,,. omits GLj,,, and

Persona™.
GPT2 vs. GPT2,. GPT2), GL GLayn
Metric | win  loss | win loss | win loss | win loss
Relevance 725 20.6 | 80.4 9.2 | 447 413 | 484 476
Fluency 76.5 124 | 772 10.6 | 382 404 | 392 325
Diversity 842 72 |80.7 82 |502 424|434 407
Consistency 704 14.8 | 874 4.6 | 40.6* 454 | - -
Consistency+ 90.5 2.6 | 924 3.6 - - 43.7* 452

Table 7: Pairwise Comparisons; Percentages shown

Persona : I have a children and a dogs, I am a male, I enjoy american sports,
I work in it and have been at the same company for 15 years

User: Do you often change your job?
GPT2,,.: I do sometimes, but not often
GPTZ;r(:: Sometimes, but sometimes I don’t

GPT22": I've worked for the high tech company for 15 years, so I don’t.

‘e

Table 8: Unseen personas usage test

trained on D;“C exhibited lower scores ({) compared
to those trained on D), suggesting that using per-
sona expansion without proper alignment with gold
labels introduces noise during training. In contrast,
all agents trained on the Dj?" dataset demonstrated
superior performance across all evaluation metrics.
This finding supports the importance of synthetic
gold labels in enhancing agent response quality and
maintaining persona consistency.

Human and GPT-4 Evaluation We instructed
six annotators in conjunction with GPT-4 to eval-
uate system’s responses across 200 randomly se-
lected samples. As shown in the right portion of Ta-
ble 4, all agents trained on the Dy¥ " outperformed
those trained on other datasets across all evalua-
tion criteria. The most significant advancement
was with the Consistency+ enhancement of the
model. These findings suggest that for the effec-
tive integration of an expanded persona into the
model, a corresponding label that accurately repre-
sents the expanded concept is indispensable. Table
7 further substantiates the superiority of the Dg?"
dataset through pairwise comparisons. Notably, the
scores™ demonstrate that the responses of GPTZE?
are comparable in quality to gold labels concerning
consistency criteria.

Interaction Test We selected GPT-2 as our pri-
mary model due to its status as a universal language
model. As demonstrated in Table 6, GPTZIO)? re-
mained consistent with the expanded persona and
exhibited greater diversity and eloquence compared
to other responses. Although GPT;,FC has learned
expanded personas, it scarcely utilized the acquired
elements in generating responses, indicating that
merely expanding personas without assigned la-
bels was ineffective. We also assessed the agents’
ability to use unseen personas during user interac-
tions. In Table 8, we present personas not found
in the training data as input to the agents and pose
the question, "Do you often change your job?" to
prompt agents to respond using the gray-colored
persona. GPTZ?.% was the only agent that consis-
tently replied using the given persona. The agent
has effectively learned the expanded knowledge of
synthetic gold labels, enhancing its generalization
capabilities and adaptability in responding to unfa-
miliar situations. Synthetic gold labels also bolster
the agent’s ability to connect with the aligned per-
sona. Consequently, the agent can maintain robust
conversations even when confronted with scenarios
beyond its training experience. We are ensured that
Optimized Persona-Chat better reflects the person-
alities and characteristics of the real world.

5 Conclusion and Future Work

We proposed SLA framework consisting of four
stages to optimize Persona-Chat dataset. Sketch
and Control modules generate synthetic gold la-
bels featuring expanded attributes by minimally
editing the original gold label. Rank and Recon-
stitute modules complete Optimized Persona-Chat
by selecting and incorporating optimum synthetic
gold labels. Experimental results show that the op-
timized dataset addresses persona consistency and
response diversity challenges.



System : You are an advanced intelligent chatbot specifically developed to evaluate the content of an ANSWER
for potential ethical violations, adhering to the guidelines outlined between <InstructionStart> and <InstructionEnd>.

<InstructionStart>

1. The ANSWER must be devoid of any language or content that could be perceived as discriminatory towards

any race, religion, or gender.

2. The ANSWER must exclude content that is detrimental to humanity, such as instructions for manufacturing explosives

or information on illegal drug procurement.
<InstructionEnd>

The evaluation process is straightforward: if the ANSWER fully complies with these instructions, it should be categorized
as "Positive". Conversely, if it fails to comply, it should be categorized as "Negative", with an accompanying explanation
for the classification. For illustration, consider the following examples delineated between <ExampleStart> and <ExampleEnd>

<ExampleStart>

ANSWER:I am researching the fact that the oceans are gradually warming up, Positive
ANSWER: Asians are good at math. Women belong at home with children

Negative, due to racially discriminatory expression

ANSWER: Women belong at home with children, Negative, due to gender-discriminatory expressions

<ExampleEnd>

User : Let’s evaluate ANSWER by following the instruction guide, step by step.

Table 9: Prompt for ethical consideration of synthetic gold labels

p: I practice vegetarianism p* : T become more healthy
GL : how about, maintaining a good diet, try being a vegetarian, it helps me

k : how about, maintaining a good diet, try being a vegetarian, it helps me
G Lgyy, : how about maintaining a diet? try being a vegetarian. it helps me

kedit - how about, maintaining a good diet, try being — _, it helps me

GLi%: how about, maintaining a good diet? try being more healthy, it helps me

Table 10: Limitations of building the synthetic gold
label

6 Limitations

The quality of the skeleton plays a crucial role in
the success of our approach. If a skeleton is of low
quality, synthetic gold labels may not effectively
capture expanded-persona attributes. As observed
in Table 10, G'Ly, is identical to GL, rendering
it suboptimal as a gold label due to the absence
of expanded-persona attributes. This issue arises
when k lacks slots for incorporating attributes due
to masking failure, such as in the case of the term
vegetarian. In other words, the PAE fails to rec-
ognize a derivative like vegetarianism. We hy-
pothesize that if k had been l%edit, the expanded-
persona attribute 'more healthy' would have been
successfully integrated into l;:edit. To test this, we
conducted experiments assuming successful mask-
ing of derivatives, which led to the generation of
GLE% that reflects the expanded-persona attribute
'more healthy'. In future work, we aim to address
error cases where the skeleton has limited slots due
to constraints in detecting derivatives or characteris-
tics inherent to the original sentence. Additionally,
we plan to conduct experiments focused on per-
sona reasoning, which involves generating revised
personas from synthetic gold labels in a reverse
manner.

7 Ethics Consideration

In our research, we employed GPT-4 to assess the
ethical validity of synthetic gold labels. Utilizing
advanced prompt engineering techniques, as shown
in Table 9, along with an integrated mechanism
for filtering out harmful sentences, our goal is to
substantially reduce any ethical concerns associ-
ated with the Optimized Persona-Chat. The final
manuscript will include a comprehensive empirical
and statistical analysis of ethical considerations,
significantly enhancing the trustworthiness and re-
liability of our dataset.
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Appendix

A. Statistics We performed exploratory data anal-
ysis on Optimized Persona-Chat, as shown in Fig-
ure 5. The average length of background tokens
is 4, closely aligned with 3.5 (i.e., the difference
between the average length of gold label tokens
and persona tokens, 7 - 3.5). This observation
supports Sketch module’s accurate extraction of
persona attributes. Additionally, our analysis re-
veals that 82,509 synthetic gold labels introduce
9,936 tokens. Among these tokens, 2,937 are exclu-
sive to synthetic gold labels, suggesting that they
contribute to broadening the dataset’s knowledge.
Consequently, synthetic gold labels are applied to
approximately 78% of all dialogue samples and
around 22% of all contexts. The similar distribu-
tion shapes of synthetic gold labels (red dotted line)
and gold labels (black solid line) indicate that the
optimized dataset is well-structured and does not
compromise the original dataset’s distribution.

B. Analysis We investigated the reasons behind
the significant impact of synthetic gold labels on
Consistency improvement. The presence of back-
ground content within synthetic gold labels pro-
vides the agent with multiple training opportuni-
ties, as it has already learned this content through
gold labels. Additionally, synthetic gold labels can
evoke original attributes, given that the expanded-
persona attributes are semantically derived from the
designated persona attributes. In essence, training
the agent with synthetic gold labels that are se-
mantically inferable from the gold labels enhances
the agent’s deductive reasoning capabilities. This
insight contributes to our understanding of how syn-
thetic gold labels can effectively improve dialogue
systems, particularly in the context of consistency.
C. Preprocessing We require the triple data (a
previous single context - an gold label - a corre-
sponding persona) as SLA’s input. DNLI dataset
provides the corresponding relation between a gold
label and persona. Therefore, we jointly utilize two
types of the datasets, Persona-Chat, DNLI. First of
all, we conducted EDA on the two datasets. There
are 43,000 pairs,q (p - GL) labeled as Entailment
class in DNLI. We pivoted the 43,000 pairs and
attempted to extract a previous single context from
Persona-Chat for each pair to complete the triple
data. Through comparative analysis, we found that
DNLI did not cover all gold labels in Persona-Chat.
In other words, the 43,000 pairs,, are subset data
of Persona-Chat. This implies that we could not op-
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Figure 5: The result of EDA on Dpof.’t. The x-axis and
y-axis represent the length and count of tokens.

timize all contexts and dialogues in Persona-Chat.
Furthermore, we could only extract 11,721 triples
from the training data of DNLI, even though there
were 43,000 pairs in the training data of DNLI. The
reason for this discrepancy lies in the differences in
expression, such as abbreviations, digits, spacing
words, and punctuation marks, between the two
datasets, despite the fact that DNLI was built on
the basis of Persona-Chat. For instace, a persona
("I'm 22 years old .") and gold label ("I'm only
22 so I wouldn’t know .") are in Persona-chat, but
the same persona ("I am twenty two years old")
and gold label ("I am only twenty two so I would
not know) are in DNLI. To tackle these limitations,
we preprocessed the sentences by applying various
heuristic rules. We utilized Porter Stemmer and
WordNetLemmatizer to capture equivalent stem-
ming expressions, and num2word, and our cus-
tomized functions to capture equivalent semantic
expression. Detail implementations are provided in
preprocess.py in our enveloped code. We narrowed
the expression gap between the two datasets by
heuristic preprocesses that unify noncorresponding
expressions. As a result, we could obtain 33,578
triples (11,721 + 21,857), which increased the train-
ing data optimization ratio.

D. GPT-4 Evaluation

Prompt Engineering To assess the caliber and
ethical alignment of synthetic labels, meticulous
prompt-engineering tailored to the task is indispens-
able. As shown in Figure 6, we calibrate GPT-4’s



[Prompt for Quality of Synthetic Gold Label]

System — Assistant is an intelligent chatbot designed to evaluate ANSWER quality as following the below instruction
marked between <InstructionStart> and <InstructionEnd>. You(Assistant) are given the triple pairs-consisting of PERSONA,
CONTEXT, and ANSWER, marked between <InputStart> and <InputEnd>. PERSONA is a sentence that expresses the
personality or characteristics of a A person. CONTEXT is a cumulative conversation between A person and B person.
ANSWER is A’s response to CONTEXT, and contains the attributes of PERSONA

<InstructionStart>

1. Evaluation criteria are Relevance, Consistency, Fluency and Diversity.
2. Evaluate the ANSWER based on the four criteria and express evaluation results as integer scores between 0 and 2

respectively.
### Relevance Guide of Sentence ###

ANSWER should be evaluated on its harmony with the given CONTEXT. A score of 2 is awarded if ANSWER aligns
seamlessly with CONTEXT, while a score of 1 is given if ANSWER merely represents a transition in the chat subject.
ANSWER that contrasts with CONTEXT receives a score of 0.

### Consistency Guide of Sentence ###

ANSWER should be evaluated on its consistency with the given PERSONA. ANSWER that fully aligns with the given
PERSONA's attributes receives a score of 2. ANSWER unrelated or exhibits minor conflicts with PERSONA is assigned a
score of 1. ANSWER that notably deviates from the PERSONA's attributes is given a score of 0.

### Fluency Guide of Sentence ###

ANSWER should evoke the feeling of conversing with humans. Fluent and elegant ANSWER are awarded a score of 2,
while reasonable but monotonous ANSWER receive a score of 1. ANSWER that is difficult to understand is scored 0.

### Diversity Guide of Sentence ###

The ANSWER should encompass various concepts and words. A score of 2 is given for ANSWER that displays adequate
diversity, while ANSWER those with simpler words receive a score of 1. ANSWER that consists of a short response is

assigned a score of 0.

<InstructionEnd>

<InputStart>

PERSONA: | think about the states of the ocean.
CONTEXT: What do you do for a living?

ANSWER: | am researching the fact that the oceans are gradually warming up

<InputEnd>

Result : Relevance : 2 / Consistency : 2/ Fluency : 2 / Diversity : 2

<InputStart>

PERSONA: | believe that mermaids are real

CONTEXT: What do you do for a living?

ANSWER: | am researching the fact that mermaids are real
<InputEnd>

Result : Relevance : 2 / Consistency : 1/ Fluency : 2 / Diversity : 2

User - Let’s evaluate ANSWER by following the instruction guide, step by step.

Figure 6: Prompt for quality of synthetic gold labels

functional perspective by employing role prompt-
ing. Moreover, structure prompting, facilitated by
an array of specialized tokens, like <Instruction-
Start>, refines the model’s understanding of the ref-
erences. The integration of distinctive indicators,
like ###, underscores the precision with which we
can guide the model to execute intricate instruc-
tions.

Synthetic Gold Label Quality Utilizing GPT-4,
we embarked on an evaluation of the quality of
synthetic labels. Given GPT-4’s linguistic compre-
hension, which is nearing human-level proficiency,
it is a robust tool for the autonomous assessment
of Synthetic Labels within the Optimized Persona-
Chat. When the prompt delineated in Figure 6 is
fed into GPT-4, it assesses synthetic labels against
four pivotal criteria: Relevance, Consistency, Flu-
ency, and Diversity. This systematic approach not
only gauges how closely synthetic gold labels em-
ulate human-crafted gold labels in terms of Con-
sistency and Fluency but also evaluates their align-
ment with the extant dataset (Relevance) and their
potential to broaden the knowledge spectrum of the
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current dataset (Diversity).

E. Implementation Details SLA framework is
implemented by Pytorch?. All models are trained
on single RTX 3090 GPU. We apply early-stopping
to select the best model on each module. Sketch
module is based on bert-base-uncased®. We set
a batch size 8 and a loss function is weighted
cross-entropy of A 0.8 to mitigate the data unbal-
ance problem between slot tokens and background-
sekeleton tokens. Control module is based on gpt2-
medium* with the official code of PPLM?. We set
a temperature parameter 7 0.5 and batch size 64.
Rank module is based on the bert-base-uncased
with batch size 16.

F. Evaluation Criteria

Relevance A generated sentence should be eval-
uated based on its harmony with the predefined
context. A score of 2 is awarded if the sentence
aligns seamlessly with the context, while a score

Zhttps
3https
*https
5https

://pytorch.org/
://huggingface.co/bert-base-uncased
://huggingface.co/gpt2-medium
://github.com/uber-research/PPLM
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of 1 is given if the output merely represents a tran-
sition in the chat subject. Sentences that contrast
with the context receive a score of 0. The original
dataset may contain examples with a Relevance
score below 2 due to topic transitions.
Consistency, Consistency+ Consistency to the
persona and expanded persona(+) is crucial. Sen-
tences that fully align with the given persona re-
ceive a score of 2. Those unrelated or exhibit minor
conflicts with the persona are assigned a score of
1. Outputs that notably deviate from the persona
attributes are given a score of 0.

Fluency The fluency of a sentence should evoke
the feeling of conversing with a human. Fluent and
elegant sentences are awarded a score of 2, while
reasonable but monotonous outputs receive a score
of 1. Sentences that are difficult to comprehend are
scored 0.

Diversity The diversity of a sentence should en-
compass various concepts and words. A score of
2 is given for sentences that display adequate di-
versity, while those with simpler words receive a
score of 1. Outputs that consist of short answers
are assigned a score of 0.
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