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Abstract
This position paper argues that foundational
models must be engineered during pretraining
to develop inherent resistance to harmful fine-
tuning, rather than relying on post-training in-
terventions or inference-time guardrails. Recent
works have shown that even minimal adversar-
ial data can readily compromise safety alignment
in state-of-the-art models at remarkably low cost.
We propose an integrated approach combin-
ing loss landscape engineering, self-destructing
model techniques, and constrained optimiza-
tion to create models that naturally resist harm-
ful adaptations while preserving beneficial fine-
tuning capabilities. By proactively addressing
this vulnerability through pretraining interven-
tions rather than reactive measures, we can en-
hance the safety and trustworthiness of AI sys-
tems as they continue to advance in capabilities.

1. Introduction
Foundational models are advancing rapidly, showing ex-
ceptional capabilities in multiple fields. However, their sus-
ceptibility to harm fine-tuning poses a major security risk.

Foundational models must be engineered dur-
ing pretraining to develop inherent resistance
to harmful fine-tuning, rather than relying on
post-training interventions or inference-time
guardrails.

The range of induced harmful behaviors is broad, includ-
ing malware generation, hate speech, and instructions for
dangerous activities (AI Safety Group, 2025). As model
capabilities improve with scale, they can become more dif-
ficult to defend and more powerful when operated with
malicious intent (Halawi et al., 2024). Recent works (Qi
et al., 2023; Zhan et al., 2023) have shown the ease with
which safety mechanisms in foundational models can be
compromised through fine-tuning. This vulnerability exists
for both open-source models and closed-access models that

offer fine-tuning APIs. Even fine-tuning with seemingly
benign datasets, intended to improve a model’s responsive-
ness, can inadvertently degrade safety guardrails (Qi et al.,
2023). The current safety paradigm fails to address the vul-
nerability at a fundamental level. This creates a tension be-
tween model adaptability and safety that cannot be resolved
through post-training measures alone (Halawi et al., 2024).

Current safety mechanisms mainly focus on integrating
safety rules within pretrained models to constrain model
behavior during inference (Bai et al., 2022b; Wang et al.,
2024). These inference-time guardrails, although benefi-
cial, can be easily bypassed by fine-tuning. Additionally,
moderation systems designed to filter out harmful content
during fine-tuning can be bypassed using adversarial tech-
niques (Wallace et al., 2019). The problem lies in the re-
active nature of current approaches, that treat safety as an
add-on property rather than an inherent characteristic of
the model. By shaping the loss landscape during pretrain-
ing, we can build models that resist harmful adaptations
by design, while remaining open to beneficial fine-tuning,
addressing vulnerabilities at their root rather than apply-
ing post hoc fixes. In this position paper, we argue for
pretraining-time interventions as the most effective path to
safety. We critique current approaches, present an inte-
grated framework combining loss landscape engineering,
self-destructing models, and constrained optimization, and
address potential criticisms, outlining key directions for fu-
ture research in building inherently safe foundation models.

2. Safety: Pretraining vs Post-training
We begin by presenting our views on first alternative per-
spective to our position: Safety through post-training inter-
ventions. Section 2.1 begins by examining and critiquing
the current paradigm of post-training interventions for AI
safety. Section 2.2 presents initial research that demon-
strates improved safety through pretraining techniques.

2.1. Existing Safety Methods and Limitations

The AI safety community has explored various strate-
gies to mitigate risks from foundation models, including
inference-time guardrails like constitutional AI (Bai et al.,
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2022b), data filtering, and safety-specific continued pre-
training. While these methods can block obvious misuse,
they mostly operate at the output level and are vulnerable to
fine-tuning attacks. Qi et al. (2023) has shown that just 15
targeted examples can override safety guardrails. Content
filters may miss subtle or novel forms of harmful content.
Adversarial techniques can generate training examples that
appear benign to filtering systems while still inducing
harmful behaviors when used for fine-tuning (Huang et al.,
2025). Post-training safety measures like continued pre-
training on safety data and RLHF (Bai et al., 2022a) aim to
align models with human values but often trade off adapt-
ability for safety. Despite their complexity, these methods
remain vulnerable to fine-tuning attacks (Zhan et al., 2023),
failing to address the core issue: the model’s parameter
space remains open to harmful adaptation.

As noted in Marcus et al. (2020), ”current filtering ap-
proaches operate on a blacklist principle, making them in-
herently reactive and unable to anticipate novel forms of
harmful content”. The core issue is that post-training safety
measures operate on top of a foundation that is still adapt-
able. They attempt to constrain model outputs without ad-
dressing the underlying sensitivity of the parameter space
to harmful adaptation. As AI systems become more pow-
erful and widely deployed, this vulnerability becomes in-
creasingly critical to address at a fundamental level (Halawi
et al., 2024).This represents a limitation of current safety
approaches that can only be overcome through interven-
tions during the pretraining phase (Cao et al., 2023).

2.2. Early Evidence for Pretraining Interventions

Recent works like self-destructing models (Henderson
et al., 2023) address safety during the pretraining phase
by creating inherent resistance to certain adaptations while
preserving beneficial capabilities. They are designed to
function normally for intended applications while strate-
gically ”self-destructing” when attempts are made to adapt
them for harmful purposes (Henderson et al., 2023). More-
over, Peng et al. (2024) has identified ”safety basins”
- parameter regions where random perturbations main-
tain alignment, demonstrating inherent safety preserva-
tion mechanisms in pretrained models. This is supported
by recent literature suggesting that, analyzing loss land-
scapes and optimization trajectories can provide insights
into why pretraining-then-fine-tuning paradigms improve
performance and generalization capability across different
tasks (Hao et al., 2019). Mehta et al. (2021) has shown that
pretrained weights appear to ease forgetting by leading to
wider minima in the loss landscape, suggesting that careful
pretraining can create more robust model. Recent work on
pretraining poisoning offers additional evidence on the im-
portance of the pretraining phase for model safety. Zhang
et al. (2024) has shown that even minimal poisoning dur-

ing pretraining (< 0.1% of the data) can persist after mod-
els are fine-tuned as helpful and harmless chatbots. These
findings collectively indicate that incorporating safety mea-
sures during pretraining lead to a more fundamental safety
understanding as compared to post-training strategies. By
shaping the very terrain of the parameter space, pretraining-
based approaches can create models that naturally resist
harmful adaptations while remaining receptive to benefi-
cial fine-tuning.

3. Proposal
We propose a proactive approach to model safety by shap-
ing the loss landscape during pretraining. The aim is to
incorporate safety properties directly into the model so
that they persist even after fine-tuning. We build on ideas
from loss landscape geometry, adversarial training, meta-
learning, and constrained optimization to propose a frame-
work for training conditionally tamper-resistant models.

3.1. Motivation: Self-Destructing Models

Our proposal is motivated by the concept of self-
destructing models, which are designed to resist adaptation
for harmful purposes while remaining effective for benefi-
cial applications. The core insight is that by engineering
the loss landscape during pretraining, we can create mod-
els that are conditionally tamper-resistant. This approach
addresses several limitations of current safety methods:

1. Persistence under fine-tuning: Unlike inference-
time guardrails that can be easily bypassed through
fine-tuning, tamper-resistant models preserve their
safety properties when their parameters are modified.

2. Proactive rather than reactive: Instead of filtering
out harmful content during inference, this approach
proactively prevents harmful model adaptation.

3. Reduced arms race dynamics: Integrating resistance
within the model reduces the arms race between safety
mechanisms and techniques to circumvent them.

4. Compatibility with open-source deployment: Re-
sulting models can be safely released as open-source,
as their resistance to harmful adaptation is inherent.

Instead of creating models that resist all forms of adapta-
tion, which would limit their usefulness, we propose creat-
ing models that selectively resist harmful adaptations while
remaining receptive to beneficial ones. This selective resis-
tance can be achieved by engineering the loss landscape
during pretraining, creating a foundation for AI systems
that are inherently safer by design while maintaining their
flexibility for beneficial applications.
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3.2. Core Idea: Conditional Tamper Resistance

We propose a framework for creating conditionally tamper-
resistant pretrained models by engineering the loss land-
scape. This framework integrates several complementary
approaches to work in unison to build models with condi-
tional tamper resistance.

Loss landscape engineering: We propose creating high-
energy barriers around harmful regions of the parameter
space, making them difficult to reach through standard op-
timization processes, resulting in increased difficulty for
harmful fine-tuning. Sharpness-aware minimization prin-
ciple (Foret et al., 2020) is one example, where loss land-
scape is engineered to improve generalization.

Self-destructing model techniques: Building on the work
of Henderson et al. (2023), we propose incorporating self-
destructing mechanisms that activate when attempts are
made to adapt the model for harmful purposes. These
mechanisms leverage meta-learning and adversarial train-
ing to create models that resist specific types of adaptations.

Constrained optimization: By incorporating safety con-
straints directly into the optimization process during pre-
training, we can create models that naturally gravitate to-
ward safe regions of the parameter space.

The key innovation in our proposal is the integration of
these approaches to create models that are conditionally
tamper-resistant. In contrast to earlier work, which focuses
on either post-training safety measures or complete resis-
tance to adaptation, our approach proposes to create mod-
els that selectively resist harmful adaptations while remain-
ing receptive to beneficial ones. Huang et al. (2024) has
demonstrated progress in this direction, showing that atten-
uating harmful perturbation over model weights can help
create models that resist harmful fine-tuning while main-
taining performance on beneficial downstream tasks. The
resulting models would be safe to release as open-source,
as their resistance to harmful adaptation is integrated within
their parameters. Our proposal addresses a critical chal-
lenge in AI safety: how to balance the benefits of open-
source development with the risks of misuse.

3.3. Approaches and Foundations

i) Existing methods Several existing methods provide
foundations for creating conditionally tamper-resistant
models through loss landscape engineering. Meta-
Learned Adversarial Censoring (MLAC), introduced
by Henderson et al. (2023), using both meta-learning and
adversarial learning, demonstrated that MLAC could pre-
vent a BERT-style model from being repurposed for gender
identification (the harmful task in this context) while pre-
serving its ability to perform profession classification (the
desirable task). Tamper-Resistant Safeguards (TAR) cre-

ates models that actively resist modification of their safety
properties. TAR incorporates adversarial training and
specialized loss functions to create high-energy barriers
around harmful regions of the parameter space (Tamirisa
et al., 2024). Safety pretraining as proposed by Maini
et al. (2025) has demonstrated that interventions during
pretraining can create models with inherent resistance to
harmful fine-tuning across a wide range of potential attack
scenarios.

ii) Connection to loss landscapes The connection be-
tween these approaches and loss landscape engineering is
significant. Loss landscapes in neural networks can be
visualized as high-dimensional terrains with valleys (lo-
cal minima), ridges, and plateaus (Li et al., 2018). The
shape of this terrain determines how easily a model can be
adapted for different purposes through fine-tuning. When
models are fine-tuned from pretrained weights, they tend
to stay in the same basin in the loss landscape and stay
close in parameter space (Neyshabur et al., 2020). Self-
destructing models can exploit this property by creating
basins that are difficult to escape when attempting certain
adaptations but conducive to desired tasks. High-energy
barriers represent regions of higher loss that separate dif-
ferent basins in the loss landscape. By creating such bar-
riers around harmful regions of the parameter space, we
can make it difficult for fine-tuning to adapt the model
for harmful purposes. Tamirisa et al. (2024) has demon-
strated that carefully designed loss landscape barriers can
create models with selective resistance to harmful adapta-
tions while maintaining full receptivity to beneficial fine-
tuning. Their work provides empirical evidence for the
effectiveness of this approach, showing that models with
engineered loss landscapes can maintain safety properties
even after extensive fine-tuning attempts specifically de-
signed to compromise them.

3.4. Open Research Questions

We identify five research directions that define a compre-
hensive agenda for safe model deployment. Progress on
these fronts will not only clarify what is possible in tam-
per resistance but also provide the theoretical grounding
needed to design, evaluate, and trust AI systems.

1. Quantifying Minimal Units of Tamper Resistance
a) What is the smallest parameter-space perturbation
that reliably blocks harmful adaptation?
b) How do geometric invariants (e.g., curvature, con-
nectivity) of loss basins relate to empirical measures
of resistance?

2. Identifying Geometric Signatures of Unsafe Adap-
tation
a) Are there universal geometric features that distin-
guish safe adaptation paths from unsafe ones?
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b) Can metastable loss landscape regions serve as in-
dicators of vulnerability to harmful fine-tuning?

3. Understanding Temporal Causality in Landscape
Interventions
a) Is there a critical window during training when in-
terventions have the most impact on safety?
b) Does early intervention (e.g., initialization) create
more stable resistance than late-stage regularization?

4. Forming Scaling Laws for Landscape Engineering
a) How does tamper resistance scale with model size,
depth, or capacity?
b) What role does the intrinsic dimensionality of solu-
tion manifolds play in constraining landscape shaping
techniques?

5. Establishing Theoretical Limits
a) Can we use the complexity of harmful tasks to esti-
mate difficulty to build resistance into the model?
b) Is there a principle balancing precision in task
preservation vs. harmful adaptation blocking?

These questions aim to advance loss landscape engineering
from preliminary studies to scientific discipline, laying the
theoretical groundwork for tamper-resistant AI systems.

4. Alternate views
We contrast our proposal with alternative perspectives and
critiques, as well as respond to these concerns. Section 2.1
presents a detailed overview of why post-training align-
ment is not sufficient. Here, we present other alternatives
along with our responses to their limitations.

4.1. Runtime Monitoring and Intervention

Criticism: Runtime monitoring detects and blocks harm-
ful model use by inspecting inputs and outputs, acting in-
dependently of the model.

Response: While valuable, such systems are reactive, can
be bypassed by adversarial inputs, and introduce latency.
They also don’t mitigate risks from harmful fine-tuning. A
robust safety approach combines runtime monitoring with
inherently safer models.

4.2. Access Controls and Deployment Restrictions

Criticism: Restricting model access and deployment can
prevent misuse by limiting who can fine-tune or operate
powerful models.

Response: Such restrictions trade off safety for openness.
As compute becomes more accessible and open-source
models proliferate, safety must be ensured at the model
level. Incorporating safeguards during pretraining enables
open release without compromising safety. Tamirisa et al.
(2024) offers a technical solution that can preserve safety

even with full weight access.

4.3. Computational Cost and Complexity

Criticism: Engineering loss landscapes during pretraining
increases computational demands.

Response: Though more costly upfront, safer pretrain-
ing reduces long-term risks and the ongoing burden of
post-deployment safety measures. As methods mature,
efficiency will improve, broadening access. Once pre-
trained, these models can serve as safe, reusable founda-
tions—lowering the barrier for smaller organizations with-
out sacrificing safety.

4.4. Potential Reduction in Model Capabilities

Criticism: Constraining models via loss landscape engi-
neering may limit their ability to adapt to useful, unfore-
seen tasks.

Response: Our goal is selective, not absolute resistance,
i.e. targeting harmful adaptations while preserving benefi-
cial flexibility. Empirical results (Henderson et al., 2023;
Tamirisa et al., 2024; Maini et al., 2025) show this balance
is achievable with minimal trade-offs. As techniques im-
prove, we expect even finer control over adaptation, ensur-
ing safety without sacrificing utility.

5. Conclusion
We argue that foundational models should be made inher-
ently resistant to harmful fine-tuning by engineering safety
during pretraining, rather than relying on post-training fixes
or run-time guardrails. Current approaches leave models
vulnerable due to their flexibility to adapt. By shaping
the loss landscape during pretraining, we can create mod-
els that resist malicious adaptations while retaining bene-
ficial ones. Our framework combines loss landscape en-
gineering, self-destructing models, and constrained opti-
mization to build conditionally tamper-resistant systems.
We outline key open research questions to advance this di-
rection. Although we recognize the criticisms, we believe
that pretraining-based safety offers the most robust defense
against misuse. By integrating safety measures within the
foundations of AI systems, we can ensure that these pow-
erful systems benefit humans while minimizing potential
harms. We strongly urge the research community to invest
in this proactive approach.
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