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Abstract

Continual learning (CL) is designed to learn new tasks while preserving existing
knowledge. Replaying samples from earlier tasks has proven to be an effective
method to mitigate the forgetting of previously acquired knowledge. However, the
current research on the training efficiency of rehearsal-based methods is insufficient,
which limits the practical application of CL systems in resource-limited scenarios.
The human visual system (HVS) exhibits varying sensitivities to different frequency
components, enabling the efficient elimination of visually redundant information.
Inspired by HVS, we propose a novel framework called Continual Learning in
the Frequency Domain (CLFD). To our knowledge, this is the first study to uti-
lize frequency domain features to enhance the performance and efficiency of CL
training on edge devices. For the input features of the feature extractor, CLFD
employs wavelet transform to map the original input image into the frequency
domain, thereby effectively reducing the size of input feature maps. Regarding the
output features of the feature extractor, CLFD selectively utilizes output features for
distinct classes for classification, thereby balancing the reusability and interference
of output features based on the frequency domain similarity of the classes across
various tasks. Optimizing only the input and output features of the feature extractor
allows for seamless integration of CLFD with various rehearsal-based methods.
Extensive experiments conducted in both cloud and edge environments demon-
strate that CLFD consistently improves the performance of state-of-the-art (SOTA)
methods in both precision and training efficiency. Specifically, CLFD can increase
the accuracy of the SOTA CL method by up to 6.83% and reduce the training time
by 2.6x. Code is available at https://github.com/EMLS-ICTCAS/CLFD.git

1 Introduction

Continual learning (CL) enables machine learning models to adjust to new data while preserving
previous knowledge in dynamic environments [25]. Traditional training methods often underperform
in CL because the adjustments to the parameters prioritize new information over old information,
leading to what is commonly known as catastrophic forgetting [36]]. While recent CL methods
primarily concentrate on addressing the issue of forgetting, it is imperative to also consider learning
efficiency when implementing CL applications on edge devices with constrained resources [37} 31],
such as the NVIDIA Jetson Orin NX.

To mitigate catastrophic forgetting, a wide range of methods have been employed: regularization-
based methods [49, 42, |30L |11} |3|] constrain updates to essential parameters, minimizing the drift in
network parameters that are crucial for addressing previous tasks; architecture-based methods [14} 24|
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35),145,|52]| allocate distinct parameters for each task or incorporate additional network components
upon the arrival of new tasks to decouple task-specific knowledge; and rehearsal-based methods [2, 6l
8l |12, [10] effectively prevent forgetting by maintaining an episodic memory buffer and continuously
replaying samples from previous tasks. Among these methods, rehearsal-based methods have been
proven to be the most effective in mitigating catastrophic forgetting |6]. However, when the buffer
size is constrained by memory limitations (e.g., on edge devices), accurately approximating the joint
distribution using limited samples becomes challenging. Moreover, rehearsal-based methods often
require frequent data retrieval from buffers. This process significantly increases both computational
demands and memory usage, consequently limiting the practical application of rehearsal-based
methods in resource-constrained environments.

By reducing the size of the input image, both the training FLOPs and peak memory usage can
be significantly decreased, thereby enhancing the training efficiency of rehearsal-based methods.
Concurrently, this method allows rehearsal-based methods to store more samples within the same
buffer. However, directly downsampling the input image can significantly degrade the model’s
performance due to information loss. Owing to the natural smoothness of images, the human visual
system (HVS) exhibits greater sensitivity to low-frequency components than to high-frequency
components [48,|34]], enabling the efficient elimination of visually redundant information. Inspired
by HVS, we transfer the CL methods from the spatial domain to the frequency domain and reduce
the size of input feature maps in the frequency domain. Several studies [48] |15} 13]] have focused on
accelerating model training in the frequency domain. However, two primary limitations hinder their
direct application to CL: (1) These studies utilize Discrete Cosine Transform (DCT) to map images
into the frequency domain, resulting in a complete loss of spatial information, which prevents the use
of data augmentation techniques in rehearsal-based methods. (2) These studies introduce a significant
number of cross-task learnable parameters, consequently increasing the risk of catastrophic forgetting.

To this end, we propose a novel [
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to transform the original RGB im- Figure 1: Left: Overview of CLFD. CLFD consists of two
age input into the frequency domain, components: Frequency Domain Feature Encoder (FFE) and
thereby preserving both the frequency Class-aware Frequency Domain Feature Selection (CFFS).
domain and spatial domain features Right: On the NVIDIA Jetson Orin NX edge device, CLFD
of the image, which facilitates data demonstrates a notable enhancement in both accuracy and
augmentation. Furthermore, acknowl- efficiency compared to ER [4] on the split CIFAR-10 dataset.
edging that distinct tasks exhibit vary-

ing sensitivities to different frequency components, we propose the CFFS method to balance the
reusability and interference of frequency domain features. CFFS calculates the frequency domain
similarity between inputs across different classes and selects distinct frequency domain features for
classification. This method promotes the use of analogous frequency domain features for catego-
rizing semantically similar inputs while concurrently striving to diminish the overlap of frequency
domain features among inputs with divergent semantics. Our framework avoids introducing any
cross-task learnable parameters, thereby reducing the risk of catastrophic forgetting. Simultaneously,
by optimizing only the input and output features of the feature extractor, it facilitates the seamless
integration of CLFD with various rehearsal-based methods. Figure[T] (right) demonstrates that CLFD
significantly improves both the training efficiency and accuracy of rehearsal-based methods when
implemented on the edge device.

In summary, our contributions are as follows:

* We propose the CLFD, a novel framework designed to improve the efficiency of CL. This framework
enhances the training by mapping input features in the frequency domain and compressing these
frequency domain features. To the best of our knowledge, this study represents the first attempt to



utilize frequency domain features to enhance the performance and the efficiency of CL on edge
devices.

» CLFD stores and replays encoded feature maps instead of original images, thereby enhancing
the efficiency of storage resource utilization. Concurrently, CLFD minimizes interference among
frequency domain features, significantly boosting the performance of rehearsal-based methods
across all benchmark datasets. These improvements can increase accuracy by up to 6.83% compared
to the SOTA methods.

* We evaluate the CLFD framework on an actual edge device, showcasing its practical feasibility.
The results indicate that our framework can achieve up to a 2.6 X improvement in training speed
and a 3.0x reduction in peak memory usage.

2 Related Work

2.1 Continual Learning

The current CL methods can be categorized into three primary types: Regularization-based meth-
ods [42] 30, |11} 22} 23]] limit updates to key parameters to minimize drift in network parameters
essential for previous tasks. Architecture-based methods [|14} 24} 35,145/ |52]] assign distinct param-
eters to each task or add network components for new tasks to decouple task-specific knowledge.
Rehearsal-based methods [2, (6, |8, |12} |10] mitigate forgetting by maintaining an episodic memory
buffer and continuously replaying samples from previous tasks to approximate the joint distribution
of tasks during training. Among these, our framework focuses on rehearsal-based methods, as these
methods are acknowledged as the most effective in mitigating catastrophic forgetting [6]]. ER [38]]
enhances CL by integrating training samples from both the current and previous tasks. Expanding
upon this concept, DER++ [6]] enhances the learning process by retaining previous model output
logits and utilizing a consistency loss during the model update. ER-ACE [7|] safeguards learned repre-
sentations and minimizes drastic adjustments required for adapting to new tasks, thereby mitigating
catastrophic forgetting. Moreover, CLS-ER [4] mimics the interaction between rapid and prolonged
learning processes by maintaining two supplementary semantic memories.

A limited number of works explore training efficiency in CL [46, |27, [16]. Among these methods,
SparCL [46] reduces the FLOPs required for model training through the implementation of dynamic
weight and gradient masks, along with selective sampling of crucial data. These methods accelerate
the training process through pruning and sparse training. Nevertheless, our framework enhances
efficiency by reducing the size of the input feature map, which is an orthogonal optimization to
pruning.

2.2 Frequency domain learning

Some studies [48L|15} |18, [21]] utilize DCT to map images into the frequency domain and enhance the
inference speed of the models. However, these methods are not conducive to enhancing rehearsal-
based methods. Previous research [6] indicates that data augmentation can significantly boost the
performance of rehearsal-based methods. Nevertheless, utilizing DCT results in a total loss of spatial
information, thereby restricting the application of data augmentation. Other studies [29,|33}/32, 47,
17,|13]] employ DWT to improve the classification performance of models. While wavelet transform
effectively preserves the spatial features of images, these methods are not well-suited for CL due to
the substantial increase in learnable parameters they introduce. In CL, this proliferation of parameters
significantly raises the risk of catastrophic forgetting across tasks. MgSvf [51]] utilizes the frequency
domain in the context of CL, focusing on the influence of different frequency components on model
performance. In contrast, our framework delves into the differences in redundancy between the
spatial and frequency domains. Compared to the spatial domain, CL in the frequency domain can
more effectively remove redundant information from images, thereby improving the efficiency of CL.

3 Method

Our method, called Continual Learning in the Frequency Domain, is a unified framework that
integrates two components: the Frequency Domain Feature Encoder, which transforms the initial
RGB image inputs into the wavelet domain, and the Class-aware Frequency Domain Feature Selection,
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Figure 2: Illustration of the CLFD workflow. Initially, the original RGB image input is transformed
into the wavelet domain through a Frequency Domain Feature Encoder. Subsequently, the feature
extractor extracts the frequency domain features of these input feature maps. We propose a Class-
aware Frequency Domain Feature Selection to selectively utilize specific frequency domain features,
which are then inputted into the classifier for subsequent classification.

which balances the reusability and interference of frequency domain features. The entire framework
is illustrated in Figure[2]

3.1 Problem Setting

The problem of CL involves sequentially learning 7" tasks from a dataset, where in each task ¢

corresponds to a training set D! = (z;, yl)i\[:t1 Each task is characterized by a task-specific data
distribution represented by the pairs (;, y; ). To improve knowledge retention from previous tasks,

we employ a fixed-size memory buffer, M = (z;, yi)iB:l, which stores data from tasks encountered
earlier. Given the inherent limitations in CL, the model’s storage capacity for past experiences is
finite, thus B < N;. To address this constraint, we utilize reservoir sampling [44]] to efficiently
manage the memory buffer. In the simplest testing configuration, we assume that the identity of each
upcoming test instance is known, a scenario defined as Task Incremental Learning (Task-IL). If the
class subset of each sample remains unidentified during CL inference, the situation escalates to a
more complex Class Incremental Learning (Class-IL) setting. This research primarily focuses on
the more intricate Class-IL setting, while the performance of Task-IL is used solely for comparative
analysis.

3.2 Discrete Wavelet Transform

DWT offers effective signal representation in both spatial and frequency domains [28]], facilitating the
reduction of input feature size. Compared with the DWT, DCT coefficients predominantly capture the
global information of an image, but they fail to preserve the spatial continuity that is typical in normal
images. In DCT, local spatial information is mixed, resulting in a loss of distinct local features. In
contrast, DWT effectively integrates both spatial and frequency domain information, maintaining
a balance between the two. Furthermore, the DWT method can be seamlessly integrated with data
augmentation techniques in rehearsal-based methods, enhancing its applicability and effectiveness.

For 2D signal X € RV >N The signal after DWT can be represented as:

, L roorr [ LXIT LXHT ][ Xu | X
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where L and H represent the low-frequency and high-frequency filters of orthogonal wavelets,
respectively. These filters are truncated to the size of L;J x N. The term Xj; refers to the
low-frequency component, while X;;, X1, Xpp, represents the high-frequency components. We



select the Haar wavelet as the basis for the wavelet transform because of its superior computational
efficiency [28]], which is well-suited for our tasks.

3.3 Frequency Domain Feature Encoder

Previous methods [29, 47, [28] typically
1 ¢ 1x1Conv | low-frequency
discarded high-frequency components Xy features
Xin, Xni, Xpn and retained low-frequency ,'r:g“: DWT
component X;;. However, focusing solely on ! Xg Xin| | 1x1Conv global
low-frequency component leaves many poten- features
tially useful frequency components unexplored. X
L f t the olobal 1x1ConV [high-frequency
ow-frequency component compress the globa X > features
topological information of an image at various bl

levels, while high-frequency components . . )
reveal the image’s structure and texture [20]. Figure 3: The Utilization of DWT in FFE.
Therefore, we employ three 1x1 point convolutions to integrate various frequency components.
As shown in Figure 3] we use a 1 x1 point convolution to merge low-frequency component X;; to
obtain low-frequency features, another one to merge high-frequency components X;, Xy, Xpp
to obtain high-frequency features, and a final one to merge all frequency components to obtain
global features. These three merged features compose the input feature maps. By utilizing both low
and high-frequency components in CL, we can better prevent the loss of critical information while
reducing input feature size. Since each merged feature’s width and height are half of the original
image, another advantage of working in the frequency domain is that the spatial size of the original
image (H x W x 3) is reduced by half in both width and height (H/2 x W/2 x 3) after FFE. With the
reduced spatial size, the computational load and peak memory requirements of CL models decrease.
Moreover, the reduction in spatial size means that more replay samples can be stored under the same
storage resources, while also reducing the bandwidth required for accessing data. However, setting
a specific frequency domain feature encoder for each task may result in significant catastrophic
forgetting. Therefore, we freeze the FFE at the end of the first task’s training.

3.4 Class-aware Frequency Domain Feature Selection

Considering that tasks are predominantly sensitive to specific frequency domain features extracted
by a feature extractor, different tasks prioritize distinct frequency domain features. To this end, we
propose the CFFS, designed to manage the issue of overlap in frequency domain features among
samples from different classes. This method promotes comparable classes to utilize similar frequency
domain features for classification, while also ensuring that samples from dissimilar classes employ
divergent features. Consequently, this method reduces interference among various tasks and mitigates
overfitting issues. For specific classes, we select a predetermined number of frequency domain
features based on the absolute values of these features. Subsequently, unselected features are masked
to prevent their interference in the classification process. We utilize a counter F € RE*¥ to track
the number of selections for each frequency domain feature among samples associated with a specific
class. NV and C denote the dimensions and the classes of frequency domain features, respectively.
We utilize cosine similarity to evaluate the frequency domain similarity between two class samples.
To decrease computational complexity, only low-frequency component X; is utilized for calculating
cosine similarity. The similarity between class ¢ and class j is expressed as follows:
AL
- . 2

5 = & 181 @
The value of cosine similarity is determined solely by the direction of the features, regardless of their
magnitude. Consequently, f; represents the sum of the low-frequency component of samples in class
1. We then select the class that exhibits the greatest similarity and the class that displays the least
similarity to the current class:

yi = argmax Sy y; = argmin Sy, 3)

i€{l,....K} i€{l,....K}

where K represents the total number of classes in the preceding task. Several studies [39, 43| employ
Heterogeneous Dropout 1] to enhance the selection of underutilized features for subsequent tasks.
While this method helps manage the overlap of feature selection across different tasks, it overlooks



Algorithm 1 Class-aware Frequency Domain Feature Selection Algorithm

Input: number of tasks 7', training epochs of the ¢-th task K, dropout parameter A and j,,
frequency dropout epochs £
Initialize: Py =1, P, =1

1: fort=1,...,T do

2 fore=1,...,K;do

3 if e < £ then

4: if £ > 1 then

5: Dropout features based on frequency dropout probabilities 1 — Py
6: if e == 1 then

7 Update Py at the end of the first epoch  (Eq.[)

8: else

9: Dropout features based on semantic dropout probabilities 1 — P;
10: Update P at the end of each epoch  (Eq.[3))
11: Select the top 60% of frequency domain features by response values for classification
12: Update F

similarities among classes. This oversight can negatively impact the effectiveness of selecting features
in the frequency domain. To this end, we propose the Frequency Dropout method, which adjusts the
probability of discarding frequency domain features based on class similarity. Specifically, let [F,];
denote the number of the j-th frequency domain feature when learning class y. The probability of
selecting this feature in class ¢ while learning a new task is expressed as follows:

Y el ) L RPN RN (el 02 LS
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where S. denotes the average cosine similarity between class ¢ and all classes in previous tasks. The
parameters o, and « control the intensity of the selection process. A higher value indicates a
greater overlap of activated features with analogous classes and a reduced overlap with non-analogous
classes. The coefficient \ serves as a weighting factor that adjusts the selection of frequency domain
features, determining whether the emphasis is more towards similar classes or less towards dissimilar
ones. The Frequency Dropout probability is updated at the beginning of each task. After completing
training for £ epochs on a given task, Semantic Dropout [39] is employed instead of Frequency
Dropout. It encourages the model to use the same set of frequency domain features for classification
by setting the retention probability of frequency domain features in each class. This probability is
proportional to the number of times that frequency domain feature has been selected in that class so

far:
[Py] -=1—exp(_m]jﬁ> 5)
Slesg max; [Fe]," ")’
where (3. controls the strength of dropout. The probability of Semantic Dropout is updated at the end
of each epoch, thereby enhancing the model’s established frequency domain feature selection. This
adjustment effectively regulates the extent of overlap in the utilization of frequency domain features.
Algorithm|T|outlines the procedure for the CFFS.

4 Experiment

4.1 Experimental Setup

Datasets. We conduct comprehensive experimental analyses on extensively used public datasets,
including Split CIFAR-10 (S-CIFAR-10) [6] and Split Tiny ImageNet (S-Tiny-ImageNet) [9]]. The
S-CIFAR-10 dataset is structured into five tasks, each encompassing two classes, while the S-Tiny-
ImageNet dataset is divided into ten tasks, each comprising twenty classes. Additionally, the standard
input image size for these datasets is 32 x 32 pixels.



Table 1: Comparison on different CL methods. CLFD consistently reduces the peak memory footprint
of corresponding CL methods while simultaneously improving average accuracy. The highest results
are marked in bold, and shadowed lines indicate the results from our framework.

Buffer Method S-CIFAR-10 S-Tiny-ImageNet
Class-IL ~ Task-IL Mem Class-IL Task-IL Mem
JOINT 92.20:015  98.31:0.12 - 59.99:019  82.04:0.10 -
a SGD 19.62:005 61.02:333 - 7.924026 18.31=0.68 -
oEWC [41] 19.49:012  68.29:392 530MB 7.580.10 19.20:031 970MB
- SI[50] 19.48:017 68.05:501 573MB 6.58+031 36.32:013 1013MB
LwF [30] 19.61:005 63.29:235 316MB 8.461022 15.85:058  736MB
ER [38] 29.42:353  86.36:143 497MB 8.14+001 26.80:094  1333MB
50 DER++ [6] 42.15:701  83.51x248  646MB 8.00x1.16 23.53267 1889MB
ER-ACE [7] 40.961600 85.78:278  502MB 6.68+2.75 3593266 1314MB
CLS-ER [4] 4591293  89.71:187  1016MB  11.09:n152  40.76:917 3142MB
CLFD-ER 45.56:3711  84.45:085 205MB 7.61+0.03 34.67x191 514MB
50 CLFD-DER++ 51.02:276  81.15:192  241MB 10.69:027  31.55:039  658MB
CLFD-ER-ACE 52.74:191 87.13:041 204MB 10.71:201  38.05:1108 514MB
CLFD-CLS-ER  50.13:367 85.30:100  401MB 12.61:005  37.80:30s 1032MB
ER [38] 38.49:168 89.12:002  497MB 8.30+001 34.82:632 1333MB
125 DER++ [6] 53.09:343  88.34x105 646MB 11.29s019  32.92:20001  1889MB
ER-ACE [7] 56.12:212 90.49:05s  502MB 11.09s386  41.85:346  1314MB
CLS-ER [4] 53.57273 90.75:2276 1016MB  16.35:461  46.11:760 3142MB
CLFD-ER 55.76+185 88.29:016 205MB 8.89:0.07 42.40-0583  514MB
125 CLFD-DER++ 58.81:020 84.76x066 241MB 15.42:037  40.94:130 658MB

CLFD-ER-ACE 58.68:066 89.35:034 204MB 15.88:251  44.71s1054 514MB
CLFD-CLS-ER  59.98:133 87.09:043 401MB 18.73:001  49.75:2200 1032MB

Evaluation metrics. We use the average accuracy on all tasks to evaluate the performance of the
final model:

t
1
ACCy =23 Ris (6)
T=1

We denote the classification accuracy on the 7-th task after training on the t-th task as R, . Moreover,
we evaluate the training time, training FLOPs and peak memory footprint [46] to demonstrate the
efficiency of each method. More experimental results can be found in Appendix [F

Baselines. We compare CLFD with several representative baseline methods, including three
regularization-based methods: oEWC [41]], ST [50] and LwF [30]], as well as four rehearsal-based
methods: ER [38]], DER++ [6], ER-ACE [7] and CLS-ER [4]. In our evaluation, we incorporate two
non-continual learning benchmarks: SGD as the lower bound and JOINT as the upper bound.

Implementation Details We expand the Mammoth CL repository in PyTorch [6]. For the S-CIFAR-
10 and S-Tiny-ImageNet datasets, we utilize a standard ResNet18 [19] without pretraining as the
baseline model, following the method outlined in DER++ [6]]. All models are trained using the
Stochastic Gradient Descent optimizer with a fixed batch size of 32. Additional details regarding
other hyperparameters are detailed in Appendix [D]and [E] For the S-Tiny-ImageNet dataset, models
undergo training for 100 epochs, whereas for the S-CIFAR-10 dataset, training lasts for 50 epochs per
task. In rehearsal-based methods, each training batch consists of an equal mix of new task samples
and samples retrieved from the buffer. To ensure robustness, all experiments are conducted 10 times
with different initializations, and the results are averaged across these runs.

4.2 Experimental Result

Table [T] presents a comparative analysis of the results on the S-CIFAR-10 and S-Tiny-ImageNet
datasets, evaluated under Class-IL and Task-IL settings. The results elucidate that CLFD significantly



Table 2: Ablation Study: The Influence of systematically removing different components of CLFD-
ER on model performance in S-CIFAR-10.

Frequency Domain  Class-aware Frequency Domain

Class-IL  Task-IL

Feature Encoder Feature Selection
X X 29.42:355  86.36:1.43
v X 39.19:083  88.01:0.06
X v 37.80:578  85.78+243
v v 45.56:371  84.45:055

enhances the performance of various rehearsal-based CL methods. Specifically, the CLFD model has
notably achieved SOTA accuracies across all buffer sizes in benchmark evaluations. By reducing
the peak memory footprint by 2.4 x, CLFD can augment the average accuracy of the ER method
by up to 16.14%. Furthermore, when integrated with the SOTA method CLS-ER, CLFD can also
increase its average accuracy by 6.41% and reduce its peak memory footprint by 2.5 x. The superior
performance of CLFD indicates that our proposed framework effectively mitigates catastrophic
forgetting by improving the efficiency of storage resource utilization and minimizing interference
among various frequency domain features. Moreover, the improvements implemented by CLFD
across four different established rehearsal-based methods underscore its adaptability as a unified
framework, highlighting its potential for integration with diverse CL methods.

4.3 Edge Device Results

We evaluate the acceleration performance of

the CLFD utilizing the NVIDIA Ampere archi- 12
tecture GPU and Octa-core Arm CPU on the T e e
NVIDIA Jetson Orin NX 16GB platform. We

measure the training time and accuracy of vari-
ous methods using the S-CIFAR-10 dataset with
a buffer size of 125. To expedite the training pro-
cess, data augmentation techniques were omit-
ted, resulting in accuracy results that vary from
those reported in Table[I} Figure [ illustrates
the training time and average accuracy of var-
ious methods. When combined with various 151
CL methods, CLFD significantly reduces train- 10
ing time while simultaneously enhancing model
accuracy. By achieving approximately 2.4 X  Figure 4: Comparison of different methods for
training acceleration, CLFD can attain the high- S-CIFAR-10 dataset using Nvidia Jetson Orin
est average accuracy of 47.64% when integrated NX with a buffer size of 125. When combined
with ER-ACE. This suggests that CLFD signif- with various CL methods, CLFD significantly re-

icantly enhances the efficiency of CL on edge duces training time while simultaneously enhanc-
devices by reducing the input feature map size. ing model accuracy.
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4.4 Ablation Study

In Table 2] we present a comprehensive ablation study of CLFD-ER employing a buffer size of 50 on
the S-CIFAR-10 dataset. The results indicate that each component of our method makes a substantial
contribution to enhancing accuracy. Comparing row 1 and 2, we can see that FFE enhances the
utilization of storage resources by storing encoded features from the frequency domain rather than
the original images. This method significantly improves the accuracy of rehearsal-based methods
by optimizing the representation of stored data. Comparing rows 1 and 3, we can see that CFFS
enhances the model’s accuracy by mitigating the interference among frequency domain features
across different tasks. CLFD achieves superior average accuracy by comprehensively integrating all
components, thereby substantiating the efficacy of its individual elements.



Table 3: Comparison of CLFD and SparCL on S-CIFAR-10 Table 4: Comparison of different

dataset (Sparsity Ratio: 0.75, Buffer Size: 50). frequency components.
Method T FLOPs Train Method Class—?L((:’;fAl;a:]?—IL(T)
Class-IL(1) Task-IL(T) 15

x10°°({) Xy 49.59 83.92

ER [38] 29424353 86.36x1.43 11.1 Xon 41.77 79.92

SparCL-ER 43741201 85.011356 2.0 X 44.45 82.76

CLFD-ER 45.56+3.71 84.4510.85 2.8 Xnn 34.19 74.27

CLFD-SparCL-ER  55.15:089  88.52:0.29 0.6 FFE 51.02 81.15
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Figure 5: Frequency domain feature counts of  Figure 6: Visualization results of the FFE encoded
the feature extractor trained on S-CIFAR10  image.
with a buffer size of 125.

4.5 Model Analysis

In this section, we provide an in-depth analysis of CLFD.

Sparse Training We compare our method with SparCL [46], a SOTA sparse training method.
Table [3] presents the average accuracy and training FLOPs for CLFD and SparCL. Our method
significantly enhances the average accuracy compared to SparCL. Although our method incurs higher
training FLOPs than SparCL, this does not directly correlate with actual training speed. Our method
accelerates training speed without requiring additional optimization. Conversely, pruning and sparse
training methods that utilize masks often fail to translate into actual training time savings without
optimizations at the compiler level. Furthermore, the combination of CLFD and SparCL not only
achieves the highest accuracy but also leads to the lowest training FLOPs. The successful integration
of CLFD and SparCL serves as an example of CLFD’s adaptability to sparse training and pruning
methods.

The impact of different frequency components To explore the influence of different frequency
components, we employ them as input feature maps and assess the CLFD-DER++ accuracy on the
S-CIFAR-10 dataset under 50 buffer size. Table [] presents the average accuracy across various
frequency components. Utilizing the low-frequency components of images as input feature maps
yields the highest accuracy among different frequency components. This suggests that CNN models
demonstrate greater sensitivity to low-frequency channels compared to high-frequency channels. This
finding aligns with the characteristics of the HVS, which also prioritizes low-frequency information.
Despite this, FFE achieves the highest average accuracy, suggesting that high-frequency components
are also significant. Optimal preservation of image information during downsampling is achieved
only through the integration of components across different frequencies. Some examples of the
encoded frequency domain feature maps are visualized in Figure [6]

Frequency Domain Feature Selection To evaluate the effectiveness of frequency dropout in
reducing interference among frequency domain features across diverse tasks, we calculate the



selection of specific frequency domain features for different classes. Specifically, we track the
classification activities on the test set and conduct normalized counts of selections for the frequency
domain features, as illustrated in Figure[5] We observe that feature selection patterns exhibit higher
correlations among semantically similar classes. For instance, the classes "cat" and "dog" often select
identical sets of features. Similarly, significant similarities in feature selection patterns are evident
between "auto" and "truck". This result demonstrates the effectiveness of CFFS.

5 Conclusion

Inspired by the human visual system, we propose CLFD, a comprehensive framework designed to
enhance the efficiency of CL training and augment the precision of rehearsal-based methods. To
effectively reduce the size of feature maps and optimize feature reuse while minimizing interference
across various tasks, we propose the Frequency Domain Feature Encoder and the Class-aware
Frequency Domain Feature Selection. The FFE employs wavelet transform to convert input images
into the frequency domain. Meanwhile, the CFES selectively uses different frequency domain features
for classification depending on the frequency domain similarity of classes. Extensive experiments
conducted across various benchmark datasets and environments have validated the effectiveness of
our method, which enhances the accuracy of the SOTA method by up to 6.83%. Moreover, it achieves
up to a 2.6 increase in training speed and a 3.0x reduction in peak memory usage. We discuss the
limitations and broader impacts of our method in Appendix [A]and [B] respectively.
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A Limitations

One limitation of our framework is its focus on optimizing rehearsal-based methods. While the use of
a rehearsal buffer throughout the CL process is widely accepted, there exist scenarios where rehearsal
buffers are prohibited. Nonetheless, by reducing the size of the input feature map, our framework
has the potential to accelerate various CL methods, though the implications for model performance
require further investigation. Furthermore, our analysis was limited to scenarios with finite rehearsal
buffer sizes, whereas many current studies focus on scenarios with infinite rehearsal buffer sizes. This
shift is primarily due to memory constraints being less significant compared to computational costs.
We will also continue to investigate the performance of our method in scenarios involving infinite
rehearsal buffer sizes.

B Broader Impacts

Inspired by HVS, we propose a novel framework called CLFD, which utilizes frequency domain
features to enhance the performance and efficiency of CL training. Its success has opened up
opportunities for enhancing existing CL methods in the frequency domain. CLFD contributes
to the responsible and ethical deployment of artificial intelligence technologies by improving CL
performance and efficiency. This is accomplished through the efficient ability of models to update and
refine their knowledge without the need for extensive retraining. This further facilitates the real-world
application of CL.

Although CLFD serves as a comprehensive framework aimed at improving the efficiency of various
CL methods, we must remain cognizant of its potential negative societal impacts. While CLFD
improves model stability, it does so by compromising the expense of model plasticity, resulting
in reduced accuracy when applied to new tasks. This trade-off requires specific consideration in
applications where accuracy is crucial, such as healthcare [46|]. Furthermore, as a powerful tool for
enhancing the efficiency of CL methods, CLFD could also strengthen models designed for malicious
applications [5]]. Therefore, it is recommended that the community devise additional regulations to
mitigate the malicious use of artificial intelligence.

C Dataset Licensing Information

e CIFAR-10 [26] is licensed under the MIT license.

* The licensing information for Tiny-ImageNet is unavailable. However, the dataset is accessi-
ble to researchers for non-commercial purposes.

D Hyperparameter Selection

Table [AT] presents the selected optimal hyperparameter combinations for each method in the main
paper. The hyperparameters include the learning rate (Ir), batch size (bs), and minibatch size (mbs)
for rehearsal-based methods. Other symbols correspond to specific methods. It should be noted that
the batch size and minibatch size are held constant at 32 for all CL benchmarks.

E Experiment Details

E.1 Experiment Platform

We conduct comprehensive experiments utilizing the NVIDIA GTX 2080Ti GPU paired with the
Intel Xeon Gold 5217 CPU, as well as the NVIDIA Jetson Orin NX 16GB, boasting NVIDIA Ampere
architecture GPU and Octa-core Arm CPU.

E.2 Implementation Details

We set A = 0.5, 8. = 2 in equation (@) and equation (3). We also set £ at a value of 0.4 of the training
epochs. In CFFS, we only select 60% of the frequency domain features for classification. We utilize
the code from DER++ [6]]. We extend our gratitude to the authors for their support and for providing
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Table Al: Hyperparameters selected for our experiments.

Method Buffer | Split Tiny ImageNet Buffer | Split CIFAR-10
SGD - Ir: 0.03 - Ir: 0.1
oEWC - Ir: 0.03 A:90 ~:-1.0 - Ir: 0.03 A:10 ~:-1.0
SI - Ir: 0.03 ¢:1.0 £:0.9 - Ir: 0.03 ¢:0.5 &£:1.0
LwF - Ir:0.01 ar1 T:2.0 - Ir:0.03 «:05 T:20
ER 50 Ir: 0.1 epoch: 100 50 Ir: 0.1 epoch: 50
125 Ir: 0.03 epoch: 100 125 Ir: 0.1 epoch: 50
CLFD-ER 50 Ir: 0.1 epoch: 100 50 Ir: 0.1 epoch: 50
125 Ir: 0.03 epoch: 100 125 Ir: 0.1 epoch: 50
DER++ 50 Ir:0.03 «:-0.1 S:1.0 50 Ir:0.03 «a:-0.1 B:05
epoch: 100 epoch: 50
125 | Ir: 0.03 «a- 0.2 [:05 125 | Ir:0.03 0.2 B:05
epoch: 100 epoch: 50
CLFD-DER++ 50 Ir:0.03 «:-0.1 B:05 50 Ir:0.03 «a:-0.1 [:05
epoch: 100 epoch: 50
125 Ir:0.03 «:0.1 B:05 125 | Ir:0.03 «a:- 0.2 [:05
epoch: 100 epoch: 50
ER-ACE 50 Ir: 0.03 epoch: 50 50 Ir: 0.03 epoch: 50
125 Ir: 0.03 epoch: 50 125 Ir: 0.03 epoch: 50
CLFD-ER-ACE 50 Ir: 0.03 epoch: 50 50 Ir: 0.03 epoch: 50
125 Ir: 0.03 epoch: 50 125 Ir: 0.03 epoch: 50
CLS-ER 50 Ir: 0.1 rg:0.04 rp:0.08 50 Ir: 0.03 rg:0.05 rp:0.2
ags: 0.999  ap: 0.999 ag:0.999 ap:0.999
A: 0.1 epoch: 50 A:0.15  epoch: 50
125 | Ir: 0.1 rg:0.05 rp:0.08 125 | Ir: 0.03 75:0.1 7rp:0.9
ag: 0.999 ap: 0.999 as: 0.999  ap: 0.999
M- 0.1 epoch: 50 A 0.15  epoch: 50
CLFD-CLS-ER 50 Ir:0.1 rg:0.08 rp:0.16 50 Ir: 0.03 rg:0.1 rp:0.5
ag:0.999  ap:0.999 as: 0.999  ap: 0.999
A:0.15  epoch: 50 A:0.15  epoch: 50
125 | Ir: 0.1 rg: 0.1 rp:0.16 125 | ir: 0.03 rg:- 0.2 rp:- 0.9
as: 0.999  ap: 0.999 as: 0.999  ap: 0.999
A 0.15  epoch: 50 A 0.15  epoch: 50

the research community with the Mammoth framework, which facilitates a fair comparison of various
CL methods under standardized experimental conditions. To ensure a fair comparison, we endeavor
to closely align the experimental settings with those used in the Mammoth framework. However, we
modified the data augmentation techniques within the Mammoth framework. The details of our data
augmentation techniques are presented as follows.

E.3 Data Augmentation

In line with [|6]], we employ random crops and horizontal flips as data augmentation techniques for
both examples from the current task and the replay buffer. To ensure uniformity in data augmentation
between the original images and the input features encoded with the FFE, random cropping is

restricted to even pixels only.

F Additional Experiment Results

F.1 Stability-Plasticity Trade-off

If the CL model can retain previously learned information, it is considered stable; if it can effectively
acquire new information, it is considered plastic. To better understand how various methods balance

14




After Task 1 000 000 000 0.0

After Task 2. 20.95 0.00 000  0.00 0.00  0.00 88.00 000 000 0.0

EEXCM 000 0.00 27.35
42.85 WCEGN 0.00 ﬂ 8.90

3365 4525 | 17.20 2370 1675 X 86.50

After Task 3. 15.00 59.05 | 76.70

After Task 4- 18.85 180 2330 0.00 2125 3265 17.75 0.00

After Task 5- 070 215 2230 26.25 2.45 2220  37.25

Task1 Task2 Task3 Task4 Task1 Task2 Task3 Task4 Task5 Task1 Task2 Task3 Taskd4 Task5 Task1 Task2 Task3 Task4 Task5

CLFD-ER CLFD-DER++ CLFD-ER-ACE CLFD-CLS-ER

After Task 1 JEVSU] 90.00

After Task 2

After Task 3 19.50 X 0.00

After Task 4

91.90

17.10  30.30

After Task 5. 38.70

855  29.35 3100 27.95 | 4285 3075 XU 5260 | 70.05

Task1 Task2 Task3 Task4 Task5 Task1 Task2 Task3 Task4 Task5 Task1 Task2 Task3 Task4

Task2 Task3 Task4

Figure 7: Performance of different methods by task. The heatmaps display the test set results for each
task (x-axis) evaluated at the end of each sequential learning task (y-axis). We conducted experiments
on the S-CIFAR-10 dataset using a buffer size of 50.
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Figure 8: Stability-Plasticity Trade-off for CL models trained on S-CIFAR-10 under 50 buffer size.

stability and plasticity, we investigate the evolution of task performance as the model learns tasks
sequentially. Figure [7] shows that CLFD consistently enhances the balance of all CL methods,
delivering more uniform performance across all tasks. In addition, to further demonstrate the
effectiveness of our method, we introduce a trade-off measure that approximates how the model
balances its stability and plasticity. Upon the model’s completion of the final task 7', its stability is
evaluated by calculating the average performance across all preceding 1" — 1 tasks as follows:

Zzz_ll RT,T

S==7F 71

)

The plasticity of the model (P) is evaluated by computing the average performance of each task after
its initial learning i.e. the diagonal of the heatmap:

T
D iy

T ®)

Thus, the trade-off measure determines the optimal balance between the model’s stability (.S) and
plasticity (P). This measure is calculated as the harmonic mean of S and P.

25P

Trade-ojf = m

®

Figure 8] provides the stability-plasticity trade-off measure for different CL methods. ER and DER++
exhibit high plasticity, enabling them to rapidly adapt to new information. However, they lack the
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Table A2: Forgetting results on S-CIFAR-10 dataset.

Method S-CIFAR-10
Class-IL({.) Task-IL({)
Buffer Size 50 125 50 125
ER [38] 83.61:533 72244287 12.55:2.12 9.134135
DER-++ [6]] 60.67:8.86 48.80+7.21 15.83+4.41 10.12+1.97
ER-ACE [7] 32.8112439 26.424+1877 13.32:+4.46 7.54+0588
CLS-ER [4] 43.96+94.92 48.23137.12 6.07+2.26 6.52+0.64
CLFD-ER 45.011671 33.91695 5.20+132 2.74+1.05
CLFD-DER++ 41.93:465 32.82+1.06 12.62:+3.98 9.70+0.94
CLFD-ER-ACE 24.98.6.34 21.13:1.45 4.92:42.19 3.04:035
CLFD-CLS-ER 18.19.19 22.20+2.90 4.22.3.09 3.82:054
50 ER (4.61%) ER-ACE (6.86%)
CLFD-ER (6.66%) —— CLFD-ER-ACE (14.06%)
. DERPP (6.95%) CLS-ER (12.01%)
& ol = cLFD-DERPP (9.05%)  —=— CLFD-CLS-ER (15.39%)
0
o
330
Q
<
=20
ki ~
“10
O—T——= 3 4 5 6 7 8 9 10
Tasks

Figure 9: Comparison of Class-IL accuracy for different methods on the Split ImageNet-R dataset,
divided into 10 tasks. The figure reports the accuracy of individual tasks at the end of CL training.
The values in parentheses in the legend indicate the average accuracy.

ability to effectively retain previously acquired knowledge, leading to task recency bias issues. CLFD
consistently improves the stability of CL methods, thereby reducing task reception bias and enhancing
the balance between stability and plasticity.

F.2 Forgetting

We use the Final Forgetting (FF) to measure the model’s anti-forgetting performance:

1 t—1

T ety ) av

A smaller FF value indicates that the model exhibits less forgetting of previous knowledge, thereby
demonstrating stronger anti-forgetting performance. Table[A2] presents the FF result. Our method
consistently reduces forgetting in CL methods, demonstrating the effectiveness of CLFD in preserving
prior knowledge rather than solely focusing on improving the accuracy of subsequent tasks.

F.3 Split ImageNet-R Result

To further enhance the credibility of our results, we conduct additional experiments on ImageNet-R
dataset. ImageNet-R, an extension of the ImageNet dataset, comprises 200 classes and a total of
30,000 images, with 20% designated for the test set. We divide ImageNet-R into ten tasks, each
containing 20 classes. Input images are resized to 224 x 224 pixels. We test the Class-IL accuracy
of each task with a buffer size of 500, maintaining consistent hyperparameters across all methods
as those used in Split Tiny ImageNet. Figure [0 presents the experimental results, demonstrating
that our method still significantly enhances the performance of various rehearsal-based CL methods,
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Table A3: Task-IL and Class-IL accuracy under different feature selection proportions.

Feature Selection Proportions

CLFD-ER

CLFD-ER-ACE

Task-IL: 85.67

Task-IL: 85.06

10%
Class-IL: 51.03 Class-IL: 50.37
309 Task-IL: 84.91 Task-IL: 86.74
? Class-IL: 48.91 Class-IL: 50.64
500 Task-IL: 83.88 Task-IL: 87.05
(4]
Class-IL: 45.69 Class-IL: 52.12
90% Task-IL: 87.97 Task-IL: 89.83

Class-IL: 39.58

Class-IL: 54.20

even on more complex datasets. It is worth noting that the improvement in accuracy is not the sole
advantage of our framework. By integrating our framework with rehearsal-based methods on the
Split ImageNet-R dataset, training speed increased by up to 1.7 x, and peak memory usage decreased
by up to 2.5x. This demonstrates that our framework can significantly enhance the training efficiency
of CL, thereby promoting its application on edge devices.

F.4 Feature Selection Proportions in CFFS

We conduct additional ablation experiments to investigate the impact of feature selection proportions
on model performance. We focus on two methods: CLFD-ER and CLFD-ER-ACE, as Figure [§]
shows that ER is the most plastic method, while ER-ACE is the most stable. We conduct tests
on the S-CIFAR-10 dataset with a buffer size of 50. Table [A3] presents the result. In the Task-IL
setting, both CLFD-ER and CLFD-ER-ACE achieve higher accuracy with higher feature selection
proportions, as the inclusion of more features enables the model to better distinguish between classes
within the tasks. It is important to highlight that in CLFD-ER, lower feature selection proportions
can also lead to positive outcomes. This phenomenon can be attributed to the high plasticity of
the CLFD-ER method, where reducing feature selection proportions aids in mitigating potential
interference among various tasks. In the Class-IL setting, CLFD-ER achieves higher accuracy with
lower feature selection proportions, while CLFD-ER-ACE exhibits superior performance with higher
feature selection proportions. This observation suggests that for methods with high plasticity, we need
to decrease the feature selection proportions to mitigate the overlap of frequency domain features,
thereby minimizing the impact of new tasks on old tasks. Conversely, for methods with high stability,
increasing the feature selection proportions allows us to utilize more frequency domain features to
learn the current classes effectively.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims align with the experimental results. Based on the various experi-
ments detailed in our paper, it is expected that our method can be generalized.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Appendix [A]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our paper is based on experimental results, without any inclusion of theoretical
results.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See Sectiond.T]and Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide code to reproduce the primary experimental results.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Section Appendix [D]and Appendix [E] In addition, we provide code to
reproduce the primary experimental results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: See Table[T} Table[2] Table[3] Table[A2]and Figure 4]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Section#.1]and Appendix [E]
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics standards in all respects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix [B]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We mentioned and cited the datasets (S-CIFAR-10 and S-Tiny-ImageNet), as
well as all comparative methods with their respective papers. The licenses for the datasets
and models used are provided in the cited references and explicitly stated in Appendix [C]

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets

has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide the code for our proposed method in the supplement.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper is not about research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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