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Abstract

The biaffine model is a strong and efficient model for graph-based dependency parsing. However, previous work only used the biaffine method in single-layer form. In this paper, we propose a multi-layer biaffine model for neural dependency parsing. In this model, we modify the biaffine method so that it can be utilized in multi-layer form. We evaluate our model on PTB and CTB and show our model achieves state-of-the-art results on both datasets. Further experiments show the benefits of introducing multi-layer form into the biaffine method with low efficiency loss.

1 Introduction

Dependency parsing is a fundamental task in NLP. Given a input sequence \( s = w_0, w_1, ..., w_n \), the output is a dependency tree \( t = \{ (h, d, l), 0 \leq h \leq n, 1 \leq d \leq n, l \in L \} \), where \( w_0 \) is a pseudo-word as root and \( (h, d, l) \) is an arc from \( w_h \) to \( w_d \) with label \( l \) in a relation set \( L \). Due to the simplicity and effectiveness of representing syntactic information by using the tree structure, many works involve dependency parsing, such as syntax-enhanced pre-trained model (Xu et al., 2021).

Biaffine first-order graph-based parser (Dozat and Manning, 2017), which utilizes biaffine mechanism and training via local head selection for each token, is frequently used in dependency parsing due to its high performance and efficiency. There are two ways to extend the biaffine model in previous work, one is to extend the biaffine method to triaffine for modeling second-order information (Zhang et al., 2020; Wang and Tu, 2020), the other is to modify the encoder (Li et al., 2019; Mrini et al., 2020). However, no previous work has tried to introduce multi-layer form into the biaffine method.

In this paper, we propose a multi-layer biaffine method for dependency parsing. We modify the biaffine model into a connectable layer form. The output matrices of the biaffine model are used as weight matrices to construct the new token representation. The representation contains the information of head, dependents, and labels provided by the biaffine mechanism, and is used as the input token representation for the next layer. Experiments on PTB and CTB show that our model achieves state-of-the-art results on both datasets and has advantages over the single-layer biaffine model. Our model also has a low efficiency loss compared with the single-layer biaffine model.

2 Model

Our graph-based dependency parser consists of two parts, i.e., Encoder and Multi-layer biaffine model.

2.1 Encoder

Encoder consists of Embedding layer and BiLSTM layer. In Embedding layer, input token \( w_i \) with Part-of-speech tag \( p_i \) are used to construct input vector \( e_i \):

\[
e_i = \left[ \text{emb}(w_i); \text{posemb}(p_i) \right]
\]

Where \( \text{emb} \) is word embedding, \( \text{posemb} \) is learned Part-of-speech tag embedding. We use pre-trained model for word embedding. Following Straka et al. (2019), we use the linear combination of hidden states of the last four layers as the embedding, and a word embedding is the average of its subword embeddings. We project word embedding to a lower dimension. In BiLSTM layer, \( e_0, e_1, ..., e_n \) is input into a three-layer BiLSTM model. We arrange the output vectors of the last layer \( h_0, h_1, ..., h_n \) into the matrix \( X^0 \in \mathbb{R}^{n \times 2h} \), as the initial input of Multi-layer biaffine model:

\[
h_i = \text{BiLSTM}_i(e_0, e_1, ..., e_n)
\]

\[
X^0 = \begin{bmatrix}
h_0 \\
h_1 \\
... \\
h_n
\end{bmatrix}
\]
2.2 Multi-layer Biaffine Model
Multi-layer biaffine model consists of $T$ layers with the same structure. The input matrix of the $t$-th layer is $X^{t-1}$. The biaffine method is following Dozat and Manning (2017) for arc prediction:

$$R^{(\text{head})t} = MLP^{(\text{head})t}(X^{t-1})$$  \hspace{1cm} (4)

$$R^{(\text{dep})t} = MLP^{(\text{dep})t}(X^{t-1})$$  \hspace{1cm} (5)

$$S_{ij}^{(\text{arc})t} = R^{(\text{head})t}U^{(1)t}(R^{(\text{dep})t})^T + R^{(\text{head})t}b^{(1)t}$$  \hspace{1cm} (6)

Where $MLP^{(\text{head})t}$, $MLP^{(\text{dep})t}$ are $2h \times d_a$ (input dimension is $2h$ and output dimension is $d_a$; similarly hereinafter) and $U^{(1)t} \in \mathbb{R}^{d_a \times d_a}$, $b^{(1)t} \in \mathbb{R}^{d_a}$ are learned parameters.

For label prediction, we modify the biaffine method in Dozat and Manning (2017). We do not use the predictive head, but calculate the label score vector for each pair of $(i, j)$:

$$R^{(\text{head})t} = MLP^{(\text{head})t}(X^{t-1})$$  \hspace{1cm} (7)

$$R^{(\text{dep})t} = MLP^{(\text{dep})t}(X^{t-1})$$  \hspace{1cm} (8)

$$S_{ij}^{(\text{label})t} = R^{(\text{head})t}U^{(2)t}(R^{(\text{dep})t})^T$$  \hspace{1cm} (9)

Where $MLP^{(\text{head})t}$, $MLP^{(\text{dep})t}$ are $2h \times d_t$ and $U^{(2)t} \in \mathbb{R}^{d_t \times k \times d_t}$ is learned matrix ($k$ is the size of relation set).

We scale and apply softmax function (Vaswani et al., 2017) on $S^{(\text{arc})t} \in \mathbb{R}^{n \times n}$ to obtain attention weight matrix, using it to construct the arc-related representation:

$$R^{(\text{arc})t} = MLP^{(\text{arc})t}(X^{t-1})$$  \hspace{1cm} (10)

$$V^{(\text{arc})t} = \text{Softmax}(\frac{S^{(\text{arc})t}}{\sqrt{2h}})R^{(\text{arc})t}$$  \hspace{1cm} (11)

Where $MLP^{(\text{arc})t}$ is $2h \times d_a$.

We apply the same method on $S^{(\text{label})t} \in \mathbb{R}^{n \times n \times k}$ after projection to construct the label-related representation:

$$R^{(\text{label})t} = MLP^{(\text{label})t}(X^{t-1})$$  \hspace{1cm} (12)

$$V^{(\text{label})t} = \text{Softmax}(\frac{S^{(\text{label})t}b^{(2)t}}{\sqrt{2h}})R^{(\text{label})t}$$  \hspace{1cm} (13)

Where $MLP^{(\text{label})t}$ is $2h \times d_t$ and $b^{(2)t} \in \mathbb{R}^k$ is learned vector.

At the end of the layer, we combine two types of representations, applying projection and Add & Norm (Vaswani et al., 2017) to obtain the input matrix of the next layer:

$$Y^t = |V^{(\text{arc})t}; V^{(\text{label})t}|W^t$$  \hspace{1cm} (14)

$$X^t = \text{LayerNorm}(X^{t-1} + Y^t)$$  \hspace{1cm} (15)

Where $W^t \in \mathbb{R}^{(d_a+d_t) \times 2h}$ is learned matrix. $X^t \in \mathbb{R}^{n \times 2h}$ is used as the input of $(t+1)$-th layer.

For the final output dependency tree, we apply softmax function on score matrices of the last layer:

$$S^{(\text{arc})} = \text{Softmax}(S^{(\text{arc})T})$$  \hspace{1cm} (16)

$$S^{(\text{label})} = \text{Softmax}(S^{(\text{label})T})$$  \hspace{1cm} (17)

We use $S^{(\text{arc})}$ as the edge weight matrix and apply the Eisner algorithm (Eisner, 2000) to obtain the projective maximum spanning tree. After obtaining the tree structure, we use $S^{(\text{label})}$ as the score matrix and select the label with the maximum score for each arc.

2.3 Training
We use the cross-entropy loss for arc and label predictions:

$$\mathcal{L}^{(\text{arc})} = -\sum_{i=1}^{n} \log(S^{(\text{arc})}_{i,h_i})$$  \hspace{1cm} (18)

$$\mathcal{L}^{(\text{label})} = -\sum_{i=1}^{n} \log(S^{(\text{label})}_{i,h_i,l_i})$$  \hspace{1cm} (19)

Where $h_i$ is the gold head of $w_i$, and $l_i$ is the gold label of arc $(h_i, l_i)$. The final loss is:

$$\mathcal{L} = \lambda \mathcal{L}^{(\text{arc})} + (1 - \lambda) \mathcal{L}^{(\text{label})}$$  \hspace{1cm} (20)

Where $\lambda$ is a hyper-parameter between 0 and 1.

3 Experiments
3.1 Datasets
We evaluate our method on PTB 3.0 (Marcus et al., 1993) and CTB 5.1 (Xue et al., 2005). We use the same POS tagger (Toutanova et al., 2003) and data splits as described in Chen and Manning (2014).

3.2 Evaluation
We use UAS and LAS as the metric. During the evaluation, we ignore all punctuation. We select the model based on the sum of UAS and LAS on the dev set. For all results reported, we run the training process five times with different random seeds and average the results to avoid contingency.
We use five types of baselines for comparison. All results of baselines are from the corresponding papers. 1) Dozat and Manning (2017) introduces the biaffine method for first-order graph-based dependency parsing. 2) Zhang et al. (2020) introduces TreeCRF, and Wang and Tu (2020) introduces MFVI. These parsers extend the biaffine method to triaffine for modeling second-order information. 3) Zhou and Zhao (2019) introduces head-driven phrase structure grammar (HPSG) for joint dependency and constituent parsing. Mrini et al. (2020) uses HPSG and introduces label attention layer. These parsers use additional constituency information for training. 4) Mohammadshahi and Henderson (2020) and Mohammadshahi and Henderson (2021) introduces Graph-to-Graph Transformer for transition-based and graph-based dependency parsing respectively. 5) Ma et al. (2018) introduces stack-pointer networks, and Fernández-González and Gómez-Rodríguez (2021) introduces bottom-up hierarchical pointer networks, both for transition-based dependency parsing.

### 3.5 Main Results

Table 1 shows the results of baselines and our models on PTB and CTB. Pre-trained column indicates pre-trained model used for word embedding. †:These approaches join the constituency parsing and use additional constituency information for training.

<table>
<thead>
<tr>
<th>Pre-trained</th>
<th>Model</th>
<th>PTB UAS</th>
<th>PTB LAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o</td>
<td>Doz. &amp; Man. (2016)</td>
<td>95.74</td>
<td>94.08</td>
</tr>
<tr>
<td></td>
<td>Zhang et al. (2020)</td>
<td>96.14</td>
<td>94.49</td>
</tr>
<tr>
<td>XLNet-large</td>
<td>Zhou &amp; Zhao (2019)†</td>
<td>97.20</td>
<td>96.14</td>
</tr>
<tr>
<td></td>
<td>Mrini et al. (2020)†</td>
<td>97.46</td>
<td>96.45</td>
</tr>
<tr>
<td>BERT-large</td>
<td>Ours(XLNet-large)</td>
<td>96.91</td>
<td>95.34</td>
</tr>
<tr>
<td></td>
<td>Wang &amp; Tu (2020)</td>
<td>97.05</td>
<td>95.48</td>
</tr>
<tr>
<td></td>
<td>Ours(BERT-large)</td>
<td>97.20</td>
<td>96.14</td>
</tr>
<tr>
<td>BERT-base</td>
<td>Moh. &amp; Hen. (2020)†</td>
<td>96.11</td>
<td>94.33</td>
</tr>
<tr>
<td></td>
<td>Moh. &amp; Hen. (2021)</td>
<td>96.66</td>
<td>95.01</td>
</tr>
<tr>
<td></td>
<td>Ours(BERT-base)</td>
<td>96.97</td>
<td>95.90</td>
</tr>
</tbody>
</table>

Table 1: Comparison of dependency parsers on PTB and CTB. Pre-trained column indicates pre-trained model used for word embedding. †:These approaches join the constituency parsing and use additional constituency information for training.

### 3.4 Baselines

We use five types of baselines for comparison. All results of baselines are from the corresponding papers. 1) Dozat and Manning (2017) introduces the biaffine method for first-order graph-based dependency parsing. 2) Zhang et al. (2020) introduces TreeCRF, and Wang and Tu (2020) introduces MFVI. These parsers extend the biaffine method to triaffine for modeling second-order information. 3) Zhou and Zhao (2019) introduces head-driven phrase structure grammar (HPSG) for joint dependency and constituent parsing. Mrini et al. (2020) uses HPSG and introduces label attention layer. These parsers use additional constituency information for training. 4) Mohammadshahi and Henderson (2020) and Mohammadshahi and Henderson (2021) introduces Graph-to-Graph Transformer for transition-based and graph-based dependency parsing respectively. 5) Ma et al. (2018) introduces stack-pointer networks, and Fernández-González and Gómez-Rodríguez (2021) introduces bottom-up hierarchical pointer networks, both for transition-based dependency parsing.

### 4 Analysis

#### 4.1 Number of Layers

We evaluate our model with number of layers \( T \in \{1, 2, 5, 6\} \). The pre-trained model is XLNet-base for PTB and BERT-base-Chinese for CTB, and we use this setting in the whole section 4. The results are shown in Table 2. It can be seen that the multi-
layer biaffine model with any $T > 1$ outperforms the single-layer biaffine model with $T = 1$ on both PTB and CTB. The optimal multi-layer biaffine model improves 0.05 UAS, 0.05 LAS on PTB and 0.08 UAS, 0.16 LAS on CTB compared with the strong base of single-layer biaffine model. The results show the benefit of introducing multi-layer form into the biaffine method.

### 4.2 Ablation Study

The construction of arc-related and label-related representation are two main components of the biaffine layer. In the ablation study, we respectively remove one of two types of representations and evaluate our model. The results are shown in Table 3. It can be seen that removing either of two types of representation makes the model perform worse, though the results are still better than the single-layer biaffine model. The results show that both types of representations contribute to the performance improvement of our model.

### 4.3 Error Analysis

**Sentence length.** We evaluate head prediction error rate of our model on sentences of length $L < 50$ and $L \geq 50$ on CTB and PTB. We compare our model with number of layers $T = 1$ and $T = 6$. The results are shown in Table 4. It can be seen that the multi-layer biaffine model performs better in head prediction than the single-layer biaffine model on both short and long sentences.

**Label prediction.** We also evaluate label prediction error rate of our model on CTB and PTB when the gold head is provided. On PTB, the error rate is 1.38\% when $T = 1$ and $T = 6$. On CTB, the error rate is 2.95\% when $T = 1$ and 2.87\% when $T = 6$. It can be seen that when the influence of performance difference in head prediction is excluded, the multi-layer biaffine model still performs better in label prediction than the single-layer biaffine model.

### 4.4 Efficiency Loss

We evaluate the speed of our model with the number of layers $T = 1$ and $T = 6$ on PTB. We run our model on a single TITAN RTX GPU. To run one epoch of training with batch size 24 on the entire PTB train set, it takes 12.08 minutes when $T = 1$ and 13.07 minutes when $T = 6$. To parse the entire PTB test set, it takes 20.33 seconds when $T = 1$ and 21.07 seconds when $T = 6$. Compared with the single-layer biaffine model, the multi-layer biaffine model with 6 layers uses 8.2\% more time on training and 3.6\% more time on parsing. The relatively low increase in time consumption on both training and parsing indicates the low efficiency loss of introducing multi-layer form into the biaffine method.

### 5 Conclusions

In this paper, we propose a multi-layer biaffine model for neural dependency parsing, which uses the modified biaffine method in multi-layer form. Our experiments show that compared with the single-layer biaffine model, our multi-layer biaffine model has advantages in overall performance, head prediction on sentences of different lengths, and label prediction. Our ablation study shows that both types of representations in the biaffine layer contribute to performance improvement. Our speed evaluation shows the low efficiency loss of introducing multi-layer form into the biaffine method. Our model achieves state-of-the-art results on PTB and CTB.

<table>
<thead>
<tr>
<th>Layers</th>
<th>PTB</th>
<th>CTB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UAS</td>
<td>LAS</td>
</tr>
<tr>
<td>$T = 1$</td>
<td>97.27</td>
<td>96.23</td>
</tr>
<tr>
<td>$T = 2$</td>
<td><strong>97.32</strong></td>
<td><strong>96.28</strong></td>
</tr>
<tr>
<td>$T = 5$</td>
<td>97.30</td>
<td>96.27</td>
</tr>
<tr>
<td>$T = 6$</td>
<td><strong>97.32</strong></td>
<td><strong>96.27</strong></td>
</tr>
</tbody>
</table>

Table 2: Results of our model with $T$ layers on PTB and CTB.

<table>
<thead>
<tr>
<th>A</th>
<th>L</th>
<th>PTB</th>
<th>CTB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>UAS</td>
<td>LAS</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td><strong>97.32</strong></td>
<td><strong>96.27</strong></td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>97.30</td>
<td>96.24</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>97.29</td>
<td>96.23</td>
</tr>
</tbody>
</table>

Table 3: Results on PTB and CTB of the ablation study on two types of representation. A and L mean the use of arc-related and label-related representation respectively.

<table>
<thead>
<tr>
<th>Layers</th>
<th>PTB</th>
<th>CTB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L $&lt; 50$</td>
<td>L $\geq 50$</td>
</tr>
<tr>
<td>$T = 1$</td>
<td>2.69</td>
<td>3.85</td>
</tr>
<tr>
<td>$T = 6$</td>
<td><strong>2.64</strong></td>
<td><strong>3.53</strong></td>
</tr>
</tbody>
</table>

Table 4: Head prediction error rate (%) of our model with $T \in \{1, 6\}$ layers on sentences of length $L < 50$ and $L \geq 50$ on PTB and CTB.
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