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Abstract

This work tackles a key challenge in dialogue
systems: the ability to adapt to changing user
intentions and resolve inconsistencies in con-
versation histories. This is crucial in scenar-
ios like train ticket booking, where customer
plans often change dynamically. Despite ad-
vancements in NLP and large language models
(LLMs), these systems struggle with real-time
information updates during conversations. We
introduce a specialized dataset to evaluate chat-
bot models on dynamic dialogue state track-
ing, focusing on scenarios where users mod-
ify their requests mid-conversation. This work
aims to improve chatbot coherence and con-
sistency, bridging the gap between the current
capabilities of dialogue systems and the fluidity
of human-like conversational interactions.

1 Introduction

In the dynamic flow of a conversation, it is com-
mon for speakers to shift their intentions and revise
their previously spoken words. Take, for instance,
the scenario of a customer booking train tickets for
travel. It’s often the case that the customer’s initial
travel plans are subject to change during the book-
ing process, influenced by factors like ticket avail-
ability. In response to these changes, the booking
agent, responsible for understanding and process-
ing the customer’s intent, must promptly update
their comprehension of the customer’s needs and
adapt their responses to align with the customer’s
latest requirements.

As dialogue systems continue to evolve, an in-
creasing number of online customer service inter-
actions are being managed by NLP models. Yet,
the ability of these models, including the most ad-
vanced large language models (LLMs), to accu-
rately and efficiently update information during a
conversation remains a significant challenge. This
difficulty stems from the need for the chatbot model
to not only understand the nuances of human com-

munication but also to dynamically adjust its under-
standing on the fly as the conversation progresses
and new information emerges.

The crux of the issue lies in the model’s abil-
ity to discern and adapt to the latest user intent,
effectively disregarding or re-contextualizing the
outdated information from earlier in the conversa-
tion. This requires the model not only to understand
the current request but also to identify and resolve
the inconsistencies within the conversation history.
Achieving this would enable the chatbot to respond
accurately to the user’s most recent requirements
and intents.

The problem intensifies as conversation histories
grow longer and changes become more frequent or
subtle. The model must continuously track the con-
versation, identify shifts in context or intent, and
reconcile any discrepancies in the information flow.
This requires advanced capabilities in contextual
understanding, memory management, and dynamic
response generation, pushing the boundaries of cur-
rent NLP technologies.

In essence, the ability of a chatbot to effectively
manage and resolve inconsistencies in conversa-
tion histories, aligning itself with the user’s latest
intents and requirements, is pivotal in enhancing
the efficiency and reliability of dialogue systems.
As NLP models evolve, addressing this challenge
will be crucial in bridging the gap between human-
like conversational agility and the current capabil-
ities of automated dialogue systems. Therefore,
tackling consistency is a never-ending challenge in
the development of dialogue systems (Vinyals and
Le, 2015; Li et al., 2016; Zhang et al., 2018), and
several training approaches have been proposed to
enhance chatbot coherence (Yiet al., 2019; Liet al.,
2020; Bao et al., 2021; Ouyang et al., 2022). To
evaluate the consistency capacity, existing bench-
marks for contradiction detection (Welleck et al.,
2019; Nie et al., 2021; Zheng et al., 2022) treat
contradictory responses from chatbots as errors.



U1

I would like to find a cheap hotel to stay at where
there is free parking. Do you have any suggestions? by

The Cambridge Belfry fits the bill, would
you like me to book you a room?

u2
[ Do they have free parking? Are they rated 3 stars? ] by
u3 [ Yes, they do have free parking and they have 4 stars. ]
[ Did you have something that fits with 3 stars? ] bs
/ .
I have no listing for a 3 star hotel, would
M you like to try another area?
[ ‘What about a 4 star hotel? ] by
The Cambridge Belfry is a 4 star hotel in the cheap
price range and is on the west side. They offer free
Uus Wifi and parking. Would you like a reservation?
Yes, please book for 5 people for 5
nights starting on Thursday. bs
=~
ug [ I am unable to book for Tuesday. l
~<_
[ I would like to book for Thursday, not Tuesday. l be
=~
ur [ I am sorry, I can't make that reservation either. l
~<_
[ Is Monday available? l by
=~
As it turns out, Thursday just opened up. I
was able to book it for you, here is
ug your reference number, UGUST7UB.
Thanks! Can you also help me find
a college to visit in town? bs
There are 18 options. Was there a part
ug of town you would like to visit?
In fact, thanks! Can you also help me find
a park to visit in town? by

There are 18 options. Was there a part of town you
would like to visit?

u1s

‘What type of attraction am I interested in? ]

/

Figure 1: An example of our DynDST dataset. The
customer made a wrong request in ug and then indicated
the inquired type of attraction is park in ug.

Note that existing dialogue contradiction
datasets, in essence, can be reduced to the bot re-
sponse b; contradicting its previous response b;.
More importantly, they do not consider whether the
information has been rendered obsolete or updated
by the user either. This work presents a challenging
dataset differs from those aforementioned datasets.
Our dataset aims at evaluating the ability of chatbot
models for dynamically tracking the user state in
the dialogue. Figure 1 displays an instance of our
dataset. The customer inquired a wrong attraction
(i.e., college) in ug and then immediately made an
update in ug. A reasonable chatbot model should
adapt to this change and provide options of park
instead of college.

In this paragraph, we briefly describe how to gen-
erate our DynDST dataset (details are in Section 3).
We extend the MultiWwOZ 2.2 dataset (Zang et al.,
2020; Eric et al., 2020; Budzianowski et al., 2018)

by first identifying all the slots or text span (high-
lighted in bold) in the dialogue, then we randomly
choose one user utterance and alter one of its en-
tities. As shown in Figure 1, college is selected
and ug, which, along with the corresponding bot
response (bg), is considered a false turn. Next, we
duplicate the false turn and make any necessary
changes obtain the correct turn (ug and bg). Finally,
we gather the question (u;3) inquiring whether the
incorrect state has been overwritten. In this exam-
ple, the model should output park (new answer)
instead of college (old answer) in b13.
Our contributions are three-fold:

* We delve into the challenging zero-shot, in-
context knowledge editing task for LLMs,
which we believe intelligent LLMs shall gen-
erate responses that are not only consistent but
also adaptive in long-term conversations.'

* We construct the DynDST dataset that serves
as a benchmark for the evaluation of chatbot’s
adaptability. The dataset has 8,001 examples.

* We propose a parameter-free method to per-
form “exact match” criterion for generative
models, which is sometimes problematic as
such models are uncontrollable (not to men-
tion most of the LLMs are not accessible and
can only inference through their APIs). We
show our approach is effective in the prelimi-
nary experiment and it alleviates the need of
prompt engineering and is applicable to open-
domain question.

2 Definition

Fact The term fact refers to the text to be edited
throughout this paper. Seeing that the MultiwOZ
dataset solely focuses on tracking the personal sta-
tus (e.g., booking a hotel), they are not intrinsically
pertain to the factual knowledge in the real-world.
In other works, it may have different definitions,
names, and even forms (Mitchell et al., 2022b;
Meng et al., 2023). We follow the form of fact
in Meng et al. (2023), which is a tuple 7 compris-
ing subject, relation, and object. Intuitively, given
a fact x, we define the new fact 2’ is semantically
different (i.e., 2’ is effective) as:

7(2') # 7(x) (1

"Here, “in-context” is different from Brown et al. (2020).



Factual? # Turn
Dataset Lang F —=F Eff LT (m, M) Source

zsRE en X X - - Levy et al. (2017)
FEVER en X - - Thorne et al. (2018)
Dialogue NLI en X - - Welleck et al. (2019)
COUNTERFACT en X — - Meng et al. (2022)
Truthful QA en X - - Lin et al. (2022)
Wikitext generation en X v - - Mitchell et al. (2022a)
DECODE en X (44,4.5) Nie et al. (2021)
CareCallem ko (12.0, 11.5)f Bae et al. (2022)
Di1ALFACT en X X (2.7,2.5) Gupta et al. (2022)
CDCoNV zh X (2.0,2.0) Zheng et al. (2022)
DynDST (Our) en (7.9, 8.0)

T We report the English version

Table 1: An overview of various datasets from their source papers. The data attributes and statistics presented are
exclusively pertain to the contradiction relation in NLI or knowledge editing. In this table, we separated these
datasets from their original input format; the upper half is either in sentence or paragraph (substantially longer
sequence) format, while the the lower half is in chat format. Lang stands for language. F/— F column displays if
the dataset contains factual/non-factual knowledge to be edited. Eff stands for effective (defined in Section 2). LT
stands for long-term. Though there is no definite number of long-term, we regard the dataset as long-term so long as
half of the data have at least 5 turns (note that a conversation turn is defined as a pair of user and chatbot utterances.
The underlined checkmark (v) denotes the source data that partially satisfies the property. We also report the mean
(m) and median (M) number of turns in the # Turn column, if the input data can be converted to the chat format.

Conversation A conversation or dialogue with
n turns is denoted as (uq, by, ..., Uy, by, ), Where u;
and b; is the user and bot utterance in the i-th turn,
respectively. We focus on whether b,,41 updates
the fact in the dialogue context when a question
related to such fact is asked in u;41, given an ef-
fective fact introduced in the user utterances. We
decompose a multi-turn conversation into four dis-
joint turns; namely, false, update, test, and previous
turn. Simply put, (1) the false turn contains a false
fact; (2) the update turn has user utterance that cor-
rects the previous false turn; (3) the test turn is the
question we aim to assess whether the chatbot pays
attention to the user correction in the update turn;
and (4) the rest of turns fall into the previous turn.

3 Experimental Setup

Dataset Generation As our main goal is to gen-
erate a dataset that user updates their status, we
first filter out data that does not have any labeled
text span in user utterance in MultiwOZ 2.2 train-
ing dataset. After setting random seed to 0, we
randomly select one utterance for each data and ob-
tain the first slot to be edited. To generate another
slot that is semantically different, we gather the

(universal) set from all training data, then we ran-
domly select one element that does not include in
the current data. Mathematically speaking, let D =
{d1,ds, ...} be the training set, (D) = |J, U(d;)
be the set union of slots on all data in D. For
each d; and its associated slot s; to be edited, an-
other effective slot s’ is picked from U (D) \ U(d;),
where s’ has the same slot name as s; (e.g., hotel-
pricerange, train-bookpeople). The final number
of training data in the DynDST dataset is 8,001.

Model In order to evaluate the most recent
LLM’s adaptability in a multi-turn fashion, we uti-
lize gpt-3.5-turbo-0125 version of GPT-3.5 and
gpt-4-0125-preview version of GPT-4. To stabi-
lize the performance, we run our DynDST dataset
five times. The top_p, frequency_penalty, pres-
ence_penalty, and temperature is set to 1, 0, 0, and
0 to maximize the reproducibility.

Framework Note that the location of the update
turn, whether it is more contextualized to the false
turn or the test turn, also largely affect the result
in our pilot study, and we choose the scenario that
users immediately correct themselves in this paper.
Exp. 1 is the baseline, where we test the original



Update (1, Maj) No Update ({., Maj) Oracle (1)
Top-K 1 3 5 1 3 5 1 3 5

Exp. 1 (baseline) 66.6 725 726 207 197 20.7 66.6 80.7 83.7
Exp. 1 (baseline) [GPT-4] 584 643 665 245 248 263 584 76.1 803

(a) w/o choice 62.6 666 694 203 21.7 219 626 76.1 798
(b) w/o long 46.7 51.1 505 397 399 426 467 678 737
(c) w/o both 423 483 472 398 400 436 423 61.8 672
Exp. 2 (Our) 73.7 799 802 139 134 147 737 863 887
(a) w/o choice 703 751 787 165 156 145 703 824 864
(b) w/o long 70.1 759 769 161 160 172 709 84.1 883
(c) w/o both 68.8 742 766 139 158 162 68.8 81.7 864

Table 2: Percentage of Update/No Update on DynDST dataset. Maj stands for majority voting. Oracle column
represents an upper bound performance in which a successful update occurs if any run triggers the model to respond
accordingly among K templates based on the correction turn. All results are reported using GPT-3.5 except the
second row in Exp. 1, where we utilize GPT-4. The sum of Update and No Update is not 100, as we exclude invalid
response in the table; this also happens if there is a tie in majority voting. We also report the ablation analysis of

two experiments with the removal of (a) choice in test turn, (b) long correction in update turn, and (c) both.

DynDST dataset. In Exp. 2, we inject some pre-
defined sequences into the data in the hope of elicit-
ing the correct answer of LLMs in the test turn; the
string prepended to the bot utterance in correct turn
is “No problem at all! I have updated my memory
with the correction you provided. Thank you for
letting me know.” The user utterance also contain
context that explicitly negate the false statement.
For instance, one template used in our experiment
is “I'm sorry to bring this up, but I mistakenly gave
you [X]. In fact, [Y],” where [X] and [Y] are the
slots for the false and correct user utterance.

Evaluation Metric In general, we employ an ex-
act match criterion by extracting and comparing
the LLM output and the gold answer, which is
widely used in knowledge editing (De Cao et al.,
2021; Mitchell et al., 2022b; Meng et al., 2023)
with some twist lest we underestimate the LLM’s
capability. We briefly state how we combine the
exact match (EM), ROGUE-1 (R-1), and ROGUE-
L (R-L). First, we seek to EM defined the process
as success (failure) if the new (old) answer is exclu-
sively in the model output. Next, we convert data to
its “canonical” form and perform EM again. After
that, we remove the punctuation and stop words
(with the aid of NLTK package and our automati-
cally method that can generate GPT-3.5’s own stop
words set), and execute EM again. At last, we use
the strict rule to compute the R-1 and R-L. We com-
pute R-1/R-L score of old answer and new answer
with the model output. In R-1, the model output is
considered new only if the F1 is larger and either
its precision or recall is larger than max{0.5, old}.

In R-L, we combine the edit distance and longest
common substring.

4 Results and Discussion

The results are tabulated in Table 2. The choice
in this table means we provide the model some
hints after we question the model at the test turn.
The short correction (i.e., w/o long) is we only fill
the templates with the text span instead of the en-
tire utterance. Our results demonstrate that when
selecting the top 5 templates and making deci-
sions through majority voting, GPT-3.5, on aver-
age, tends to update the knowledge by more than
70% in Exp. 1 and slightly above 80% in the Exp. 2.

Note that Exp. 2 consistently outperforms Exp. 1
across all settings, indicating that the injected se-
quence in bot utterance will boost GPT-3.5 to pay
more attention to correction turn. Moreover, the
table shows that Exp. 2 still outperforms Exp. 1
even if they are in setting (c). Lastly, we point out
that while there is a common belief that GPT-3.5
is bested by GPT-4 in every tasks, GPT-3.5 signifi-
cantly outperform GPT-4 in our dataset.

5 Conclusion

Unlike existing DST datasets that primarily assess
whether chatbots could incrementally expand the
state of single domain or perform multiple tasks
in the same dialogue, we construct our DynDST
dataset to evaluate the model’s capacity for recog-
nizing and deleting state in long-term conversations.
We hope our work will inspire future research to
build a better chatbot for long-term companion.



Limitations

When evaluating the results, our exact match
method, though demonstrate it can catch nuances of
typos, is not flawless, so it may produce unwanted
results, even if we have experimented adding an-
other constraint: the edit distance (ED), longest
common subsequence (LCSeq), and longest com-
mon substring (LCStr) due to numerous typos (sim-
ilarly, the model output is considered new only
if new’s ED < old’s ED A new’s LCSeq > old’s
LCSeq A new’s LCStr > half of the new’s string
length). For instance, suppose the slot name is
restaurant-food, the old answer is “North Indian”,
and the new answer is “Labanese” (typo, should
be “Lebanese”) in the dataset. If model outputs
“Japanese”, our evaluation will consider it correct
in Step 5. Moreover, it may require thousands of
related data so that we can generate the model’s
own stop words set. This paper is the pioneer study
on deleting existing state in dialogue state track-
ing task, so the experiments do not cover a vari-
ety of open-domain LLMs. Consequently, testing
whether other LLM-based chatbots are on par with
state-of-the-art GPT models is also a promising
avenue of research. Likewise, there is potential
for future research to explore better templates in
our pre-defined texts. For example, we can pro-
vide the model with few-shot examples in each
phase or methodology; however, note that the se-
lection of best examples and the order of selected
demonstrations within context may require exten-
sive experiments to meet the needs (Zhao et al.,
2021).

Ethical Statement

It is important to note that the LLM should not be
treated as an authoritative source of facts, although
we test the LLM’s adaptability and treat its output
as the definite answer. As the DynDST dataset is
constructed based on the MultiWwOZ 2.2, we do not
foresee any ethical issues in the dataset.
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