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Abstract

Scarce labeled data is a common problem in001
machine learning, that would usually be tackled002
by using large amounts of human annotation003
work. Synthetic data augmentation can help004
alleviate this problem, but how exactly newly005
generated points change the data distribution,006
which data points contribute to increased per-007
formances and what the overall effect on the008
dataset is, usually is opaque. In this paper, we009
propose an interpretability and text classifica-010
tion dataset analysis method that first exam-011
ines the output space resulting from passing012
the already existing data into a model and then013
identifies areas in which the model fails to pro-014
vide a correct classification in said output space.015
We map the model outputs to an examinable016
continuous space and apply different clustering017
algorithms to identify clusters of data points018
that either aren’t well represented in the data019
space or are too difficult to learn. We automati-020
cally label these clusters using topic modeling021
and pass the labels to an LLM to generate syn-022
thetic data points, filling the gaps in our data023
space. Our method reliably improves language024
model accuracy by up to 2% on representative025
multi-class text classification problems while026
adding less than one percent of synthetic data027
to the training pool.1028

1 Introduction029

To counteract data sparsity, synthetic data augmen-030

tation techniques can produce new data points to031

fill gaps in the data and increase model robustness032

(Shorten et al., 2021). To perform augmentation033

more efficiently and in a targeted way, subsampling034

has been proposed to reduce the number of neces-035

sary data points (Kuchnik and Smith, 2019). More036

recently, works like Schick and Schütze (2021)037

have shown that LLMs can be employed for data038

1Code and data available at: https://anonymous.4open.
science/r/TopologicalExplainer/

Figure 1: Overview of our interpretable data augmen-
tation method. An Explorer takes the outputs of a lan-
guage model and examines their topological composi-
tion, yielding interpretable clusters in a continuous data
space. Based on cluster scoring metrics, we find suitable
candidates for data augmentation, which are then used
by an LLM-based Augmenter to synthesize new data
points filling in gaps in areas where the original model
performs poorly.

generation as well. However, both modern lan- 039

guage models and the process of how data augmen- 040

tation changes the distribution of the underlying 041

data are opaque. Two lines of work currently try to 042

tackle these problems: The field of data-centric in- 043

terpretability aims to diagnose the model behavior 044

on (training) datasets (Swayamdipta et al., 2020; 045

Wang et al., 2023), while subpopulation analyses 046

(He et al., 2023; Le Bras et al., 2020) detect which 047

parts of a dataset contribute the most to a model’s 048

performance. 049

In this work, we introduce an approach for gener- 050

ating interpretable image spaces that can be viewed 051

and examined to improve the understandability of 052

the given dataset. Secondly, we explore the possi- 053

bility of expanding this output space by filling out 054

missing data points with artificial ones. We then 055

apply a clustering algorithm, allowing us to sort the 056
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data into groups of similar data. We expect them to057

be semantically or spatially related. Following the058

clustering, we use a language model-based topic059

modeling method to label the clusters and then re-060

duce the dimensionality of the output space to 2D,061

such that the resulting spatial representation of the062

model’s predictions is interpretable. Lastly, we063

use the calculated clusters to generate data via an064

LLM to improve on the weaknesses revealed by065

our examination technique. Our contributions are:066

• We propose an interpretability and data anal-067

ysis method that examines the predictions of068

the model and treats the predictions like a069

space (§2);070

• We conduct experiments on the IMDb, HANS,071

TREC and AG News text classification072

datasets. Our method generates interpretable073

clusters of problematic data points (§3);074

• Using these clusters, we optimize the lan-075

guage models and find up to 3% improvement076

on all datasets on average when using a ran-077

domly chosen minimal subset and providing078

an even smaller synthetic dataset (§4).079

2 Methodology080

We will show that we can interpret the topological081

composition of model outputs in a manner allow-082

ing us to find clusters of misinterpreted or under-083

represented data. We call this the Explorer. The084

Explorer will use the logits of the output dimension085

of the used machine learning model to find gaps in086

the training data and later even present a method to087

fill in the models output space with augmented text088

data.089

2.1 Explorer090

Firstly, we will make a forward pass on all sam-091

ples of the dataset and keep the results in Ŷ . We092

continue by normalizing said results with a min-093

max normalization, so that all data is in the interval094

[−1, 1]. We will do the same thing to the label data,095

if it is not normalized. This is done to ensure that096

we have comparable results, as the output values097

of the model can easily surpass the label data val-098

ues (e.g., positive or negative labels in sentiment099

analysis, see Table 3) or stay below them. If we100

normalize, we ensure that the maximum value is re-101

strained to being equal to the label. In other words,102

the most correct value of the model becomes our103

new desired value.104

2.2 Visualizing clusters 105

After preparing the data, we can focus on explain- 106

ing our results. Using a clustering method like 107

OPTICS (Ankerst et al., 1999), we cluster Ŷ and 108

keep track of all clusters that are mostly composed 109

of falsely classified values in C, where Ci is the 110

current cluster. We then use the text topic modeling 111

method BERTopic (Grootendorst, 2022) to assign 112

names to these clusters to later visualize it like in 113

Figure 2. The name of Ci will be denoted as namei. 114

If we want to visualize these clusters for further 115

inspection, we encounter the limitation of project- 116

ing higher-dimensional data into 2D graphics for 117

human inspection. We try to tackle this problem 118

by using dimensionality reduction methods like 119

SparsePCA (Johnstone and Lu, 2009). This projec- 120

tion allows us to impose an interpretation of what 121

the classification model’s output space looks like. 122

Through this process, the axes of the 2D plot do 123

not represent specific labels, but instead a blend 124

of what the reduction algorithm found the output 125

space to represent the most. Our method also al- 126

lows us to view the changes resulting from using 127

our proposed augmentation method to optimize the 128

classification model. We can pinpoint the changes 129

to single data points between before-augmentation 130

(Figure 2) and after-augmentation (Figure 4). Fig- 131

ure 5 gives an overview of the total amount and 132

size of clusters for this particular experiment. 133

2.3 Finding candidates for data augmentation 134

Based on the labelled clusters containing wrongly 135

predicted data, we start sorting the clusters to 136

choose one cluster that has the greatest potential of 137

optimizing the model. We propose six algorithms 138

to score each cluster Ci with the value si: 139

1. Density 140

This is the most straight-forward approach. 141

We measure the largest diameter along all di- 142

mensions of the cluster in question and calcu- 143

late the ratio 144

si =
|Ci|

max(diam(Ci))
. 145

2. Average pairwise distance 146

We calculate the euclidean distance of each 147

point in the cluster to every point outside said 148

cluster and average the results: 149

si =

∑
j,k ||(Ci)j − Ŷk||2
|Ŷ | − |Ci|

150
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Figure 2: Visualization of the composition of errors of a BERT classifier on IMDb data. The top left of the figure is a
screenshot of the entire plot with correctly classified points shown in green, while the main content is a zoomed-in
snippet of the wrongly classified points. The further a dot is to the top right corner of the plot, the greater the error
is. Top-right means that the classifier chose the complete opposite label as prediction. The most meaningful cluster,
decided by the cosine similarity filter, is the “cinderella disney the and” cluster, which is located in the bottom left
corner. It is right on the margin to being correctly classified. The points captured by the cluster are visible in blue.

where j ̸= k and (Ci)j is a point in cluster151

Ci.152

3. Average geometric median distance153

We calculate the clusters geometric medians154

average distance to every other point outside155

the cluster. We use the algorithm proposed156

in Cohen et al. (2016) to get the median of the157

cluster. Let gi be the geometric median of the158

cluster Ci, then159

si =

∑
j ||gi − Ŷj ||2
|Ŷ | − |Ci|

.160

4. Preservation on cluster names161

We calculate the "meaningfulness" of a cluster162

with the CTC-preservation (Deng et al., 2021)163

score by passing the clusters name namei164

and every text of the cluster into the CTC-165

preservation score algorithm. We calculate si166

as follows167

si =

∑
j CTCpreservation(namei, (Ci)j)

|Ci|
.168

We chose the aspect of preservation, because169

we want to know how much the label of Ci170

represents the texts inside of Ci.171

5. Cosine similarity 172

We measure the clusters internal similarity by 173

using a count vectorization and calculating 174

the average cosine similarity (Mikolov et al., 175

2013). This results in the following score 176

si =
∑
j,k

(Ci)j − (Ci)k
|Ci|

where j ̸= k. 177

6. Weighted score 178

We use any or all of our proposed methods 179

and linearly scale them. Let wmethod ∈ R be 180

the weight corresponding to one of the above 181

methods and let (s)method be the score of the 182

desired method. Then we combine the score 183

to be 184

si =
∑

wmethod · (si)method. 185

We choose the cluster with the highest score to 186

be the one we select for optimization. 187

2.4 Optimizing using data augmentation with 188

cluster names 189

Now that we found a cluster Ci that was assigned 190

the highest score si ∈ s, i.e. Ci where si = 191
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IMDb AGNews HANS TREC Average

Density 30.0% 7.0% 26.2% 100% 40.8%

Average Pairwise Distance 100% 100% 11.9% 48.0% 65.0%

Avg. Geometric Median Distance 89.5% -3.6% 16.7% -26.0% 19.2%

CTC Preservation 81.6% -3.6% 45.2% 35.6% 39.7%

Cosine Similarity 98.7% 14.3% 100% 57.5% 67.6%

Table 1: Relative performance comparison of the five proposed cluster sorting metrics per dataset. Percentage
corresponds to the share of the maximum reported improvement, e.g. the Density result for IMDb achieves 30% of
the performance gain that Average Pairwise Distance offers.

max(s), we can use the found cluster to gener-192

ate new similar data. We chose an LLM to generate193

the new synthetic data points for us.194

Where the model fails to classify the data, we195

can provide k ∈ N samples of Ci in a few shot set-196

ting. This pushes the LLM in a way that produces197

high quality samples (see qualitative analysis in §4)198

while also keeping the context of the chosen cluster.199

We define the task prompt for text classification use200

cases to be composed of201

1. an issue which is the multi-word label namei202

that BERTopic (Grootendorst, 2022) assigned203

to the cluster;204

2. a label which will determine the target class205

of the new data point.206

An example for IMDb looks like this:207

"Generate a label movie review, choose a title208

based on the topic: ’issue’"209

We do this either in zero-shot or in few-shot210

(App. B), meaning that we can use the LLM in sim-211

ple cases where no extrinsic knowledge is needed.212

3 Experiments213

First, we test all scoring metric from § 2 and214

found that similarity (Eq. 5), average pairwise dis-215

tance (Eq. 4) and density (Eq. 1) were the best216

performing under equally conducted experiments217

(Table 1). We derive our weighted score (Eq. 6)218

from these results:219

• (w)Cosine Similarity = 0.68;220

• (w)Avg. Pairwise Dist. = 0.65;221

• (w)Density = 0.41;222

These weight values are derived from our experi-223

ments in Table 1.224

For our large-scale experiments, we chose 225

Llama-3-8B-Instruct (Meta, 2024)2, Llama-2 226

7B (Touvron et al., 2023)3, Gemma-2-2B (Team, 227

2024)4 as our generative LLMs for augmentation 228

to compare a broad range of modern transformer- 229

based models. 230

Following the method as described in §2, we 231

only focus on the highest-scoring cluster and gen- 232

erate data points for it. 233

The amount of data points generated with the 234

LLMs is chosen arbitrarily and constrained in our 235

experiments to any of {1, 3, 5, 10}. We chose this 236

range of artificial data points to demonstrate two of 237

our core points. The first being that we can improve 238

a model’s performance while using very little new 239

data. The second is our expectation is that very few 240

data points achieving improvements over the initial 241

results make our experiments reproducible. 242

3.1 Baseline Experiments 243

For a comparable baseline, we augment each 244

dataset using A2T-augmenter (Yoo and Qi, 2021), 245

CLARE-augmenter (Li et al., 2021) and Easy Data 246

Augmenter (EDA) as provided by TextAttack (Mor- 247

ris et al., 2020). We optimize the clusters with a 248

random set of the augmented data. 249

3.2 Data 250

We evaluate our proposed method on four English- 251

language text classification datasets: 252

• IMDb (Maas et al., 2011) for sentiment analy- 253

sis (binary text classification of movie reviews 254

assigning either "positive" or "negative"); 255

2https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

3https://huggingface.co/meta-llama/
Llama-2-7b-hf

4https://huggingface.co/google/gemma-2-2b
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• HANS (McCoy et al., 2019) for natural lan-256

guage inference (binary text classification of257

sentence pairs and their relationship labeled258

either "entailment" or "non-entailment");259

• TREC (Li and Roth, 2002) for question classi-260

fication (from six possible labels: "Abbrevia-261

tion", "Entity", "Description", "Human being",262

"Location", "Numeric value");263

• AG News (Zhang et al., 2015) for news topic264

classification (assigning one of four possible265

categories to short news articles: "World",266

"Sports", "Business", "Sci/Tech".).267

This selection features varying levels of difficulty268

going from "simple" binary classification to multi-269

label classification. On top of that, datasets like270

HANS have been especially designed to challenge271

fine-tuned models on not relying too much on pat-272

tern matching, while IMDb’s sentiment label can273

usually be inferred quite easily from occurrence of274

certain words that are often associated with one or275

the other label.276

3.3 Classification Models277

The models we use for our classification tasks are278

all in the BERT (Devlin et al., 2019) family, us-279

ing the same overall parameters. Specifically we280

choose BERT, RoBERTa (Liu et al., 2019). However,281

we focus on BERT as we did not notice major dif-282

ferences in our results. We train every model using283

the Transformers (Wolf et al., 2020) library, for284

1 to 3 epochs, with training data containing 1000285

randomly sampled data points.286

4 Results287

Table 1 displays our measured scores on288

Gemma-2-2B. The percentages correspond to the289

relative performance based on the best-performing290

metric for each dataset, which we can then visu-291

alize as a bar chart comparison across all datasets292

with Table 1. The percentage describes the aver-293

age improvement by using the corresponding filter294

method for augmentation candidate selection. The295

table shows that a combination of multiple filters is296

needed to provide a reliable cluster selection as no297

single filter excels at every task. This is the reason298

we propose a linear weighted filter as Weighted299

Score (Eq. 6).300

Table 2 shows our findings regarding larger-scale301

experiments. It is notable that our method is best302

in most of the tested scenarios. We decided to303

continue using Gemma-2-2B for our evaluations 304

as it is a relatively small model that allows for 305

fast testing and is available to a broad range of 306

researchers, even when no larger digital infrastruc- 307

ture is available. The comparison between our 308

methodology and the three data augmentation base- 309

lines, A2T, EDA, and CLARE, in Figure 3 shows 310

that we are very competitive in comparison to state- 311

of-the-art methods while being only limited on the 312

LLM’s size and its computational requirements, 313

even though the graphs might indicate that the other 314

augmenters exceed our performance, this is not the 315

case, when looking at Figure 6. With larger models, 316

we can improve even more putting our limitations 317

on the hardware rather than on our method. For 318

example, in the HANS figure, we also explored 319

the performance of Llama-3-8B and Llama2-70B, 320

because our baseline model Gemma-2-2B failed to 321

produce data points of sufficient quality. Note that 322

for the IMDb setting we did not calculate CLARE 323

as it exceeded our maximum execution time of 72 324

hours runtime. Also we cut off our augmenter at 325

10 data points, because we use small clusters of 326

data as our "impulse" for the LLM. If we generated 327

too much data points, we would oversaturate that 328

semantic area. 329

4.1 Qualitative analysis 330

Next to results for our augmenter and selection al- 331

gorithm, another important aspect is the quality of 332

the data generated by the LLM. We will examine 333

examples for every dataset, discussing the gener- 334

ated data. 335

4.1.1 IMDb 336

We will firstly discuss a data point generated by 337

Llama-2-7B, the LLM was tasked to generate a 338

review for the cluster labeled as ’cinderella disney 339

her the’: 340

A semantic search over the IMDb dataset with 341

the cluster’s topic label as the query reveals that 342

the two most similar sentences are both of nega- 343

tive sentiment at first glance, but actually only one 344

of them is truly negative. The newly synthesized 345

example (highlighted in yellow) fills the gap of a 346

more overtly positive movie review. 347

4.1.2 HANS 348

HANS is a more difficult dataset than IMDb in 349

the sense that it requires reasoning capabilities. 350

The following data was generated by Gemma-2-2B, 351

which was tasked to use "senators senator scientist 352
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IMDb AGNews
Base 1 3 5 10 Base 1 3 5 10

A2T

89.4%

-0.0% -0.3% -0.6% -0.4%

87.8%

+0.2% +0.3% +0.5% +0.7%
CLARE - - - - +0.1% +0.1% -0.1% +0.1%
EDA -0.1% -0.2% -0.2% -0.3% -0.0% -0.0% -0.1% -0.1%

TOPEX +0.8%* +1.3%* +1.4%* +1.4% -0.2% +0.0% -0.4%* -0.0%

HANS TREC
Base 1 3 5 10 Base 1 3 5 10

A2T

81.4%

+0.0% -0.1% -0.1% -0.2%

84.1%

+0.1% +0.0% -0.0% +0.4%
CLARE -0.2% -0.1% -0.1% -0.2 +0.1% +0.1% -0.0% +0.2%
EDA +0.0% -0.1% -0.4% -0.4% +0.1% +0.2% +0.1% +0.2%

TOPEX +0.2% +0.2%* +0.4%* +0.3% +0.5%* +0.1%* +0.3%* +0.4%*

Table 2: Absolute performance improvements (in % accuracy) using our synthetic data generation method. The
first column (Base) corresponds to the classification model’s base accuracy, while the subsequent columns in each
datasets refers to the number of synthetically generated data points. All values are based on Gemma-2-2B as the
augmenter LLM. "*" denotes this was achieved using the augmenter model in a few-shot setting.

Data point Label

I recently watched ’Cinderella’ (2015) and was
thoroughly impressed. The animation was stun-
ning and the voice acting superb. Lily James
brought the titular character to life in a way that
was both relatable and inspiring [...]

pos

Possible Spoilers, Perhaps. I must say that "Cin-
derella II: Dreams Come True" is one of the
worst movies ever [...]

neg

As a young boy, I always sort of hated "Cin-
derella," since I was outvoted by my two sisters
when my parents [...]

pos

Table 3: IMDb sentiment analysis examples (extracts
for brevity). The first one is synthetically generated by
Llama-2 7B, while the latter two are two most similar
examples from the original data.

scientists" as cluster name.353

(’The scientists and the doctors mentioned the354

lawyers.’, ’The scientists mentioned the lawyers.’)355

While the model adhered to the instructions and356

generated a valid pair of sentences for the task of357

natural language inference, the quality of this data358

point is below our expectations. This would explain359

why our improvements on HANS are rather limited.360

We tackled this problem by using a larger model361

to demonstrate that this can be resolved when us-362

ing a more proficient model. The following was363

generated by Llama-3-8B and resolves all of the364

previously mentioned issues.365

(’The doctors and the lawyers mentioned the366

artists.’, ’The doctors mentioned the artists.’)367

4.1.3 TREC 368

TREC is a rather difficult dataset for Gemma-2-2B 369

as can be derived from Figure 6d. For the cluster 370

"abbreviation stand for does" our LLM generates: 371

"How many letters does the abbreviation "FBI" 372

stand for?" 373

Which is again a valid English sentence, but 374

the meaning of it is off. When using Llama-2-7B 375

this issue again is resolved, it was tasked with the 376

cluster "rotary engine engines the". 377

"What is the name of the famous engineer who 378

invented the rotary engine and how he got the 379

inspiration for this revolutionary technology?" 380

We decided against evaluating a complete series 381

of Llama-2-7B results on TREC as we show in 382

AGNews that a larger LLM resolves most of the 383

issues. 384

4.1.4 AGNews 385

Our method is the weakest in the AGNews setting 386

with Gemma-2-2B, being only on par with CLARE 387

and EDA and even Llama-3-8B is not able to sig- 388

nificantly improve on this. We choose an example 389

generated by Llama-3-8B, with the cluster name 390

"intel amd chip chips". 391

"The world of computing is a rapidly changing 392

one, with new technologies emerging all the time. 393

One of the key areas of development is in the field 394

of processor chips, where companies such as Intel 395

and AMD are constantly pushing the boundaries 396

of what is possible. In recent years, the 397

competition between Intel and AMD has driven 398
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(a) Performance of our methodology compared to two baseline
data augmentation methods for IMDb.

(b) Performance of our methodology compared to three baseline
data augmentation methods for AG News.

(c) Performance of our methodology compared to three baseline
data augmentation methods for HANS.

(d) Performance of our methodology compared to three baseline
data augmentation methods for TREC.

Figure 3: Performance of our methodology compared to three baseline data augmentation methods.

innovation and led to the development of faster,399

more powerful and more efficient processors. This400

has had a significant impact on the world, enabling401

the creation of faster computers, more powerful402

servers and more efficient data centers. As a result,403

the world has become a more connected and more404

productive place. [...]"405

The text itself is rich enough to be considered a406

data point that could improve the performance of407

a classification model, but the task seems to com-408

plex, in the last sentence the model drags its own409

task into the data point, which drastically decreases410

its quality. Additionally, the model repeats itself411

multiple times.412

5 Discussion413

Data augmentation methods suffer from a bias414

caused by the underlying core dataset. It is very415

hard to generate authentic data to enhance quality416

and quantity of a dataset without compromising the 417

balance of it (Kumar et al., 2020; Li et al., 2022). 418

We tried to tackle this problem by using LLMs, 419

which makes our work competitive but we recog- 420

nize the set of problems it comes with. The most 421

prevalent problem is the chosen LLM. It will have 422

to be able to comprehend the data and the problem 423

it is tasked to generate. If the model does not un- 424

derstand its task, it will generate data with poor or 425

inconsistent quality. We documented many situa- 426

tions in which a relatively small model failed to 427

generate meaningful data, where the larger variants 428

generated data that could be natural. 429

Another issue we encountered is the performance 430

of the used LLM itself. We have documented in- 431

stances where the augmentation model generates 432

nonsensical text, this can be examined in § C. This 433

impacted our AG News performance. We suspect 434

the prompt design to be at fault here. 435
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6 Related Work436

TDG (He et al., 2023) identifies challenging sub-437

populations, but is more concerned with data aug-438

mentation as a goal, so it estimates which clusters439

benefit from additional data without hurting the440

overall accuracy. In our work, we also distinguish441

between in-group and overall accuracy, but our442

method is less expensive and freely available, both443

in terms of used models and available code.444

The most prominent work in data-centric inter-445

pretability, i.e. diagnosing the model behavior on446

datasets, is Dataset Cartography (Swayamdipta447

et al., 2020), where during training individual in-448

stances are categorized by how hard they are to449

learn for models. Their empirical results have450

shown that ambiguous regions on their Data Map451

visualizations (plotting confidence against variabil-452

ity) contribute the most towards out-of-distribution453

generalization. Our explainer also yields a 2D plot454

of data points regarding their learnability, but we455

go one step further and use model-generated cluster456

labels to synthesize new data and improve the ex-457

plained model. Similar to our work is Goal-driven458

clustering (Wang et al., 2023), where clusters of459

datasets are explained in natural language and in-460

stances are then classified as to whether they belong461

to a specific cluster. Similarly, SEAL (Rajani et al.,462

2022) identifies subpopulations of a dataset with463

high error rates and assigns human-understandable464

explanations to them. The Spotlight (d’Eon et al.,465

2022) searches a model’s final layer embedding466

space to identify contiguous sets of data points that467

maximize the loss. None of these three works, how-468

ever, deal with using these clusters in any way to469

improve on the model performance, which we add470

towards in a final step of our methodology. Other471

works have explored measuring the difficulty of472

single examples (Smith et al., 2014; Ethayarajh473

et al., 2022; Saha et al., 2022), quantifying the474

value of single examples to a model’s performance475

(Ghorbani and Zou, 2019; Rajani et al., 2020), or476

proposed methods for identifying mislabeled data477

from training dynamics (Pleiss et al., 2020).478

7 Conclusion479

In this paper, we showed that we can use topo-480

logical aspects to modify a model’s output space481

in such ways that we can cluster them and assign482

meaningful names to the clusters. We also proved483

we can use said clusters and names to instruct a484

LLM to generate synthetic data to improve weak485

spots of a model. Our experiments present that 486

our methods are model, domain and task agnostic 487

while maintaining a very competitive performance 488

in comparison to related data augmentation papers. 489

Limitations 490

High dimensional spaces are impossible to be bro- 491

ken down loss free into lower dimensional spaces 492

without them being linearly dependent. That be- 493

ing said, methods like SparsePCA (Johnstone and 494

Lu, 2009) and t-SNE (van der Maaten and Hinton, 495

2008) work quite well on representing high dimen- 496

sional data in a manner that makes it comprehensi- 497

ble for humans. Though our chosen dimensionality 498

reduction algorithms work well, that is not enough 499

in many cases and we expected better visual results 500

for datasets like TREC. 501

We restricted ourselves on using 502

BERTopic (Grootendorst, 2022) for the naming 503

of our clusters. While this is proved to be a well 504

working method, we do recognize that we could 505

have used another LLM to try and give names to 506

the clusters. 507
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A Anecdotal results 728

Figure 4 shows the results of optimizing using a 729

cosine similarity filter for optimization-candidate 730

proposal and 3 synthetic datapoints which were 731

generated by Llama2-7B (Touvron et al., 2023). 732

Additionally to correcting the prediction on one of 733

the three datapoints we improved the overall accu- 734

racy in this case by 0.13% from 89.3% to 90.6%. 735

We also provide a crude reasoning as to why this 736

exact cluster has been selected. 737

Cluster with name ’cinderella disney the and’ has 738

been chosen because the cosine similarity of the 739

strings is 2.17-times greater than the mean of all 740

found clusters. The minimum is 0.57-times the 741

mean. 742

Figure 5: Clusters and their composition that the algo-
rithm found. The first bar shows the general ratio of
falsely to correctly predicted samples, the other ones
show clusters of samples. The Y -axis shows the amount
of samples in each cluster, the X-axis shows the amount
of clusters as a whole. We will focus on the clusters
starting from X = 150, as this is the point where clus-
ters begin to be mostly composed of wrong instances.
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Figure 4: This is the distribution of the datapoints after optimizing using our methods. You can see that the
"cinderella disney the and" cluster has been dissolved. One point moved into the correctly identified values
(0.11, 0.18), the two others dispersed inside the wrong predictions.

B Few shot augmentation prompt743

example744

The following is an example for our prompt design745

on HANS using a one-shot prompt.746

747

You have to complete the following text accord-748

ing to the instructions in ’Task’ where the desired749

answer is followed by ’Answer’.750

Task:751

Generate a premise and a hypothesis based on The-752

play-the-the, delimited by ’/delim/’, in a Subject-753

Verb-Object sentence structure. The sentence pair754

of premise and hypothesis should have a entailment755

relation out of ’entailment’ and ’non-entailment’756

Generate exactly one pair of premise and hypothe-757

sis. Don’t provide any post reasoning or explana-758

tion, just the hypothesis and premise. Remember to759

put the delimiter between premise and hypothesis,760

not at the end. The delimiter is /delim/, you should761

use the delimiter exactly once in your response, to762

delimit the premise you provide from the hypothe-763

sis you provide.764

Your answer:765

The artists and the lawyers mentioned the doctors766

./delim/767

The artists mentioned the doctors .768

Task: Generate a premise and a hypothesis based769

on The-play-the-the, delimited by ’/delim/’, in a770

Subject-Verb-Object sentence structure. The sen-771

tence pair of premise and hypothesis should have 772

a entailment relation out of ’entailment’ and ’non- 773

entailment’ Generate exactly one pair of premise 774

and hypothesis. Don’t provide any post reasoning 775

or explanation, just the hypothesis and premise. Re- 776

member to put the delimiter between premise and 777

hypothesis, not at the end. The delimiter is /delim/, 778

you should use the delimiter exactly once in your 779

response, to delimit the premise you provide from 780

the hypothesis you provide. 781

Your answer: 782

C Faulty text-generations 783

Faulty generation example for IMDb using 784

Gemma-2-2B. 785

"and then write the review. The review should be 786

at least 250 words long.You can use the review as 787

an assignment for your English class.This is a great 788

assignment to help your students practice writing.If 789

you have any questions or feedback, please contact 790

me at: Email: Phone: Facebook: Pinterest: Twitter: 791

Google+:" 792

Faulty generation example for AG News using 793

Llama-2-7B. 794

"\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n" 795
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(a) Performance of our methodology compared to two baseline
data augmentation methods for IMDb.

(b) Performance of our methodology compared to three baseline
data augmentation methods for AG News.

(c) Performance of our methodology compared to three baseline
data augmentation methods for HANS.

(d) Performance of our methodology compared to three baseline
data augmentation methods for TREC.

Figure 6: Performance of our methodology compared to three baseline data augmentation methods, showing
augmented data performance for 30 datapoints with flat continuation of our last datapoint.
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