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Abstract—We explore the ability of deep ReLU
neural networks to realize functions on manifolds. By
establishing appropriate assumptions, we ensure that
the coordinate charts can be exactly represented without
error. Locally, we construct networks characterizing
tooth functions on coordinate neighborhoods. To re-
solve mismatches arising from the manifold’s complex
structure, we further develop a global tooth function
defined over the entire manifold, effectively represented
by a ReLU neural network.

Index Terms—Deep ReLU Neural Networks, Learn-
ing on Manifolds, Function Representation, Network
Complexity.

I. INTRODUCTION

Deep neural networks (DNNs) have emerged as pow-
erful tools for tackling data-driven tasks across various
scientific fields. Traditionally designed for inputs in vector
spaces, DNNs leverage well-defined operations tailored
to such structures [1], [6], |12], [13], |16]. However, with
advancements in sensing technologies, the ability to work
with manifold data has become increasingly important, as
such data often arise directly or indirectly in real-world
applications. Moreover, it is often observed that many
datasets of interest inherently reside on low-dimensional
manifolds within higher-dimensional ambient spaces, fur-
ther complicating the learning process and emphasizing the
need for methods that respect this underlying geometry.

While DNNs have demonstrated remarkable empirical
success in modeling complex problems, the theoretical
understanding of their effectiveness remains limited.

In this paper, we focus on the ability of DNNs to
exactly construct functions on manifolds, with a particular
emphasis on tooth functions, which play a critical role in
various theoretical aspects of DNNs [3], [5], [20]. In our
setting, and thanks to the assumptions made about the
given manifold, we investigated the realization of coordinate
charts using DNNs. Furthermore, while the tooth function
is initially defined locally, it can result in mismatches
between different regions. By leveraging ReLU DNNs, we
successfully constructed a general tooth function defined
over the entire manifold without any mismatches. More
specifically, the results of this paper aim to bridge the
so-called Theory-to-Practice gap in deep learning [4], [17].
Therefore, a follow-up paper addressing the Theory-to-
Practice gap for ReLU DNNs with manifold-based data
will be available soon.

To the best of our knowledge, the setting we consider has
not been explored in prior work. Most recent studies focus
on smooth manifolds [7], [8], [10], [14], [23] and the ability
of DNNs to approximate functions defined on them. By
contrast, we address Piecewise Linear Manifolds, demon-
strating that for this specific structure, tooth functions
can be represented exactly, without approximation, using
ReLU DNNs.

II. PIECEWISE LINEAR d-MANIFOLD

Manifolds are widely used as an input domain and has
been extensively explored in many works when dealing
with low-dimensional data. In this section, we briefly recall
some preliminaries regarding piecewise linear manifolds.

Definition 1. Let U C R4V C R™ be open sets. A
function f : U — V is said to be piecewise affine-linear (PL)
if it is continuous and there is a locally-finite decomposition
U = U;er Ki into connected, closed subsets K; C U with
respect to which f|k, is affine-linear.

For a PL homeomorphism it is required that both maps,
the bijection and its inverse, are piecewise linear. Note
that, on a d-dimensional manifold (d-manifold) M, for any
x € M, there exist an open neighborhood U C M of x
and a homeomorphism ¢ such that ¢ : U — ¢(U) C R
The pair (U, ¢) is called a chart for M around z. A chart
essentially defines a local coordinate system on M. An
atlas of M is a collection of charts (U;, ¢;), i € I, such that
M = J,c; Ui. Given (Uj, ¢;)icr an atlas, the transition
functions are ¢; o goj_l c (U NU;) = ¢ (U; N U;) with
the obvious convention that we consider ¢; o g@{l if and
only if U; NU; # 0.

Definition 2. A manifold M is called a piecewise linear

manifold of dimension d (PL d-manifold) if it is equipped

with an open covering M = J,;c; Ui and coordinate charts

@i : Ui — (V; CRY) to open subsets of RY for which
pioprt (U NUy) = ¢s(Ui NT;)

are PL homeomorphisms.

In our paper, we consider a compact PL d-manifold M
embedded in R?, where D > d. Intuitively, although M
is a (hyper) surface in R, locally it is identified with R<.

Definition 3 (Continuous functions on PL d-manifolds).
Let M be a manifold. A function f: M — R is continuous



if for any chart (U, ), fop™t:p(U) — R is continuous.
The space C'(M) is the space of all continuous real-valued
functions on M, equipped with the supremum norm ||-||c(a) -
The definition of continuous functions is independent of the

choice of the chart (U, ).

III. RELU NEURAL NETWORK IN LOCAL COORDINATE

We describe the architecture of deep ReLU neural
networks which we use throughout this paper. We will
be concerned with target classes related to ReLLU neural
networks. Here we use bold symbols for vectors & €
R™ n € N, and normal symbols for x € M. Let
0 : R = R, such that o(t) = max{0,t} be the ReLU
activation function. Given a depth L € N, an architecture
(No, N1,...,Nz) € NETLand neural network coefficients
® = (Wibh)._, € XiLzl (RNixNim1 5 RN1) | we define
their realization R(®) € C(RM RNt) as R(®)(z) =
xzl, where 2° = x € RV z' = o(Wiz""'4+b') €
RN fori € [L — 1], and & = Wlgl-! 4 bk € RNz,
with ¢ applied componentwise. Let Hn,, .. n.),c be the
class of feed-forward neural networks with the architecture
A = (No,...,Nz) and a uniform coefficients upper bound
C > 0 as follows:

L
Hac = {R(<I>):<I> e X (RNNiwt 5 RN | @] < c},
i=1
where [|®|[g = max;=y,  max{|[W*|[¢=,[|t*|[¢=}, such
that [[W*[|ge 1= maxy, ; [Wy ;| and [|b*||¢ := maxy, [by.

A. ReLU hat function on PL d-manifolds
Let d,D € N, R > 0 and define

Ar: RxR—(—c0,1], (s,t)1-R-[t—s| (1)

furthermore using the ReLLU activation function, we have
Ap:RP x RP — (—o00,1], (€, ) = (X2, Ar(&ir ;) —
(D —1) and

Or :RP xRY = [0,1], (&, 2) = o(Ar(&,2)  (2)

Our aim is to extend the previous construction to M.
First, we construct a finite number of coordinates neigh-
borhoods that cover M. Let B(z,r) denotes the open
(= ball in R” with center z € M and radius r > 0:
B(z,r) = {x € RP such that sup;c,  py|@; —2z;| <7},
where (z1,...,zp) is the coordinate of z in RP. Here, we
assume that M C B(0,1) = B(Ogp, 1). The properties of
M imply the existence of a fixed number Cy € N, a finite
collection of points ¢; € M for i =1,...,Cxq, and 7 > 0,
such that M C |, Bi(r) = B;(r).

We proceed under the following list of assumptions.

Assumption 1. Let 0 < r < oo such that there exists ¢; €
M, i€y ={1,...,Cp}, with the following properties:
1) M C U Bi(r):
2) U; = B;(r) N M is a convex set for any i € Tpyq;
3) for any i # j wherei,j € {1,...,Cpr}, we have

U;,° N Ujo = 0. (3)

We define our coordinate neighborhood U; as the inter-
section B;(r)NM for any i € {1,...,Cxq}. Let the tangent
space of M at ¢; denoted by T.,(M) = span(v;1,. .., Viq),
where {v;1,...,v;q} form an orthonormal basis, then
Vi = [vi1, ..., Via] 18 & projection matriz belongs to RDxd,
Furthermore, V; is a semi-orthogonal matrix, that is,
V;TVi = I4, where I; is the identity matrix of size d. For
any x € U;, we define the projection ¢; as a coordinate
system, ¢ = 1,...,Cxy, as follows:

¢i(2) = Ra(0:) (V" (x = ¢5) + bi), (4)

where R4(0;) is a d x d rotation matrix where o; is the
angle of rotation and b; € R is a translation vector, such
that there exists » > 0 (from Assumption |1) where

[=/2,7/21 C 6s(Ui) = ¢(Bi(r) N M) S [=rVD,rVD]". (5)
Consequently
rvd < diam(¢; (U;)) < 2rVdD. (6)

Note that (compared to [§], [9], [19], [21], [22]) in our
construction of ¢;, we use a different factor, that is, the
rotation matrix R4(0;) instead of a scaling factor. The fact
that M is a connected manifold insures that the center ¢;
of any coordinate neighborhood U; is at least connected
in U; to the boundary of the ¢*° ball B;(r) and at most it
belongs in the diagonal of B;(r). The right-hand interval
[—rv/D,rv/D]% in contains the maximum projection
of U; with respect to ¢;. The maximum projection refers
to the diagonal of the £ ball, hence v/D appears since
we use the £>° norm in R”. While [—7/2,7/2]? refers to the
minimum projection of U; with respect to ¢;.

Each ¢; is a linear function which can be constructed by
a single layer ReLU network. Therefore, let r > 0 satisfies
Assumption |1 and {(U;, #;)}$ be an atlas on M.

At this point, our paper will continue with an atlas
{(Us, $:)}$ that fulfills Assumption [1] such that ¢; is
given by and satisfies for any ¢ € {1,...,Cxq}.

In order to construct a tooth function on M, we use
similar techniques to the construction of a bump function
on manifolds cf., |24, Chapter 13]. We define a tooth
function on ¢;(U;), i € {1,...,Cam}, by first letting ¢;
be the center of U; and ¢;(c;) = ¢; € [—7/2,7/2]¢, where
;2 Uy x Uiy = ¢i(Ui) x ¢i(Us), (ci,x) = (¢ilci), gilx))
o719 (Uh) x ¢i(Uy) — Uy x Uy, (ciyz) v (ciy 07 ().
Hence, we define a tooth function on ¢;(U;) x ¢;(U;) C

[—r D,T\/ﬁ]d X [—r D,r\/ﬁ]d
I‘% :[fr\/ﬁ,r\/ﬁ]d X [77“\/5,7"\/5]‘1 —

(ci,x) = g o @ (ci, ).

[0,1],
(7)
Consequently, a tooth function on M can be defined as
F% o®,:U; xU; — [O, 1],
(ci,x) = Tg o @i(ci, ) = (Vo @)

@i(ci,m) .
Defining functions on manifolds in the previous way is
already known for deep learning [11]. The construction of



a geodesic distance on M throw ReLU networks is not a
part of the scope of this paper. Instead we use L distance
from the ambient space R” in the construction of the tooth
function. Next, we derive some properties of I'%.

Theorem 4. Let r,R > 0, M be a manifold and
{(Us, )} be an atlas on M. Furthermore let c; e M
be the center of U; such that ¢;(c;) = ¢; € [—7/2,7/2]%,
and i € {1,...,Cp}. Then the tooth function 'Y, from @
satisfies the following:

supp 'z (c;, - ) C ¢ (Bi(R™
and let T = (2RD)~!
1.2v2

3

Y) N e (Uy)

, we have

5( )d(dfl)/p - min(T, T)d/p

' . _ d/p
< I M rvp e < (29D min( )

Proof. We use the early constructed atlas {(U;, ¢;)} <M
in Section [MI-A] For a fixed ¢; € U;, in view of
and (7) the tooth function I'y(c;, @) # 0 only if
AR(gb Yei), ng; (z)) > 0. Consequently,

Z AR Cz ¢

Since AR(¢> 1(cz) qb_l(a:)j) € (—o0,1], we need that
Ar(¢; (ci)wqu(x)j) > 0 for allj € {1,...,D} which
is (in view of (I)) possible if |¢; ' ¢;1(w)j| < & for
any j € {1,..., D}, hence

T € o (B(¢f1(ci)73_1) NU;) = ¢; (Bi(R™)) N (Uy),
last equality holds true since ¢; is injective, for any ¢ €
{1,...,Cr}. Concerning the lower and upper bounds for
I (c;, - ) we recall that by assumption

diam (¢;(U;)) = diam (¢; (B;(r) N M)) < 2rVdD,
(see and its consequence), hence
¢i (Bi(R™1)) N i (Us) = i (Bi(R™)) N i (Bi(r) N M)
= ¢; (Bi(Rfl) NBi(r) N M)
= ¢ (Bi(min(Rfl, 7)) N ./\/l) ,

the second equality holds true thanks to the injectivity of
¢;. Then, we conclude that

diam (¢; (Bi{(R™")) N ¢; (U3)) < 2-min(R™*,r) - VdD.

Without loss of generality, the set ¢; (Bz( )) Ne; (U;) can
be thought as the product of intervals of the form (a;, b;)

Y(a),) > D - 1.

such that 0 < a; < b; < 1 (see (5))) where i € {1,...,d}.

We can bound the Lebesgue measure \g on R? of a bounded
measurable set E = Hl 1(a;,b;) € R? as follows:

d d 1/2
= 1] —ai) (H(bi - az‘)2>
i=1 i=1

Hb —a;) =
e

Aa(E)

(8)
/2

> diam(E)%.

ISR

Hence, for any x € ¢; ( B;(R~ )) N o, (U;), we get

HFE(C“ 5) HLP(([—T\/BJ’\/ﬁ]d)

1 a

< (s (Bi(R™Y) Ny (U))7 < (2 : mm(Rfl,r)@)? .

For the lower bound, we use a similar idea from [5, Proof
of Lemma 2.3]. That is, let & € ¢; (Bi(1)) N ¢; (U,),
then ¢; '(x) € B;(r) N U; which implies that for any

je{l,...,D} we have
1
—1 _ -1 B b
Ar (cij,qsi (ac)j) = 1-R|¢7' @), — ci| 21— 55
Consequently, we get Agr (cl-, ¢i_1(a;)) =

(S0 Ar (ei,67(),)) = (D= 1) 2 4, and hence

Phiena) > 3 for any @ € 61 (B,(7)) N1 (U) . (9)

The  fact  that  ¢; (Bi(7)) N ¢ (Us) =
i (Bi(t)NBi(r) N M) = ¢; (Bi(min (7,7) N M) implies
that (in view of (6)) for any j € {1,...,d} the sides s; of
@i (Bi(7)) N ¢; (U;) satisty

s; € [min (7,7),2 - min (7,7) - VD]. (10)

Furthermore, in our case min (7,7) < s; < 2¢/D-min (7,7),
hence, let M = 2v/D - min (7,r) and m = min (7,r) it
follows that
2
(4m? _ (M+m VD) (11)
AM AMm -8

P
In view of (5), (8), [15, Theorem A] and .7 we
get Ay ((bz( Z( ))m(bz( Z)) = ((%)_T d Zg 1SJ) >

(5)7 - §-min(r.r)-d) > (BF)%D
Overall, from , using the previous inequality and (E[),

we obtain the lower bound

- min(r,7)%.

Tl=

i 1
[P My = 30 @6 (B(r) N6 (U)
2 1(&)d(d71)/p . min(T, 7’)%_
2 3
[

In order to avoid any projection of a given z using
unmatched charts, we need to construct an indicator
function. For example if there exists y € M \ U; such
that the orthogonal projection of y on T, M is the same
as ¢;(c;) then I'y o ®;(c;,y) = 1. This case should be
eliminated, that is, for ¢ € {1,...,Cx¢} we would like to
get I'p o ®;(c;,y) =0 if y € M\ U;. Hence, we construct
a ReLU network 17, ; that satisfies:

1 5(x) =1 if z € B;(r —6) NU;,
O<]1§,,5(x)<1 ifxeloj,-\Bi(r_(s)7 (12)
1 5(z) =0 ite ¢ U,



which can be considered as indicator function in our
setting. We refer the reader to Section [[I-B| for more
details about the existence and the construction of the
indicator function 1’ ; using ReLU networks. Moreover,
in view of Theorem (4| for p = co and , if z ¢ U; then
Ina,x(()7 le/r o (I)Z'(Ci, x) + ]lfn’&(.%') - 1) = Q(Fll/r o <I>i(ci, .’L‘) _
1) = 0. Furthermore, if € B;(r — §) N U;, we have
1 5(z) = 1, which implies that max (0, o ®;(c;,x) +
1 s(x) = 1) = F’i/r o ®;(c;, ). Consequently, the local
tooth function (without mismatching) can be constructed
as follows: Af_,é(x) = g(l"i/r o ®;(ci,x) + ]lf,ﬁ(x) -1) =
Fﬁ/roq)i(ci,x) if x € B;(r—96)NU;, and 0 if x ¢ U;. Finally,
the global tooth function is defined as a summation of all
local teeth functions, i.e., A, 5(z) = Zf:"’{ AL 5(x).

B. ReLU indicator function on PL manifolds

Mainly, the indicator function 1y, of an input x €
M determines the chart that x belongs to, for any
i € {1,...,Cum}, such that U; = B;(r) N M satisfies
Assumption [l We use an indicator function in order to
avoid any non proper coordinates neighborhood assignment

¢i(y) if y ¢ U; where i € {1,...,Cr}.

Lemma 5. Let 0 <6 <r,d<< DEeN ande € N such
that N; < 3D where j € {1,...,D —1}. Let M be a d-
dimensional PL manifold embedded in R and {(U;, ¢;)} <M
be an atlas on M. Furthermore, let c; € M be the center
of Ui and 1}, 5 defined as

1 if x € Bi(r —9)NU;,
rs(@)=R1—Yaz—r+68) ifzeU\Bi(r—35)nM
0 ifz ¢ U
then

i - -
L.s €Hip Ry, Ko 11.1,1), 2

Proof. In order to get a ReLU implementable indicator
function, we decompose 1y, in two functions, namely 1o ,j0
L3°(x), such that 1o, defined on R as follows:

1
]1[071'] (t) = {0

Further, let the distance function £ : M — R, be
defined as £5°(z) := max (|z1 — ¢iq|,--.,|Tp — ¢ip|). The
function £$° measures the distance between any given data
x and the center ¢; of U; with respect to the ¢°° norm, in
view of the Euclidean coordinate system in R”. The fact
that the maximum can be implemented using ReLU neural
networks without error, helps in the implementation of £°.
In fact, if x1, x5 € R, we have

ift € [0,r]
otherwise.

max(z1,r2) = o1 + 0(x2 — 1) € H(2,3,1)1 (13)

this implies that the maximum between two elements can
be implemented by a single hidden layer ReLLU network,
since 1 = o(x1) — o(—x1).

In view of (I3), for any z € M, we can get L£°(x)
through a recursion argument. Indeed, in order to get the
maximum of (z1,z9,23) it follows that we only need a
ReLU network with two hidden layers each contains at
most 9 neurons, that is, for any z1, 29,23 € R, we have
max(x1, 2, x3) = 1+ 0(x2 — 1)+ 0(xs— (214 0(x2 —21)))
assuming that our assumption holds true up to k > 3,
that is, max(x1,...,25) can be represented as ReLU
neural networks with k& — 1 hidden layers each layer
contains at most 3k neurons. Now, in order to repre-
sent max(x1,...,ZTr+1) as a ReLU network, we use :
max(zy,...,Tpt1) = max(max(zy,...,Tx), Tr+1) which
can be seen as parallelization of two ReLLU networks. Then,
there exists a ReLU network LY such that L&°(z) =
max (|z1 — ¢, -+, |xp — ¢ip|), using D — 1 layers each
contains at most 3D neurons. Hence, there exists Cy > 0
such that

L € H(p,Ry,...Np_1,1),¢o» Where Ni,...,Np_y <3D.

(14)
We use the following function to approximate 1 ,:
1 t<r—29,
1,5(t) = 1—%(t—r+6) telr—46r], (15)
0 L=,

where 0 is the “width" of the error region (which should be
small enough). The function 1, 5 can be realized through a
ReLU network 1, 5(t) = o(1— % o(t —r+4)). Then, there
exists C; > 0 (depends on §) such that

]lr,é € H(l,l,l,l),él' (16)

We can represent the function 1,5 o £3°(z) through a
composition of two ReLU neural networks, using and
(L6)), i.e., 1, 5 0o LS without error. The previous function
and its realization with a ReLU network satisfy:

1 if x € Bi(r —9)NM,
T,50LF(x) =1 — 3(t—r+6) ifxcU\Bi(r—0)NM,

In conclusion, it follows by a concatenation of networks,
(see e.g., [2], |18]), that

Lol € Hip Ry, Npas 1),60 (17)

where C' = 2/6 and Ny,...,Npy1 < 3D. In order to be
more precise with respect to the requirements in [18|
Lemma 2.5], We have R(®') = 1,; € Ha11).6, and
R(®%) =L € H(p N,,...Np_1.1),0, Dere C2 = 1. Then,
we get R(®') o R(®?) = 1,5 0L® = 1] ; such that 1} ;5 €
H(D,Nl ,,,,, ND+1,1),max(C'2,C'1(1XC‘2+11 _ C
H(D7N1 vvvvv No1,1,1,1),2/50 where Nl’ ....,Np_1 < 3D.
Obviously the coefficients bound C = 2/5 is independent
on the dimensions of the ambient space RP? and M. O
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