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Abstract

Traditional end-to-end task-oriented dialogue001
systems have been built with a modularized002
design. However, such design often causes003
misalignment between the agent response and004
external knowledge, due to inadequate repre-005
sentation of information and lack of interac-006
tion. Furthermore, its evaluation metrics em-007
phasize assessing the agent’s pre-lexicalization008
response, neglecting the quality of the com-009
pleted response. In this work, we propose a010
novel paradigm that uses a textual interface to011
align external knowledge and eliminate redun-012
dant processes. We demonstrate our paradigm013
in practice through MultiWOZ-Remake, in-014
cluding an interactive textual interface built015
for the MultiWOZ database and a correspond-016
ingly re-processed dataset. We train an end-017
to-end dialogue system to evaluate this new018
dataset. The experimental results show that019
our approach generates more natural final re-020
sponses and achieves a greater task success rate021
compared to the previous models.022

1 Introduction023

Task-oriented dialogue (TOD) systems have been024

extensively studied for various applications that in-025

volve natural language interactions between users026

and machines. These systems are designed to ac-027

complish specific tasks, such as booking a hotel,028

ordering food, or scheduling an appointment. The029

traditional paradigm for building such systems is to030

use a modularized design (Pieraccini et al., 1992;031

Young, 2006; Young et al., 2013; Zhao and Eské-032

nazi, 2016), where a dialogue state is maintained033

across modules to track the progress of the con-034

versation and to interact with external databases.035

It generally incorporates Dialogue State Tracking036

(DST), database query or API calls, Natural Lan-037

guage Generation (NLG), and lexicalization to cre-038

ate the final system response.039

However, the traditional modularized paradigm040

faces several limitations. Firstly, it struggles to041

represent and integrate external knowledge effec- 042

tively, as the modules operate independently, with- 043

out a common knowledge grounding. Secondly, 044

the traditional paradigm heavily relies on delexical- 045

ization, resulting in annotations that are rigid and 046

exhibit inconsistencies. Also, current evaluation 047

metrics primarily focus on assessing the agent’s pre- 048

lexicalization response, neglecting the performance 049

of the system as a whole, which compromises the 050

end user experience. Consequently, this modular- 051

ized design has become a significant impediment in 052

developing more effective end-to-end task-oriented 053

dialogue systems. 054

To address these limitations, we propose a new 055

TOD paradigm that is Textual Interface Driven 056

(TID) to better represent external knowledge and 057

coordinate the interactions from the agent. We 058

instantiate our proposal using the MultiWOZ 059

(Budzianowski et al., 2018a) dataset to demostrate 060

the differences. As the original MultiWOZ dataset 061

only contains limited annotations collected for 062

the traditional paradigm, we re-process it into 063

MultiWOZ-remake by transforming the annota- 064

tions into interface states and agent actions. This 065

new dataset simulates agent interactions over the 066

textual interface, ensuring complete alignment of 067

external knowledge representation with agent re- 068

sponses. We also build an end-to-end dialogue 069

agent for this dataset to demonstrate the effective- 070

ness of our proposed paradigm. 071

In our experiments, we expose the problem of 072

evaluating delexicalized responses with the com- 073

monly used metrics of ‘Inform’ and ‘Success’. In- 074

stead, we evaluate the final lexicalized responses 075

with BLEU to better reflect the performance of the 076

end-to-end system. To more thoroughly assess the 077

system, we conduct a comprehensive human evalu- 078

ation. Compared against strong baselines, our sys- 079

tem generates more natural responses and achieves 080

a higher task success rate, thereby showcasing the 081

superiority of our proposal. 082
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Figure 1: A comparative illustration of Traditional End-to-end TOD systems versus Textual Interface Driven TOD
systems. This example highlights how the traditional pipeline may induce misalignment between the generated
response and the corresponding database entity. Meanwhile, in our pipeline, the agent can interact with the textual
interface iteratively for superior knowledge representation. More details are in Section 3.

2 Related Work083

The most common task-oriented dialogue paradigm084

is the dialogue state paradigm, or slot-filling085

paradigm (Pieraccini et al., 1992; Young, 2006;086

Young et al., 2013; Zhao and Eskénazi, 2016). It087

typically consists of several modular components,088

including a natural language understanding module089

that extracts user intents and relevant information090

for the task (Hashemi et al., 2016; Shi et al., 2016),091

dialogue state tracking module which tracks the092

current state of the conversation (Kim et al., 2017),093

a dialogue policy module for learning dialogue acts,094

and a natural language generation module to gener-095

ate the system response.096

The MultiWOZ dataset (Budzianowski et al.,097

2018b) extends this paradigm by providing compre-098

hensive annotations for building different dialogue099

systems (Wu et al., 2019, 2021; Gu et al., 2021; Lee,100

2021; Hosseini-Asl et al., 2020; Yu et al., 2022).101

However, the traditional task-oriented dialogue sys-102

tem paradigm has limitations in effectively repre-103

senting the external knowledge. In this work, we104

address these limitations and remake MultiWOZ105

with our proposed paradigm.106

3 Textual Interface-Driven TOD107

Our textual interface-driven (TID) approach effec-108

tively circumvents the limitations of the traditional109

modularized design, where each module requires a110

specific schema for inter-module communication,111

leading to ineffective knowledge representation and112

error propagation throughout the conversation. In113

contrast, our model leverages a unified textual in-114

terface, serving as a precise and comprehensive 115

front-end for knowledge representation. 116

In the following subsections, we outline the im- 117

plementation of the textual interface using the doc- 118

ument tree, and then present a comparative illus- 119

tration between the traditional paradigm and our 120

proposed one. Finally, we show the construction of 121

an end-to-end dialogue agent for our interface. 122

3.1 Interface with Document Tree 123

To better represent information, we utilize a virtual 124

document tree to implement the textual interface, 125

similar to the document object model (Keith, 2006) 126

employed in HTML, where each node can repre- 127

sent part of the document such as a title, text span, 128

or a list. This approach captures the document’s 129

structure as a hierarchical, tree-like object. It also 130

helps to separate the presentation of content from 131

its underlying structure and behavior, making it 132

easier to update the interface representation. To 133

preserve formatting and structural information, we 134

further render the document tree into Markdown. 135

Markdown is a lightweight markup language that 136

is used for formatting text. It provides a simple 137

and easy-to-use syntax for creating headings, lists, 138

and other elements, and it is designed to be easy 139

to read and write (Mailund, 2019). This rendered 140

Markdown text will serve as the state representa- 141

tion as the dialogue system’s inputs. The detailed 142

explanation and illustrations are in Appendix A.2. 143

3.2 Comparison with Traditional Paradigm 144

Figure 1 provides a comparative illustration of the 145

traditional paradigm versus our proposed paradigm. 146
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Figure 2: In our end-to-end model, the agent initially
predicts the next action, and then generates the follow-
ing sequence based on that action.

In most of the traditional TOD implementations,147

there are four main stages. Initially, a user’s in-148

put is processed by (1) a dialogue state tracking149

(DST) module, extracting the user’s intentions and150

beliefs. Subsequently, (2) a database (DB) query151

is conducted using the extracted intents and be-152

lief states. Next, (3) a natural language generation153

(NLG) module creates a delexicalized response, ex-154

emplified in the figure. Finally, (4) in the next step,155

the placeholders in the delexicalized response are156

replaced with actual entities information derived157

from the database query.158

However, such a design spreads dialogue states159

across the modules, causing difficulties in sync-160

ing database information with the actual generated161

response. In the provided example, the system’s re-162

sponse inaccurately reflects that ’Hotel A’ has free163

parking, yet the NLG module is unaware of the spe-164

cific entity chosen. Similar misalignment can occur165

with the DST module, especially when managing166

booking requests, as it may lack knowledge of the167

previously selected entity.168

In contrast, our interface-driven paradigm avoids169

misalignment by having a shared textual interface170

to coordinate all the information flow between the171

user and agent. (1) A user’s utterance updates the172

interface’s state. (2) The agent then determines the173

next action (Search). (3) When enough information174

is collected, the agent choose to ’Chat’ through175

the interface after the ’Search’ action, and (4) the176

final response is delivered to the user. The agent is177

fully aware of the entity displayed on the interface178

and can generate a consistent and cogent response179

based on its selected entity.180

3.3 End-to-End TOD Agent181

To interact with the textual interface, we build a182

model that is compatible with most task-oriented183

dialogue datasets. The input context contains the184

previous action and the current textual interface185

state. The model needs to first predict the next ac-186

tion. It includes three main next actions: “Chat”, 187

“Book” and “Search”. Then, the predicted action is 188

fed back to the model. “Chat” continues to output 189

the generated sequence to the chat window, while 190

“Search” and “Book” updates the search constraint 191

or booking information displayed in the search win- 192

dow with the following generated sequence. This 193

setting is compatible with different language mod- 194

els including encoder-decoder models. 195

4 MultiWOZ Remake 196

We remake the existing MultiWOZ dataset 197

(Budzianowski et al., 2018b) to showcase the use- 198

fulness of our proposed paradigm. We imple- 199

mented a textual interface to interact with the 200

database and re-processed the dataset accordingly. 201

The textual interface follows the interface-driven 202

paradigm and utilizes the document tree design. 203

For each of the seven domains present in Multi- 204

WOZ, we design a different sub-section in the in- 205

terface based on the query domain. The interface as 206

a front-end displays necessary details such as query 207

domain, constraints, the number of entities found, 208

and booking status. An example can be found in 209

Figure 3 in Appendix A. 210

The original MultiWOZ dataset did not record 211

the selected entities during the conversation, lead- 212

ing to a misalignment between the interface repre- 213

sentation and the actual response. Therefore, we 214

need to re-process the dataset to replay the agent’s 215

actions on the interface, thereby ensuring align- 216

ment between the selected entity and the interface 217

representation. The details of re-processing are 218

shown in Appendix A.3. 219

5 Experiments 220

We conducted several experiments on the Multi- 221

WOZ test set to evaluate our end-to-end dialogue 222

agent. We tested different back-bone encoder- 223

decoder models including BART (Lewis et al., 224

2019), T5 (Raffel et al., 2020), and GODEL (Peng 225

et al., 2022) to compare with previous models, by 226

fine-tuning them on the re-processed MultiWOZ 227

Remake training set to compare with the baselines. 228

For automatic evaluation, Inform and Success 229

have problems in reflecting the performance of 230

TOD systems. One can use a fixed response 231

“[value_name] [value_phone] [value_address] 232

[value_postcode] [value_reference] [value_id]” 233

to easily get the state-of-the-art performance on 234
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Model Backbone #Parameters BLEU

HDSA BERTbase 110M 11.87

MTTOD GODELbase 360M 13.83
GODELlarge 1.2B 13.06

GALAXY UniLMbase 55M 13.71

Mars T5base 220M 13.58

Remake BARTbase 140M 15.87
BARTlarge 406M 15.82

T5base 220M 15.27
T5large 770M 16.66

GODELbase 220M 16.55
GODELlarge 770M 16.92

Table 1: BLEU results for lexicalized responses.

MultiWOZ1. See more details in Appendix B.235

Therefore, we only used sacreBLEU (Post, 2018)236
2 to evaluate the lexicalized responses of various237

task-oriented dialogue systems. We also conduct238

human evaluation for a better comparison.239

5.1 Automatic Evaluation240

We compared Remake with strong baselines in-241

cluding HDSA (Chen et al., 2019), MTTOD (Lee,242

2021), GALAXY (He et al., 2022b), and Mars (Sun243

et al., 2022). Note that we evaluated the quality of244

final lexicalized responses. We used the lexicaliza-245

tion script provided by Hosseini-Asl et al. (2020)246

to fill in the placeholders for the baselines’ outputs.247

As shown in Table 1, Remake models with the248

new paradigm achieve better performance than the249

baseline models (HDSA, MTTOD, GALAXY, and250

Mars)with the traditional dialog state paradigm.251

Especially, although HDSA (Chen et al., 2019) has252

the best reported BLEU score performance with253

delexicalized responses, it gets worse performance254

after lexicalization. This observation suggests that255

our paradigm model can greatly improve the quality256

of final lexicalized responses.257

5.2 Human Evaluation258

As mentioned previously and in Appendix B, auto-259

matic evaluation metrics can be misleading. Thus,260

we conduct human evaluations to better evaluate261

the performance improvement of our model Re-262

make compared to MTTOD, as it is the strong base-263

line with supervised learning.264

The evaluators interact with each model for 21265

whole conversations using the same goal instruc-266

1We used the official scoring script: https://github.
com/Tomiinek/MultiWOZ_Evaluation

2The official BLEU script.

Model Backbone Goal Success (%)

MTTOD GODELbase 47.6
GODELlarge 38.1

Remake GODELlarge 90.5

Table 2: Human Evaluation for Goal Success.

Comparison Win Lose Tie

Remake vs. MTTODbase 57.1% 0.0% 42.9%
Remake vs. MTTODlarge 52.4% 4.8% 42.8%

Table 3: Human evaluation for coherence.

tions from the MultiWOZ dataset. On average, 267

each conversation finishes within ten turns. Then, 268

they rate the models in terms of two metrics: “Goal 269

Success” and “Coherence”. Each conversation 270

gets two annotations. “Goal Success” measures 271

if the system can successfully satisfy the user’s 272

goal without given any information contradicting 273

to the database. “Coherence” measures if the sys- 274

tem responses are coherent and human-like. 275

Table 2 shows the human evaluation results for 276

goal success. The Remake model demonstrates a 277

significantly higher level of accuracy (p < 0.01), 278

achieving 90.5% goal success, compared to the 279

47.6% accuracy of the MTTOD model. This im- 280

provement suggests that the use of an interface can 281

help the system reduce hallucinations and better 282

satisfy the user’s request. 283

Table 3 shows the human evaluation results for 284

coherence. “Win” indicates that the dialogue looks 285

more coherent, whereas “Lose” means the opposite. 286

Remake is significantly more coherent than MT- 287

TOD (p < 0.01 with paired t-test). We observe that, 288

in the context of an entire conversation, MTTOD 289

struggles to maintain entity consistency, resulting 290

in incoherent dialogues. 291

6 Conclusion 292

In conclusion, we have proposed a novel textual in- 293

terface driven paradigm for building task-oriented 294

dialogue systems. The new paradigm better aligns 295

external knowledge and the final system response. 296

We implemented the paradigm with presenting 297

MultiWOZ-Remake, an interactive interface built 298

for the MultiWOZ database, and a corresponding 299

dataset. Experimental results show that our sys- 300

tem in this new paradigm generates more natural 301

responses and achieves a greater task success rate 302

compared against the previous models. 303
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7 Limitations304

One major limitation of our proposed paradigm is305

that the interface controls how the information is306

displayed to the model and maintains all the states307

internally. Therefore, the interface becomes the308

most important component of the system. A poorly309

designed interface can hurt a model’s performance310

as it limits the model’s ability to access the nec-311

essary information to make accurate decisions or312

take appropriate actions.313

Another limitation is with the MultiWOZ’s eval-314

uation metrics. We mainly evaluate our model with315

BLEU after lexicalization, as we pointed out the316

problem of Inform and Success rates. In the future,317

we will design better automatic evaluation metrics318

to test the performance of task-oriented dialogue319

systems.320
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Figure 3: An example of rendering the Document Tree representation into the textual representation in Markdown.
Document tree simplifies the manipulation of the dynamic elements in the interface, while Markdown is to display
richly formatted text. This approach provides both the flexibility and comprehensibility for the interface.

A MultiWOZ-Remake Details503

A.1 Textual Interface504

MultiWOZ’s interface defines the front-end and the505

back-end functions. The front-end displays neces-506

sary details such as query domain, constraints, the507

number of entities found, and booking status. It508

also displays a truncated list of presently searched509

entities for agent selection. Meanwhile, the back-510

end handles SQL search calls, utilizing current and511

prior constraints entered into the interface to iden-512

tify appropriate entities, and it also verifies booking513

availability and, if successful, returns a reference514

number.515

The proposed interface for the MultiWOZ516

database implements two types of search com-517

mands: searching with constraints, and booking518

using provided information. To simplify the com-519

plexity of the command, the interface uses the in-520

cremental belief state between two turns as the521

query action. In the back-end, a cumulative belief522

state is used to perform the actual SQL search.523

The interface can be interacted with by provid-524

ing a command “[domain] [slot] value” or “[book-525

ing] [slot] value”. “[slot] value” is optional if526

only domain switch is performed. The command527

would update the internal constraint for querying528

the database and refresh the dynamic elements529

showing in the interface. For example, in Fig-530

ure 3, the interface state can be reached by per-531

forming two actions: “[restaurant] [food] indian532

[pricerange] expensive” and “[booking] [day] sat-533

urday [people] 6 [time] 19:30”. It is important to534

note that there can be multiple different paths of535

actions to reach the same interface state, allowing536

for flexibility in how the agent interacts with the 537

interface. 538

A.2 Document Tree 539

Figure 3 provides how MultiWOZ’s interface is 540

implemented and it highlights the transformation 541

between the Document Tree and Markdown. This 542

illustration provides a visual representation of how 543

the different components of the interface corre- 544

spond to the Document Tree and Markdown. The 545

right part of figure 3 shows an example of the inter- 546

face in the restaurant domain. It highlights the flex- 547

ibility of using Document Tree to manipulate dy- 548

namic elements such as “Domain Section”, “Book- 549

ing Section”, or “List”, and then it can be rendered 550

into the Markdown text that is comprehensible for 551

both humans and language models. 552

A.3 Data Re-Processing Details 553

We use MultiWOZ 2.2 (Zang et al., 2020) as it pro- 554

vides necessary annotations to help us re-process 555

the dataset. Specifically, we track entities from pre- 556

vious dialogue history, ensuring alignment between 557

the query domain, search constraints, and selected 558

entities. In particular, the entity chosen during 559

booking should correspond with the actual booked 560

entity. However, it is possible that the mentioned 561

entities in the training data’s response are truncated 562

from the list to avoid a long context. To avoid 563

this situation, we re-arranged the database search 564

results so that the mentioned entities are always 565

shown in the interface display, which minimizes 566

the hallucination with the correct entity grounding. 567

Also, when multiple domains are involved in a sin- 568

gle turn, we divide this turn into multiple actions 569
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Backbone Prev Act Next Act Search BLEU

BARTbase ✗ 62.0 3.8 11.24
BARTlarge ✗ 57.8 4.2 13.51

BARTbase ✓ 92.1 77.4 15.87
BARTlarge ✓ 95.2 77.5 15.82

GODELbase ✓ 95.0 76.6 16.55
GODELlarge ✓ 95.1 79.7 16.92

Table 4: Action prediction results and ablation studies.
“Next Act” means the next action’s prediction accuracy.
“Search“ means the search query accuracy.

to ensure completeness.570

For the booking data processing, we used mul-571

tiple sources of information, including the span572

annotation for the booking reference number, di-573

alogue as annotations to provide booking status,574

and information from belief states to determine575

whether a booking takes place at the current turn.576

Additionally, we aligned the interface’s representa-577

tion with the recorded booking outcome, whether it578

is a success or failure. Therefore, the interface can579

correctly display the booking status when handling580

the booking action.581

A.4 Re-Processing Inconsistency582

It is important to note that there can be incon-583

sistency between the training data and the re-584

processed data by replaying the trajectories on the585

interface. If some entities in the response cannot be586

inferred from the history context, we recognize it587

as a inconsistent dialogue. This normally happens588

due to the annotation errors (Chen and Yu, 2022)589

in MultiWOZ, or the complex scenarios when mul-590

tiple domains are involved.591

There are 2373 out of 10438 dialogues that592

are potentially inconsistent during data processing.593

Then, we randomly sampled 250 dialogues and594

manually classify them to check the consistency.595

We observed that single-domain dialogues have596

74% consistency and multiple-domain dialogues597

have 43% consistency, suggesting that multiple-598

domain dialogues are more complex. Also, we599

found that the consistency is relatively dispropor-600

tional to the length of turns. To minimize noise,601

these dialogues are excluded from training.602

B Problems of Inform and Success603

Task-oriented dialogue systems often use Inform604

and Success to evaluate the quality of response605

generation. However, they are designed for delex-606

Model Inform Success

MTTOD 85.9 76.5
GALAXY 85.4 75.7
Mars 88.9 78.0
KRLS 89.2 80.3

fixed response* 89.2 88.9

(a) End-to-end models

Model Inform Success

Gold (human) 93.7 90.9

KRLS 93.1 83.7
MarCO 94.5 87.2
GALAXY 92.8 83.5

fixed response* 92.5 92.3

(b) Policy optimization

Table 5: Inform and Success scores. * a fixed response
is used: “[value_name] [value_phone] [value_address]
[value_postcode] [value_reference] [value_id]”

icalized responses like “[value_name] is a restau- 607

rant...”, and it needs further lexicalization process 608

to fill in the placeholders like “[value_name]”. As 609

a result, they are not reflecting the real quality of 610

the final response. 611

Furthermore, we question the validity of the cur- 612

rent Inform and Success metrics implementation. 613

They check the cumulative belief states for place- 614

holders and whether the response contains a ref- 615

erence to calculate the scores. Consequently, a 616

model that generates more placeholders achieves a 617

deceptively better performance. 618

To illustrate this, we use the same fixed response 619

“[value_name] [value_phone] [value_address] 620

[value_postcode] [value_reference] [value_id]” for 621

every turn when evaluating on the standardized 622

evaluation script (Nekvinda and Dusek, 2021) 623

to report the performance. We compare both 624

end-to-end and policy optimization models. In 625

the end-to-end setting, we use the dialogue state 626

prediction from Mars (Sun et al., 2022). 627

Table 5 shows the results with this fixed response. 628

Surprisingly, the fixed response achieves state-of- 629

art performance on the Inform and Success score 630

compared to the baseline models. It is questionable 631

whether Inform and Success can measure the true 632

performance of the system, and they may mislead 633

the existing models. We urge future researchers 634

to stop reporting Inform and Success until a better 635

evaluation metric is proposed. 636
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Hello, help me find  an expensive french restaurant.

Cote is a French restaurant in the centre of town,
and Restaurant Two Two is a French restaurant in

the north part of town.

Restaurant Two Two is an expensive French restaurant
located in the north part of town. Would you like me to

make a reservation for you?

What about the information for first one?

There are 2 expensive french restaurants in the north
and 2 in the north. Do you have a preference?

The Cote serves French food in the centre of town.
The price range is expensive. The phone number is
01223353888. May I help you with anything else?

Cote is a french restaurant in the centre part of
town and is in the expensive price range.

Can I get information about the second restaurant?

Remake

MTTOD

Cote is an expensive french restaurant in the centre. They
are located at bridge street city centre, cb21uf. Their phone

number is 01223311053.

Remake

MTTOD

Remake

MTTOD

Hello, I am looking for a moderate-price hotel.

There are three hotels in the moderate price range.
Would you like to stay in the north or centre?

Cityroomz is the only moderately priced hotel in the
center of town. Would you like to book a room there?

Does it provide free parking?

There are 18 moderate guest house in cambridge. Is
there a particular area you would like to stay in?

No, Cityroomz does not offer free parking. Would you
like to book a room?

Yes, it does have free parking. Would you like me to
book it for you?

I want it to be in the center of the city

Remake

MTTOD

Cityroomz is a 0 star hotel in the centre in the moderate
price range. Would you like to book a room?

Remake

MTTOD

Remake

MTTOD

(b) Example of hallucination(a) Example of ambiguity

Figure 4: Dialogue examples that address the problems of ambiguity and hallucination. We compare Remake and
MTTOD’s outputs. Green represents the correctly generated spans. Red represents the incorrect ones.

Models Joint Acc.

SimpleTOD (Hosseini-Asl et al., 2020) 55.8
AG-DST (Agarwal et al., 2017) 57.3
Space-3 (He et al., 2022a) 57.5
D3ST (Zhao et al., 2022) 58.7
DAIR (Huang et al., 2023) 60.0
TOATOD (Bang et al., 2023) 63.8

Remake + Exact match 54.2
Remake + Fuzzy match 74.8*

Table 6: Dialogue state tracking results. * means the
joint accuracy after multiple interactions.

C Dialogue State Tracking637

Dialogue State Tracking (DST) is an important638

module in traditional end-to-end dialogue systems.639

There have been many previous works (Hosseini-640

Asl et al., 2020; Agarwal et al., 2017; He et al.,641

2022a; Zhao et al., 2022; Huang et al., 2023; Bang642

et al., 2023) studied this problem, and they have643

achieved great performance on this task.644

However, in this work, DST is not our main fo-645

cus, as we can apply any existing DST module646

and replace the search query in our system. Our647

method focuses more on the alignment of the final648

response generation. Also, our textual interface 649

implementation can support fuzzy match and in- 650

teractive searching, so that the agent can find the 651

correct entities even with small typos or missing 652

some slots. As shown in Table 6, if we apply fuzzy 653

match, the joint goal accuracy can boost up to 74.8. 654

Note that other DST methods can potentially use 655

the same method to improve the performance, but 656

they often do not consider the end-to-end scenarios 657

where fuzzy match can be helpful. It needs more in- 658

vestigation in the future to study how the accuracy 659

of DST is reflected in the final response. For exam- 660

ple, booking slots may require more attention, but 661

name typos may be less important and can tolerate 662

some typos. 663

D Next Act Prediction 664

We perform ablations of our model for the Next 665

Act prediction accuracy and the Search prediction 666

accuracy. The search query accuracy measures if 667

the system generates the correct sequence when 668

searching the database when performing “Search“ 669

action. Table 4 shows the final results. The back- 670

bone with GODEL-large achieves the best overall 671

performance. Note that without the previous action 672
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in the context, the model is unaware of its previous673

action and performs not well, which suggests the674

importance of the history state in our paradigm.675

We also conducted the error analysis for the676

wrongly predicted search action with three cate-677

gories prediction error, annotation error, and ignore678

type, and they are denoted as: Type I: Prediction679

Error where the model makes a wrong prediction,680

Type II: Annotation Error; and Ignore: Error which681

can be ignored.682

Error Types Percentage

Type 1: Prediction Error 40.0%
Type 2: Annotation Error (Labeling) 6.0%
Type 2: Annotation Error (Discourse) 2.0%
Ignore 52.0%

Table 7: Percentage of different errors.

For the prediction error, the common mistake is683

forgetting to predict one of the intents requested684

by the user. Sometimes, this can be due to mis-685

predicting attributes that require reasoning. Also,686

searching for “train” domain requires attributes687

like destination and departure to be all revealed.688

For example, if the user says “I want to book the689

restaurant for tomorrow.”, then the agent needs to690

transfer that into the actual value represented in691

the database. For the annotation errors, we further692

divided them into labeling errors, ontology and in-693

consistencies, and discourse errors as suggested694

by Chen and Yu (2022). The labeling errors occur695

when the states are under-labeled or over-labeled696

while discourse attributes are when the dialogues697

show occurrences of inconsistency or incoherence.698

We randomly select 50 errors and classify them699

into those categories. Table 7 shows the results. We700

can observe that most errors can be ignored. How-701

ever, the model still accounts for a large portion of702

the errors, suggesting that the model needs further703

improvement in terms of search.704

E Case Studies705

Figure 4 shows two dialogue examples chatting706

with Remake and MTTOD, respectively. It demon-707

strates the common problems of the traditional dia-708

log state paradigm. The first problem is handling709

ambiguity in the user’s utterance, which is previ-710

ously studied by Qian et al. (2021). MTTOD can-711

not handle such requests very well as the lexicaliza-712

tion process involves no understanding. The same713

situation can happen when the user says “what714

about another restaurant?” 715

Another type of problem is hallucination. Mod- 716

els like MTTOD often use the number of the re- 717

turned database results to represent the ground- 718

ing of the database. As a result, it cannot handle 719

complex questions from the user. In this example, 720

“Cityroomz” does not offer free parking at all, but 721

MTTOD hallucinates to provide the wrong infor- 722

mation to the user. It suggests the necessity of using 723

our paradigm to provide knowledge grounding for 724

the model to avoid this case. 725

10


