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ABSTRACT

Advances in reinforcement learning (RL) have led to its successful application in
complex tasks with continuous state and action spaces. Despite these advances in
practice, most theoretical work pertains to finite state and action spaces. We pro-
pose building a theoretical understanding of continuous state and action spaces by
employing a geometric lens to understand the locally attained set of states. The set
of all parametrised policies learnt through a semi-gradient based approach induce
a set of attainable states in RL. We show that training dynamics of a two layer neu-
ral policy induce a low dimensional manifold of attainable states embedded in the
high-dimensional nominal state space trained using an actor-critic algorithm. We
prove that, under certain conditions, the dimensionality of this manifold is of the
order of the dimensionality of the action space. This is the first result of its kind,
linking the geometry of the state space to the dimensionality of the action space.
We empirically corroborate this upper bound for four MuJoCo environments and
also demonstrate the results in a toy environment with varying dimensionality. We
also show the applicability of this theoretical result by introducing a local mani-
fold learning layer to the policy and value function networks to improve the per-
formance in control environments with very high degrees of freedom by changing
one layer of the neural network to learn sparse representations.

1 INTRODUCTION

The goal of a reinforcement learning (RL) agent is to learn a policy that maximises its expected,
time discounted cumulative reward (Sutton & Barto, [1998). Recent advances in RL have lead to
agents successfully learning in environments with enormous state spaces, such as games (Mnih
et al., 2015; |Silver et al.l 2016; Wurman et al., [2022)) and robotic control in simulation (Lillicrap
et al., 2016} Schulman et al.L[2015;/2017) and real environments (Levine et al., 2016;|Zhu et al.,[2020;
Deisenroth & Rasmussen, 201 1;|Kaufmann et al., 2023). However, we do not have an understanding
of the intrinsic complexity of these seemingly large problems.

We propose to investigate the complexity of RL environments through a geometric lens. We build
on the intuition behind the manifold hypothesis, which states that most high-dimensional real-world
datasets actually lie on or close to low-dimensional manifolds (Tenenbaum, |1997; (Carlsson et al.,
2007} |Fefferman et al.l [2013; [Bronstein et al., 2021); for example, the set of natural images are a
very small, smoothly-varying subset of all possible value assignments for the pixels. A promising
geometric approach is to model the data as a low-dimensional structure—a manifold—embedded
in a high-dimensional ambient space. In supervised learning, especially deep learning theory, re-
searchers have shown that the approximation error depends strongly on the dimensionality of the
manifold (Shaham et al.| 20155 |Pai et al., 2019;|Chen et al.,2019;|Cloninger & Klockl 2020), thereby
connecting learning complexity to the complexity of the underlying structure of the dataset. RL re-
searchers have applied the manifold hypothesis before—i.e., by hypothesizing that the effective state
space lies on a low dimensional manifold (Mahadevanl |2005; |Smart & Kaelbling, |2002; Machado
et al.| 2017;/2018}; [Banijamali et al., 2018} [Wu et al.| |2019; [Liu et al., | 2021), but the assumption has
never been theoretically and empirically validated.

RL shares many commonalities to control theory (Bertsekas), 2012} [2024). In a control theoretic
framework the objective is to drive the system, over time, to a desired state or goal. Consequently,
theoreticians and practitioners are often interested in the reachability of a control system to un-



Under review as a conference paper at ICLR 2025

derstand what state is reachable given how system changes under control inputs i.e. the system
dynamics. Locally reachable states are the set of states the system can possibly transition to, starting
from a fixed state, under all smooth time variant controls. Control theorists have long studied the
set of reachable states (Kalman, |1960) using a differential geometric framework (Sussmann,|1973;
1987). Theoretical research in the study of control systems is focused on finding necessary and suf-
ficient conditions on the system dynamics such that all the states are reachable (Isidori, |1985; Sun
et al.| 2002} Respondekl, 2005} |Sun, |2007) under all the admissible time variant policies. In RL, the
objective is to maximize the discounted return via gradient-based updates to the policy parameters,
so the focus is on states attained through a sequence of policies determined by these parameters.

Furthermore, a theoretical understanding of states attainable using neural network (NN) policies
gives us insight into the geometry and low-dimensional structure of data in RL. This requires util-
ising an analytically tractable model of NNs. Ever since the remarkable success of neural networks
researchers have developed various theoretical models to better understand their efficacy. A theo-
retical model intended to study a complex object such as a neural network often ends up making
simplifying assumptions for tractability. One such theoretical model studies the evolution of neu-
ral networks linearly in parameters during training of wide neural networks (Lee et al., 2019j [Jacot
et al., [2018)), meaning in a setting where the width approaches infinity. This has aided researchers
in developing theories of generalisation properties of neural networks (Jacot et al., 2018 |Allen-Zhu
et al., [2019a; Wei et al. [2019; |/Adlam & Pennington, 2020). We similarly utilise a model of single
hidden layer neural network for the policy which is linear in terms of its parameters, not linear in
the state, as the width approaches infinity, as has been previously applied to RL (Wang et al.,[2019;
Cai et al., [2019a).

Within this theoretical framework we provide a proof of the manifold hypothesis for deterministic
continuous state and action RL environments with wide two layer neural networks. We prove that
the effective set of attainable states is subset of a manifold and its dimensionality is upper bounded
linearly in terms of the dimensionality of the action space, under appropriate assumptions, indepen-
dent of the dimensionality of the nominal state space. The primary intuition is that the set of states
locally attained are restricted by two factors: 1) the policy is time invariant and state dependent, and
2) the set of policies is constrained by the optimization of a wide, two-layer neural network using
stochastic policy gradients. Our theoretical results are for deterministic environments with con-
tinuous states and actions, we empirically corroborate the low-dimensional structure of attainable
states on MuJoCo environments (Todorov et al.l [2012), by applying the dimensionality estimation
algorithm by [Facco et al.|(2017). To show the applicability and relevance of our theoretical result,
we empirically demonstrate that a policy can implicitly learn a low-dimensional representation with
marginal computational overhead using the CRATE framework (Yu et al.,2023azb; |Pai1 et al.| [2024)).
We present an algorithm that does two things simultaneously: 1) learns a mapping to a local low
dimensional representation parameterised by a DNN, and 2) uses this effectively low-dimensional
mapping to learn the policy and value function. Our modified neural network works out of the
box with SAC (Haarnoja et al., [2018) and we show improvements in high dimensional DM control
environments (Tunyasuvunakool et al., 2020).

2 BACKGROUND AND MATHEMATICAL PRELIMINARIES

We first describe the continuous-time Markov decision process (MDP), which forms the foundation
upon which our theoretical result is based. Then we provide mathematical background on various
ideas from the theory of manifolds that we employ in our proof.

2.1 CONTINUOUS-TIME REINFORCEMENT LEARNING

We first analyse continuous-time reinforcement learning in a deterministic Markov decision process
(MDP) which is defined by the tuple M = (S, A, f, f., 50, A) over time ¢t € [0,T). S C R% is
the set of all possible states of the environment. A C R is the rectangular set of actions available
to the agent. f : S x A X R™ — S and f € C™ is a smooth function that determines the state
transitions: s’ = f(s,a,7) is the state the agent transitions to when it takes the action a at state s
for the time period 7. Note that f(s,a,0) = s, meaning that the agent’s state remains unchanged
if an action is applied for a duration of 7 = 0. The reward obtained for reaching state s is f(s),
determined by the reward function f, : S — R. s; denotes the state the agent is at time ¢ and a; is
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the action it takes at time ¢. s is the fixed initial state of the agent at t = 0, and the MDP terminates
att = T. The agent lacks access to f and f;., and can only observe states and rewards at a given time
t € [0,7T). The agents’ decision making process is determined by its policy, 7 : S — A. Simply
put, the agent takes action 7(s) at state s. The goal of the agent is to maximise the discounted return
J(m) = [ e~ % fr(s;)dl, where s, = f(s¢,m(s;), €) for infinitesimally small ¢ and all ¢ € [0, T).
We define the action tangent mapping, g : S x A — R%  for an MDP as

Vaf(s,a) = lim f(s,a,¢) =5 _ 9f(s,0a,¢)

e—0t € Oe

Intuitively, this captures the direction of change at state s upon taking an action a. We consider
the family of control affine systems, that represent a wide range of control systems (Isidori, [1985;
Murray & Hauser, (19915 Tedrake, 2023), such that $, = g(s) + Zf;l h;i(s)a;, where $; is the
time derivative of the state, g, h; : R% — R% are infinitely differentiable (or smooth) functions.
Similarly, 7(s) = [m1(s),...,mq, (s)] is the direction of change in the agent’s state upon following
a policy 7 at state s for an infinitesimally small time. The curve in the set of possible states, or the
state-trajectory of the agent, is a differential equation whose integral form is:

t da
sT = 80 +/ g(s]) + Zhi(sf)m(sf)dl. (1)

0 i=1
This solution is also unique (Wiggins, [1989) for a fixed start state, sg, and Lipschitz continuous
policy, 7. The above curve is smooth if the policy is also smooth. Therefore, given an MDP M and
a smooth deterministic policy 7 € II, the agent traverses a continuous time state-trajectory or curve
Hpm,x 2 [0,T) — S. The value function at time ¢ for a policy 7 is the cumulative future reward

starting at time ¢:

T
0™ (8¢) :/ ef%fr(sf)dl. 2)
t

Note that the objective function, J (), is the same as v™(sg). Our specification is very similar to
classical control and continuous time RL (Cybenko)} [1989; [Doyal 2000a)) but we define the transi-
tions, f, differently. More recently, researchers have developed theory for continuous time RL in a
model-free setting with stochastic policies and dynamics (Wang et al.,2020; |Jia & Zhoul 2022a).

2.2  MANIFOLDS

MDPs, in practice, have a low-dimensional underlying structure resulting with fewer degrees of
freedom than their nominal dimensionality. In the Cheetah MujoCo environment, where the Cheetah
is constrained to a plane, the goal of the RL agent is to learn a policy to make the Cheetah move
forward as fast as possible. The actions available to the agent are providing torques at each one
of the 6 joints. For example, an RL agent learning from control inputs for the Cheetah MuJoCo
environment one can “minimally” describe the cheetah’s state by its “pose”, velocity and position
as opposed to the entirety of the input vector. The idea of a low dimensional manifold embedded in
a high dimensional state space formalises this.

A function h : X — Y, from one open subset X C R, to another open subset Y C R!2,
is a diffeomorphism if A is bijective, and both h and h~! are differentiable. Intuitively, a low
dimensional surface embedded in a high dimensional Euclidean space can be parameterised by a
differentiable mapping, and if this mapping is bijective we term it a diffeomorphism. Here X is
diffeomorphic to Y. A manifold is defined as follows (Guillemin & Pollack, |1974; Boothbyl [1986;
Robbin et al., 2011).

Definition 1. A subset M C RF is called a smooth m-dimensional submanifold of R* (or m-
manifold in R*) iff every point p € M has an open neighborhood U C RF such that U N M is
diffeomorphic to an open subset O C R™. A diffeomorphism, ¢ : UNM — O is called a coordinate
chart of M and the inverse, 1 := ¢~ : O — U N M is called a smooth parameterisation.

We illustrate this with an example in Figure I} Further note that, a coordinate chart is called local to
some point p € U C M the diffeomorphism property holds in that neighborhood. It offers a local
“flattening” of the local neighborhood. It is called global if it holds everywhere on M but not all
manifolds have a global chart (e.g. Figure . If M C R* is a non-empty smooth m-manifold then
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m < k, reflecting the idea that a manifold is of lower or equal dimension than its ambient space. A
smooth curve v : I — M is defined from an interval I C R to the manifold M as a function that is
infinitely differentiable for all ¢. The derivative of -y at ¢ is denoted as +(t). The set of derivatives of
the curve at time ¢, q'/( ), for all possible smooth -, form a set that is called the tangent space T, (M)
at point p. For precise definition see Appendlx@ By taking partial derivatives of ¢ with respect to
each coordinate 7, we obtain vectors in R*:

o _(op! oy oyt
0xi ~ \ Oxi’ Oxi’ 7 Oxd

These vectors span the tangent space T}, M at point p. Therefore, locally the manifold can be alter-
oyt oy? FeXU )

Oxi’ Oxi’ ") OxI /*

natively represented as the space spanned by the non-linear bases: Span(

2.3  VECTOR FIELDS, LIE-SERIES, AND CONTROL THEORY

Curves and tangent spaces on manifolds natu-
rally lead us to vector fields. Just how a curve A

represents how an agent’s state changes contin- Sem—r— 6 1
uously a vector field capture this change locally LT T
at every point of the state space. A tangent vec- 52 : B

tor can be represented as X = [v1,...,0;]7, R . N
where each v; is a function. o

Definition 2. A vector field X on M is a sec- :

tion of the tangent bundle TM, ie. X S ——

M — T(M). X is called a C” vector field v

if this section is C". Under a coordinate chart . .

a vector field can be expressed as X(z) = Figure 1: The surface of an open cylinder of

S () 2 unit radius, denoted by S2, in R? is a 2D man-
i Oy ifold embedded in a 3D space. More formally,

~ S? = {(x,y,2)|[x®> +y?> =1,z € (—h, h)} where

We denote by V(M) the set of all smooth the cylinder’s height is 2h. One can smoothly pa-

vector fields on manifold M. The rate of . 2 s
change of a function f € C™(M) at a point rameterise S° as 1(0,b) = (sinf,cosd,b). The

. . f—1
x along the vector field X is defined by coordinate chart is ¢(z, y, 2) = (sin™" z, 2).
" Of(x
Lx(f) = X(7() = Y o2 @
i=1

Associated with every such vector field X € V°°(M) and zo € M is the integral curve: x(t).
Intuitively, upon following along the direction X for time ¢ the curve starting from o reaches the
point z(t). The solution to the ODE with starting condition 2:(0) = xq is denoted as the exponential
map e;% (rp). One can imagine that vector fields have a connection to policies in how a policy
determines the direction of change. Therefore, it is an effective way to model the change in an
agents’ state given a vector field and an arbitrary fixed starting state over a time period.

Taylor series help approximate complex functions with polynomials analogously we will us the Lie
series of the exponential map. To define this expansion we first recursively define the Lie derivative
L% (f) = Lx(L57Y(f)) for k € NT where Lx(-) is as in equation 3l The Lie series of the
exponential map with f(z) = z is (Jurdjevick|1997; (Cheng et al.,|2011))

e (x) =z + tX(x L (). 4)

=1

3 MODEL FOR LINEARISED WIDE TWO-LAYER NEURAL POLICY

An RL agent in the policy gradient framework (Sutton et al.| |{1999; Konda & Tsitsiklis|, [1999) is
equipped with a policy 7 parameterised by parameters § and takes gradient ascent steps in direction
of VoJ(7(;0)). Suppose the agent’s policy is parameterised by a wide two layer neural network
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policy. This update direction can be estimated in different ways (Williams), |1992; [Kakade| 2001}
Such an algorithm generates a sequence of parameters:

07T 07 +VeJ(n(;0)), (3)

where 7 is the learning rate. In our setting, a neural RL agent parameterises the policy as a two layer
neural network with smooth activation. We highlight the salient details below.

3.1 LINEAR PARAMETERISATION OF NEURAL POLICY

For the set of permissible policies we consider the family of two layer feed forward neural networks
with GeLU activation (Hendrycks & Gimpel, [2016), which is a smooth analog of the popular ReLU
activation (Nair & Hinton, |2010). We follow the parameterisation for a two layer fully connected
neural network employed by |Cai et al.|(2019b) and|Wang et al.[(2019)) for analysis of RL algorithms,
which is also used in theoretical analyses of wide neural networks in supervised learning (Allen-Zhu
et al.,[2019b; Gao et al.,[2019; [Lee et al.,2019). For a weight vector W of the first layer and weights
B for the last layer a shallow, two layer, fully connected neural network is parameterised as:

f(s;W,B) = \FZBMP 5, (6)

where W € R"™ is the vector of first layer parameters where each W, is a d length vec-
tor block and therefore the complete vector W = [Wy, Wa, ..., W,], ¢ is GeLU activation, and
B € R%*™ jis a matrix comprised of n column vectors of dimension d, denoted Bj,, meaning
B = [By, Ba, ..., B,]. Here n is the width of the neural network. The parameters are initialised
i.i.d randomly as By ~ Unif(—1, 1) and W}, ~ Normal(0, I4_/ds), where I4_ is an ds x d; iden-
tity matrix and Unif is the uniform distribution. During training, (Cai et al.| (2019b) and Wang et al.
(2019) only update W while keeping B fixed to its random initialisation despite which, for a slightly
different policy gradient based learning, the agent learns a near optimal policy. Researchers study
neural networks in simplified theoretical settings in order to advance the understanding of a complex
system while keeping the mathematics tractable (L1 & Yuan,[2017} Jacot et al.,[2018;|Du et al., 2018}
Mei et al.| |2018a; |Allen-Zhu et al.|[2019b)). While this shallow model of neural networks does away
with complexity from multiple layers it captures the over-parametrization in NNs.

Let WO be the initial parameters of the policy network defined in Equation@ A linear approximation
of the policy is defined as

F (s W) =f(s: W) + Vo f(530) o=, (W = W) = f(ss W) + B(s; Wo) (W = W°)  (7)

where ®(x; Wy) = ﬁ [CO (W? - 5)sT,C9¢' (WY - 5)sT, ..., Cop' (W0 - 5)sT] is a d, x nd, fea-
ture matrix for the input s, ¢’ is the gradient of GeLU function w.r.t the input, - represents the dot
product, and the matrix ® formed by the concatenation of d, x ds matrices By (W} - s)sT for
k = 1,...,n. This results in a matrix of size d, x nds. W is an nd vector as described above.
We will omit the parameters W, W°, and B from the representation of policies when there is no
ambiguity. It is a linear approximation because it is linear in the weights W and non-linear, within
®, in the initial weights W and the state s. This leads us to the definition of family of linearised
policies for a fixed initialisation WO, similar to Wang et al.|(2019).

Definition 3. Let r > 0 be an absolute constant and Wy be fixed. For all widths n € N, we define
FWo,rn = { = ZB (WP - s)s- W, o [[W — W] <r}.

This linearised approximation of the policy simplifies our analysis of the set of reachable states. We
further note that it might seem restrictive to consider a network without bias but we can extend this
analysis by adding another input dimension which is always set to 1.

3.2 CONTINUOUS TIME PoLICY GRADIENT

Under this parameterisation, the sequence of neural net parameters as described by the updates in
equation[5] are determined by the semi-gradient update direction

Vo =E [V.Q" (s,a,t)Vof™(s; W)],
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where the expectation is over the visitation measure p, and Q™ : S x A x [0, 7] is the action-value
function that represents the value of taking a constant action a at time ¢ for a fixed time, say dt,
followed by acting according to the policy 7 until termination. This is an application of the policy
gradient theorem (Sutton et al.l [1999; Lillicrap, 2015) which is a semi-gradient based optimisation
technique. As is usually done, the following stochastic gradient based update rule approximates the
true gradient for the policy parameters

B
Wity = Win = 35 D Va@"™* (35, ab, 1) 8(s55 Wo), 8)
b=1

where Wy, represents the parameters after £ gradient steps with learning rate 7, Q"Fn is the action-

value function associated with policy parameterised by f(; W), By, = {(sp, s, t5)}12, is
randomly chosen batch of data from samples of the SDE (Doya, [2000b} Jia & Zhou, [2022a))

dq
ds, = (g(St) + Y hi(S0) fi"(s; Wkn)> dt + o(St)dwr,
i=1

where Wy = WO (see section , wy is the d; dimensional Wiener process where o : R% —
R? *ds is the exploration component of the agent. We assume access to an oracle that gives us the
gradients V Q" which need not hold true in practice. Therefore, a sample By is an i.i.d set of
samples from {1, ..., N'}, for large N’, of size B. Thus we can write the expectation of the gradient
update as follows

Eg,,

B N’
% D VaQWE (50, ap, 1) (55 Wo)] = % D VaQ" (51,05, 1)@ (555 Wo),
b=1 =1

where we have an appropriate function () such that the above condition is satisfied. Let the term on
the right hand side be denoted by J(W) in the limit N/ — oo. Here o is the exploration component
of the dynamics. We re-write the update rule from equation[§]as follows,

Wit1yn — Wiy = 0V J(W)lw=w,,, + 17 Wy, Bw,,) = G(Wiy,n), )

where {(Wyy, Bw,,) = (% S VaQWeEn (54, ap, 1) P (sp; Wo) — VWJ(W)|W:Wk,7). There-

fore, we have Eg,,, [£(W, By )] = 0 given an unbiased sampling mechanism for By, . Simiar formu-
lation of SGD is also used in supervised learning (Cheng et al., 2020; Ben Arous et al., [2022).

4 MAIN RESULT: LOCALLY ATTAINABLE STATES

The state space is typically thought of as a dense Euclidean space in which all states lie, but it is
not necessarily the case that all such states are reachable by the agent. Three main factors constrain
the states available to an agent: 1) the transition function, 2) the family of functions that the policy
belongs to, and 3) the optimisation process which determines the dynamics of parameters of the
policies. We therefore are interested in the set of states attained by the trajectories of linearised
policy with parameters that are optimised as in section around a fixed state s for time J. The
properties of this set gives us a proxy for the “local manifold” around any arbitrary state.

A vector field, its exponential map, and the corresponding Lie series described in section [2.3] are
analogous to parameterised policy, the state transition based on this policy, and an approximation
of this rollout. To formalise this, we denote the vector field determined by the parameters W of a
linearised policy with initialisation W9 is

X(W) = g(z) + h(z, ®(z; WO W) D (z; WOW. (10)
The set of states attained by the rollout of this policy, parameterised by W, WP, over time J is
therefore e?é(g/)(s), i.e. the image of the interval (0, J) under the exponential map corresponding
to the vector field X (W, W,). Moreover, W, is randomly initialised and the parameters W are
obtained through a stochastic semi-gradient updates (equation [J).

There are two time scales: one is the time of policy rollouts and the other is the policy parameter
optimisation. This complicates the analysis. We will use ¢ for time in the physical sense of an
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RL environment and 7 for the gradient updates. Continuous time analogues for discrete stochastic
gradient descent algorithms at small step sizes have yielded remarkable theoretical analyses of al-
gorithms (Mei et al., |2018b; (Chizat & Bach, 2018}; Jacot et al.| 2018; [Lee et al., 2019; |Cheng et al.,
2020; Ben Arous et al.l [2022). Therefore, to analyse the evolution of the attainable states under a
time-discretized sequence of parameters we derive an approximate continuous time dynamics for the
evolution of the randomly initialised parameters W. Many theoretical frameworks that study SGD
in continuous time seek to approximate the evolution of the high-dimensional parameter distribution
but we seek to closely approximate the Lie series. We therefore utilise the theoretical framework
provided by Ben Arous et al.| (2022), with appropriate modifications, to analyse continuous time
dynamics of relevant statistics in the infinite width limit.

Let &,, Gy, be the semi-gradients for linearised policy of width n, fin. Let 7, be a sequence of
learning rates such that n,, — 0 as n — oo at rate ﬁ For a random-variable W, that determines

the distribution of the nd, parameters, let etX(W“') (s) denote the push-forward of W, of the expo-

nential map. In the case of random variables, the attained set of states is sampled from this time
dependent push-forward of the distribution W7, where 7 is the gradient time step. We make the
following assumptions:

Assumption 4. Suppose H,,(W,By ) = £, (W, Bw ) — G,,(W) for any n and a given compact set
K we there exists a constant o g1 i such that Eg,, [L2 (H, (W, BW))4] < na%u(for W e K.

This assumption is a relaxed version to the assumption on the variance of the gradient update (as-
sumption 4.4) made by Wang et al.|(2019). We make a further assumption on the Lipschitz continuity
of H,, and GG,,, similar toBen Arous et al.| (2022).

Assumption 5. G,, is locally Lipschitz continuous in W.

Furthermore, we assume that the activation, ¢, has bounded first and second derivatives everywhere
in R. This assumption holds true for GeLU activation. We also denote by Jh;(s) the ds x ds
Jacobian of the d; x 1 vector valued function /;(s). We also define proximity of a random variable
to a manifold in a probabilistic manner.

Definition 6. A random variable, X, is concentrated around a manifold M with rate R and
modulo € > 0 if there exists an absolute constant C' > 0, independent of €, D, such that
Pr(distance(X, M) < D) < e~ R(P=Ce),

Intuitively, this means that the probability that the random variable X lies at some distance decays
exponentially in distance plus a “small” corrective term Ce.

Theorem 1. Given a continuous time MDP M, a fixed state s, a sequence of two-layer
linearised neural network policy, fi" initialised with i.i.d samples from Normal(0,1/dy),
semi-gradient based updates (1, &y, Gr) which satisfy assumptions @ then for varying
ot € (0,9) and fixed T > 0O the random variable defined by the push-forward of the ran-
dom variable W w.r.t the exponential map e;(W" ) (8) converges weakly to a random variable
X that concentrates around an m-dimensional manifold Ms . with m < 2d, + 1 at rate
R, that depends on the operator norms of the matrices Jhj(s),j € {1,...,d,}, the values
gr(s),k € {1,...,ds}, 7, modulo 3.

Intuitively, this means that in the infinite width limit for very low learning rates the probability mass
of the push-forward of the exponential map is concentrated around a 2d,, + 1 dimensional manifold
and this probability decays exponentially as one moves away from this manifold. The proof is
provided in Appendix [F] The proof sketch is as follows:

1. We expand the Lie series up to an error term of 2 (Appendix .
2. We then show the weak convergence of the dynamics of random variables that determine the Lie
series in Appendix |E} this section closely follows the proof by Ben Arous et al.|(2022).

3. Finally, we show that the push forward of the random variable W7 through Lie series expansion
is concentrated around a space spanned by 2d, + 1 vectors for fixed ¢ and therefore for variable ¢
there are is a 2d,, + 2 around which the data lies, modulo the 53 distance.

The manifold M is derived to be locally spanned by (h;,v],tg + t2¢’) locally at s. Here the
directions in which the individual action dimensions locally change the state are hq, ..., hq,. The
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Figure 3: Estimated dimensionality of the attainable states, in blue, is far below d (green line) and
also below 2d, + 1 (red line) for four tasks, estimated using the method by |Facco et al.| (2017).

o oxds Ohi(s) ~da a1 g . .
mean second order change: v] = },*, L= > 0" aj hj k(s), where Jh; is the Jacobian of

the function h;(s) and aj, is a constant that depends on the gradient time 7, and the paraboloid.
g’ is first order partial derivative of g, amnd therefore tg + t?¢’ is a parabolois. This is similar to
how a local neighborhood is defined as being spanned by bases vectors in section [2.2] Informally
extending and intuiting this result one can hypothesize that over the training dynamics of a linearised
neural network, if the parameters remain bounded, the union of trajectories starting from a state s
over a “small” time interval § then the trajectories are concentrated around a 2d, + 3 manifold. The
reason being that their is an additional degrees of freedom from the gradient dynamics. This means
“locally” the data is concentrated around some low-dimensional manifold whose dimensionality is
linear in d,,.

5 EMPIRICAL VALIDATION

Our empirical validation is three fold. First we show the validity of the linearised parameterisation of
the policy (equation[7) as a theoretical model for canonincal NNs (equation[6). Second we verify that
the bound on the manifold dimensionality as in Theorem [I]holds in practice. In the third subsection,
we demonstrate the practical relevance of our result by demonstrating benefits of learning compact
low-dimensional representations, without significant computational overhead.

5.1 APPROXIMATION ERROR WITH LINEARISED POLICY

We empirically observe the impact of our choice of lin-
earised policies as a theoretical model for two layer NNs.
We do so by measuring the impact on the returns by
this choice. We calculate the normalised difference for
DDPG using canonical NNs and linearised NNs as pa-

0.3

0.2

Normalised Difference

rameterisations for its policy network. Let the empiri- 1
cally observed return to which the DDPG algorithm con- 0.0 |
verges using a canonical NN policy be .J7, and J" be the ~01

8 9 1011121314151617

same for linearised policy. In figure 2] we report the value log: (width)

(J: — Jin)/J* on the y-axis and log, n on the x-axis

for the Chet.et.ah envirpqment (Tod(?rov et al.z 2012). We Figure 2: We observe that the nor-
present additional training curves in appendix (figure malised difference for the returns ap-
that compares how the returns vary as training progresses.  proaches zero as we increase the width.
Interestingly, at large widths (log, n > 15) the discounted

returns match across training steps for canonical and linearised policy paramaeterisations. This sug-
gests that the agent’s learning dynamics are captured by a linearised policy as n — oo.

5.2 EMPIRICAL DIMENSIONALITY ESTIMATION

To empirically corroborate our main result (Theorem [T)) we perform experiments in the MuJoCo
domains provided in the OpenAl Gym (Brockman et al., [2016). These are all continuous state and
action spaces with d, < d for simulated robotic control tasks. The states are typically sensor mea-
surements such as angles, velocities or orientation, and the actions are torques provided at various
joints. We estimate the dimensionality of the attainable set of states upon training. To sample data
from the manifold, we record the trajectories from multiple evaluation runs of DDPG across differ-
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ent seeds (Lillicrap et al.|[2016)), with two changes: we use GeLU activation (Hendrycks & Gimpel,
2016)) instead of ReLLU, in both policy and value networks, and also use a single hidden layer net-
work instead of 2 hidden layers for both the networks. Performance is comparable to the original
DDPG architecture (see Appendix|[J). For background on DDPG refer to Appendix [H| These choices
keep our evaluation of the upper bound as close to the theoretical assumptions as possible while still
resulting in reasonably good discounted returns. We then randomly sample states from the evalua-
tion trajectories to obtain a subsample of states, D = {s;}1~_,. We estimate the dimensionality with
10 different subsamples of the same size to provide confidecne intervals.

We employ the dimensionality estimation algorithm introduced by [Facco et al.| (2017), which es-
timates the intrinsic dimension of datasets characterized by non-uniform density and curvature, to
empirically corroborate Theorem (I} Further details about the dimensionality estimation procedure
are presented in Appendix [G] The estimates for four MuJoCo environments are shown in Figure 3]
For all environments the estimate remains below the limit of 2d, + 1 in keeping with theorem

5.3 EMPIRICAL VALIDATION IN TOY LINEAR ENVIRONMENT

A deterministic system is fully reachable if given any start
state, so € R%, the system can be driven to any goal state
in R%. To contrast our result to classic control theory,
we demonstrate that for a control environment which is
fully reachable using a time-variant or open loop policy
the set of all the attainable states using a bounded family
of linearised neural nets (definition[3]) is low-dimensional.
A common example of a fully reachable ds-dimensional

v
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w

N
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.........

-

Estimated Intrinsic Dimension

linear control problem with 1D controller is: 03 6 8 10
Extrinsic dimension
1 e
0 0 0 0 Figure 4: The intrinsic dimensionality
001 ... 0 0 4 . .
) S . estimate of attainable states linear fully
$()=1: + ¢ 1 ils®)+ 1] 7(@), (1) reachable system under linearised pol-
0 0 0 ... 1 0 icy on y-axis.
00 0 ... 0 1

which is fully reachable. This follows from the fact that a linear system & = Az + Bu(t) is
fully reachable if and only if its controllability matrix defined by C = [B, AB, A?B, ..., A%~1B]
is full rank (Kalmanl [1960; Jurdjevic, |1997). We instead evaluate the intrinsic dimension of the
locally attainable set under feedback policies within our theoretical framework. We do so for the

set of states attained for small ¢ under the dynamics s(t) = As(t) + B®(x)W, where A, B are
as in equation To achieve this, for fixed embedding dimension ds we obtain neural networks
sampled uniformly randomly from the family of linearised neural networks as in definition 3] with
r =1.0,t € (0,5),n = 1024. Consequently we obtain 1000 policies with §t = 0.01, and therefore
a sample of 500000 states to estimate the intrinsic dimension of the attained set of states using
the algorithm by [Facco et al.| (2017). We vary the dimensionality of the state space, ds, from 3 to
10 to observe how the intrinsic dimension of the attained set of states varies with the embedding
dimension while keeping d, fixed at 1. The dimensionality of attained set of states remains upper-
bounded by 2d, + 1 = 3 for this system (figure ). This bound is even lower (at d, + 1 = 2) for
linear environments because the Lie series expansion (equationd)) gets truncated at [ = 1 for GeLU
activation owing to the fact that the second derivative is close to zero in most of R.

5.4 REINFORCEMENT LEARNING WITH LOCAL LOW-DIMENSIONAL SUBSPACES

To demonstrate the applicability of our theoretical result we apply a fully-connected sparisifica-
tion MLP layer introduced by Yu et al.| (2023a). In a series of work named the CRATE frame-
work (Coding RAte reduction TransformEr) (Chan et al. 2022; Yu et al 2023azbj [Pai et al.,
2024), researchers have argued for better design of neural networks that compress and transform
high-dimensional the data given that it is sampled from low-dimensional manifolds. They assume
that data lies near a union of low-dimensional manifolds U;M; where each manifold has dimen-
sional d; < ds. One innovation, that has remarkable empirical and theoretical results under the
manifold hypothesis, learns sparse high-dimensional representations of the data ¢ : R% — R
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Figure 5: Discounted returns of SAC (blue) and sparse SAC (red) ar = 0.5, g = 0.4

with n > >".d;. These representations are orthogonal for data points across two manifolds,
x; € My,x; € Mj,i #j = &(s;) - ¢(s;) = 0, and low-rank on or near the same man-
ifold, rank([¢(z}), p(z2),...,¢(z¥)]) ~ d; for x7 € M;. This can be viewed as disentangling
representations across different manifolds via sparsification. The sparsification layer of width n (Yu
et al.,[2023a) is defined as

241 = ReLU (Z + aWT (Z° =W Z*) — a)y),

where « is the sparse rate step size parameter, Z* is the input to the /-th layer, W are the n x n
weight matrix. As is evident, this is a linear transformation of the feed-forward layer and there-
fore does not add computational overhead. To verify the efficacy of disentangled low-dimensional
representations, under the manifold hypothesis, we replace one feed-forward layer of all the policy
and Q networks ith sparsipfication layer within the SAC framework (see Appendix [[| for background
on SAC). We also use wider networks of width 1024, for both the baseline and modified architec-
ture, for comparison. This is to satisfy the assumption n > ). d; described above. With a simple
code change of about 5 lines with same number of parameters and two additional hyperparameters,
O, g, We see improvements in the discounted returns for high-dimensional control environments:
Ant (Brockman et al.,[2016), Dog Stand, Dog Walk, and Quadruped Walk (Tunyasuvunakool et al.,
2020), averaged across 16 seeds. Discounted returns are reported on the y-axes against the number
of episodes on the x-axis in figure 5] We observe that SAC with fully connected network fails to
learn in high-dimensional Dog environments where as SAC equipped with a single sparsification
layer, instead of a fully connected layer, does far better. This demonstrates the efficacy of learning
local low-dimensional representations which arise from wide neural nets. The sparsity layer (equa-
tion in section 5.4) adds a constant computation factor of 2n? in the forward and backward passes,
we show the impact on the steps per second metric in figuere [0] of Appendix. We use the same
hyperparameter for learning rates and entropy regularization for both the sparse SAC and vanilla
SAC as those provided in the CleanRL library (Huang et al., 2022). We report ablation for Ant and
Humanoid domains over the step size parameter in Appendix K|

6 DISCUSSION

We have proved that locally there exists low-dimensional structure to the continuous time trajectories
of policies learnt using a semi-gradient ascent method. We develop a theoretical model where both
transition dynamics and training dynamics are continuous time. Ours is not only the first result of its
kind but we also introduce new mathematical models for study of RL. Further, we exploit this low-
dimensional structure for efficient RL in high-dimensional environments with minimal changes. For
detailed related work refer to Appendix [L]and address the broader applicability of our theoretical
work in appendix [M] We also assume access to the true value function, @, this is not practical and
warrants an extension to the setting where this function is noisy. A key challenge that remains is
extending this theory to very high-dimensional datasets where d;, — oo as n — co. We anticipate
that noise in this settings will further complicate analysis. Additionally, the impact of stochastic
transitions remains unexplored, as our current analysis assumes deterministic transitions.
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Appendix

A MANIFOLD BACKGROUND

Here, we provide precise definitions which are essential to the theory of differential geometry but
might not be absolutely essntial to understand our results in the main body of our work. The tangent
space characterises the geometry of the manifold and it is defined as follows.

Definition 7. Let M be an m-manifold in R* and p € M be a fixed point. A vector v € R is called
a tangent vector of M at p if there exists a smooth curve vy : I — M such that y(0) = p,¥(0) = v.
The set T,M = {¥(0)|y : R — M is smooth,(0) = p} of tangent vectors of M at p is called the
tangent space of M at p.

Continuing our example, the tangent space of a point p in S2 is the vertical plane tangent to the
cylinder at that point. For a small enough € and a vector v € T,5? there exists a unique curve
v : [—€,€] — S? such that v(0) = p and 4(0) = v. The union of tangent spaces at all points is
termed the tangent bundle and denoted by T'(M). At point p, the tangent space T, M is spanned by

the vectors i
oz’

}. Any tangent vector v € T, M can be expressed as a linear combination:

)

Consider the vector fields for a feedback policy a(z) € C°:

:Zv oxt v

i=1

ox

; . . 0
where v* € R are the components of v in the basis { ey

B FEEDBACK ACTION LIE SERIES

X =g(x) + h(z)a(z).

Consider the Lie series and its first term:

t

e =x+tX(z +§:
1=1
Ly, () =g(z) + h(z)a(z).

The second order term can be written as:

ds d,
k=1 =
4 d
N\ 09i(@) S~y 1 09:()
_k:1 (gk( ) dzr +j§::1hjk( )a;(x) =
da Oh; ji(x) daj (x)
+ gi(2) J; e 5 (@) + =5 == hi ()
dog dg 8hm~/ (.’E) aa]/ (:E)
+;j/z=:1hjk($)aj($) Orn a]/( )+h]k($)a](1’) o h”(x)
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While we do not use this third order term we present it to demonstrate that treacking the statistics of
this gets exponentially difficult:

3 = L (L%, @)i
(Lx,z)i = (91@(%) + Z hik(@)aj(z) | =5 ==
k=1 j=1
55 (00 E trvtomein) (£ % o g8
+§; mgjk(/x) a;(x) ag;f”:) + () 8;;5:/3) ag;(:) + hj,k(z)aj(x)m
+ dZ 0004) Ot () 1,0 1 gu ) G2 0) 4 gy P 2) 22 )
+ Z O )+ o) G o)+ gl 25 2
+Z; (8’;];” o5 0) 25 1 0) 1 ) 2D ) o ) 1)) S 0
)y (o) L) O]y (2] ) O L)y ) 4y ) 2D O
(@@ 5 b 0) + gl e) 220 W’;x,f)))

C RELEVANT STATISTICS FOR LIE SERIES UNDER POLICY LEARNING

We would like to determine the dynamics of some linear or quadratic function of these parameters,
for example the j-th output of policy network A, (s; W) = ®,(s; Wy)W. We would like to find a
setting where a continuous time SDE such as

dA;(s; W) = p(A;(s; W))dr + o (A;(s; W) dw-, (12)

represent the dynamics of A;(s; Wiy,). In other words, we find the conditions under which Wy,,, Y3,
are close together in some sense.

Furthermore, we assume that the activation, ¢, has bounded first and second derivatives almost
everywhere in R. this assumption holds true for GeLU activation. Moreover, we would like to show
that we can track the statistics corresponding elements of the Lie series

Af(s) = fi"(s:Y7),

) DA (s)
A7 82AT( )
ek (8) =
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D SOME HELPFUL DERIVATIONS

Here we derive various expression to bound their magnitude in terms of the width of the NN n. First

we consider the gradient term:

G(Y = llm Zan Slva"m Z) (SUWO)

N’'—o00 N’

N/
_ n (. .
= Nl/]inoo ﬁ Z qZ(SZ)(I)(Sl, WO)

i=1

N’ d,
. 1 i/ 0 . ot - 7 0
= N 2 Sk@(Wm's);%(s)C

m(ds—1)+k,m'(ds—1)+k’

m(ds—1)+k
1 [ d,
:T Z s lellin N’ Zsk(p qJ (81)
J=1 m(ds—1)+k
1 0 /
= n Z CimGimd, -1+ (Y)
m(ds—1)+k
Similarly we expand the term for M?(Y)
[ B d
0 1 -
€(Y) _\\;%]EIBY E Z : 4qj (Sb)O?,7rz<pl(W79L ’ Z jmg, m(ds—l)—&-k(y)
| b=15=1 m(ds—1)+k
[ a B da
N - 1
:ﬁEﬂBy ZC;'),m E%(Sb) Z@/(WB@ Z jm(ds—1 +k(Y)
[7=1 b=1 J=1 m(ds—1)+k
da B
n 1
L) D (e} EVE0) Sl ZGJ mit-1y12Y)
j=1 b=1 m(ds—1)+k
1 B e
MQ(Y) :7EBY E Z qj(sb)cg,m@/( Z j,m ;, (ds —1)+k(Y)
b=1 j=1
| B da
E Z Z qj/(Sb )C]Q’,m’@/( Sk’ - Z m’G;”,m’(ds—l)—i-k’(Y)
b=1j'= §=1
0 | B do B da
g, | [ 3 3 3 ST (O OV - s (WS, -l
b=1j=1b=1 j=1
| do B da
(L S O S D Gl V)
§/=1b=1j=1
B da

/ ’

1 a
E Z Z C;)m j,m(ds —1)+k(Y) ( )C i’y ’@l(WV(Bﬁ,’ - )52’

da
C?,mGl m(ds 71)+k( )C i’ m/GJ m (da—1)+k' (Y)
=1

dq
+2

Jj=1y'
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which we combine to form:

da dq
Ui by b b b’y b
WWFA 5 By | 30 30 s W, )y () W3 )k
i=15'=1 b=1b'=1

457 (s)C@' (Wi, ")k G (4, =141 (Y)>
1

|
— — 3
Wl— W~
Me T[M=

(Jj(sb)<Pl(W£z/ ) sb)SzG;,m(dsl)+k(Y)>

o
Il

1

+ G -1 (YV)Gr -1y r (V)

m(ds—1)+k,m’(ds—1)+k'

Let the internal term in the summation be defined as follows:

B B
1 U / !/
— 33 G W - s shay (87) e (W - s )s,

ngl](d 1) hm (de—1) 4k = LBy
b=1b'=1
1B
- (quj( )CSO (WO : )SIZZJG_;’,WL/(dS—l)+k’(Y)>
b=1

( Z(IJ W??z" )SZG;’,m(dsl)+k(Y)>

+ G -1k YVG -1y 41 (V)

B
1 ’ ’ ’
=Eg, (B > (") (W, - s”)sp — G;‘,m(dsl)Jrk(Y))
b'=1
< Z qJ Wron/ : )SZ - ;'/,nz’(ds—l)-l—k’ (Y)>
b'=1

D.1 COVARIATE TERMS

We denote V,QW (4, a,th)|a=a, by [q1(5%), - - -, qa, (s°)] as shorthand. Consider the term:

E [M;“f M;“j’} —Vy A;(s) - M2(Y)Vy Aji(s)

=D, (s, Wo) - M*(Y)®;: (s, Wp)
ds do dg

Z Z Z Z ClOmCl’ Hy, l’(d —1)4k,m(ds—1)+k Y)

m/'=1k'=11=110'=1

CIJ]»(S, WO) :

T p3/2

C‘jo/’m/@/(WBL/ . S)Sk/ .
m(ds—1)+k
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We further expand the dot product with the nds x 1 vector ®; (s, Wp)

IE{M MY }

In the n — oo we note that

1 7 dg
=32 > > ConClm e o

LU
Hm’(ds—l)+k,m(ds—1)+k/ (V)" (W - 8)s10 ' (W, - 8)sn

1 n ds n ds dg dg
=53 222 22 D 2D ComCi O Ol

m=1k=1m/=1k'=11=11'=1
@' (W - )8’ (W), - 5)sp,
1 B B
B3 2 2 (s (W ") sk (") (W - s¥)sl

b=1b'=1

Ep, B,

( Z QZ CSD WO )SZGE’,77L’((15—1)+7€/ (Y)>
B

1

- (B ZQl'(SbW/(WSw : )Ssz ,m(ds 1)+k(Y)>
b=1

+ G;,m(ds—l)+k (Y)G;’,m’(ds—l)—&-k’ (Y)

3 3n2 BYB [Zi Z Zw m/' Sk’QO (W;,)@S)Sk<

m=1k=1m'=1k'=1

(€Y )(CY,) Z qu W, - s")shaje (7 ) (W - sl
b=1b'=1
by b
(C_]’ m’ ] m B Zq] - S )skG;’,m’(ds—l)-‘rk’(Y)
0 2 2 1 b’ b
—(Cjr )7 ( Z g5 ( W, - s")s j,7n(ds—l)+k(y)
b’ 1

+ (C_?’, /) (Cjom) G/ 3.m(ds —1)+k(Y)G_/j’,m/(ds—1)+k’ (Y)>

+ Z MEy.

LU#5,5

Mpy, ;i — 0 because we have E[C)]E[Cy/] — 0 as a multiplicative

3n2

term, while the other terms are finite and bounded in second moment because of the boundedness
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properties of gradient GeLU activation ¢’. For j = j’ we have the following expression

Mwwﬂw%qzzzzw b 0

m=1k=1m'=1k'=1

) Bz Z Z q;(s")e' (W, - ") shq; (" ) o' (W, - 8" )il
b=1b'=1
C() Z Qj O(ﬂ W() )Sl];G;,m'(ds—l)-l—k" (Y) (13)

1 ’ / ’
- (Cgo,mf)4§ Z Qj(sb )@/(WBL/ - )Sz ;,m(d571)+k(y)

b'=1
1

+o (1),
n

+ (Cgm’)4G;‘,m(ds—1)+k(Y)2>
where the O (%) term is a result of the convergence rate of strong law of large numbers (Vershynin,
2018)).

E TRACKING STATISTICS

Notation: In this section we use z < y to denote that z is less than y times some constant. We also
write L7 (E7) when denoting the the supremum of a function that depends on n over the compact
set K. As noted in section [C|we aim track the following statistics for fixed s across gradient steps

Al (s, W), A7 (s, W)AJ (s, W), A7 (s, W).

Moreover, we seek to derive their dynamics in the continuous time limit. Given linearised parame-
terisation of a two layer network policy (equation[7] and the gradient update is as described in section
[3.2l We present a Lemma, whose proof follows the proof of Theorem 2.2 provided by Ben Arous
et al.| (2022) except in our case the dimensionality of the input data remains constant, on the dynam-
ics of summary statistics linear in the parameters that describe the learning dynamics under SGD.
We provide the dynamics of the j-th action below.

Lemma 8. Given a fixed state s the j-th action, A?( -), determined by a linearised neural pol-

icy with two hidden layers as described and mmallsed in section 3| we assume Wy ~ X, =
Normal(0, I4_/ds) i.i.d whose gradient dynamics are described in equation I 8| with learning rates
Nn — 0, and under assumptions ,Ewe have that in the limit n — oo the dynamics of A} converge
weakly to the following random O

df_lj(s;/'\,’t) = v;(s; X})dt, (14)

with the random variable X; is the being the limit point of the sufficient random variables, X, of
the parameters updated according to stochastic policy gradient based updates laid out in section

B2 with n = n,,.
Proof. Suppose the evolution of W is according to the evolution

W, —WT 1+ 7 &n (W, Byw.__, ), where
GWBw, ) =% > VaQ"(s1,0)|a=a,®" (56, ).

Sb:abe]BW

We further let G, (W 1) = By, [£0(W, Bw, _,)]. Let H, (W, By ) = (W, Bw,_,) —Gn(W).
Further let
En(W) = ]EBW [Hn(VVa BY)Hn(W BY)T] :
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For the statistic A7 consider the following evolution

v — Tt —<I>"G
P TR O, (s)
T — 7 =" H, (Wy, B, ).

Omitting the subscript in 7,,, since we take the limit 7, — 0 as n — oo, we now consider the u; as
follows,

TETRY) MR AIRED WEE A
T/=1

Now for [ € [0, L] we define,
/(l) _ Vj[l/n} . 1/3[41/77]—17 and §]/-(l) _ gj[l/ﬁ] N C[l/ﬂ]—l.

vj J

If we let

l

%®=A vl = v (ft/n]) + (s = nftf]) (v = /77
l

ﬁw:A¢mW:¢mwm (s = nlt/m) (s = /1),

be the continuous linear interpolations based on the discrete random variables v, ¢ and combine them
together to obtain

o (1) = v (0) + pf (1) + o} (1). (16)
Given a compact set X' C R and the exit time 7x we aim to show that forall 0 < s,¢ < T,

E|[v} (s A 7x) = v (E ATiOIP Srer (8= )7,

where the expectation over the stochastic updates. This proves that v (s A\ 1K) is 1/4 Holder-
continuous by Kolmogorov’s continuity theorem (see section 2.2 in the textbook by [Karatzas &
Shreve| (2014)). We have for all s, ¢

[vj (s) = vf O] < (|15 (s) — uj O] + llof (s) — o5 (D)]]-
For a fixed W the action j corresponding to the linearised policy in the limit n — oo is defined as:
a;(s,W) = nhHH;O o7 ()W

Now further suppose W is a stochastic variable where each one of its entries are sampled i.i.d from
some distribution X € P(R), where P(R) is a probability space over R with the canonical sigma
algebra. Therefore, the push forward of this stochastic random variable W,, in the limit n — oo can
be defined as:

n d
_ . 1 s
0= fin 35 G 489S W
m=1 =1

which converges in distribution to a Normal distribution, with the mean and the variance are depen-
dent on the state and the distribution X,,, by the Lindeberg—Lévy central limit theorem (Vershynin,
2018 |Cai et al.,|2019b) which is also a consequence of using GeLU activation which has bounded
derivatives a.e. We drop the argument X in the wherever it is implicit. The first term in the inequal-
ity, the norm of 47, is upper-bounded as below:

[t/nATK /7
Eup(s A7) = pp (tATR)P) SkB I D PGV

T'=[s/nATi /n

< (t= )| RF GV

Ln (E'n.

Sk, La,s (t— s)%,
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where the second inequality is from the continuity of the function ®7?G(W™) in W™. The last
inequality is from the Lipschitz condition on the gradient function G [5} For the second term, which
is a martingale, in equation [I6 we seek a similar bound to the one presented above:

[t/nATK /7
E(lof(sATi)—al(t AT =E | [n Y (-
T=[s/nlATi /0

[t/nlATic /n
=E|[n Y = ®FH,(W.Bw,)

T'=[s/n]ATK /1

[t/nATK /1 )
SE[»n? Y. (QVH.(W,Bw.,)) :

T'=[s/n]ATK /1

where the last inequality is from the Burkholder’s inequality. We further expand the last term in the
inequality as follows:

2
[t/nIATK /n
El{n* Y (@HWBw,)) | | =" > E[() Ha(W,Bw,)” (@7 Hu (W, Bw,,)’|
T'=[s/nATK /1 T

< (5 (relmman )"

/SKaLH (t - 5)27

where the inequality in the second line is from Cauchy-Schwarz and for the last inequality we use

the fact that (assumption 4)) and the fact that  — 0 at rate O(ﬁ) This proves that o™ is 1/4 Holder-

continuous by Kolmogorov’s continuity theorem. Since both the sequences .7 and o7 are uniformly
1/2 Holder-continuous we have that v’ (sA\TK) (equation is also 1/2 Holder-continuous. Further,

we note that v;l(s A Tk ) forms a tight sequence in n with 1/2 Holder-continuous limit point and

;);L (.s A TK) — (s ATk ) is a martingale with a martingale limit point that is 1/4 Holder-continuous
1mit point.

Now that we have proved that limit points exists and are 1/2 Holder-continuous we seek to derive
this limit. To do so we derive the quadratic variation

t

ot A TR)2 - / 7Ep (7 Hoy (Wit e B )2

Wl/"/\TK

which is a Martingale process. We seek to derive expression for the expectation above in the limit
n — o0o. To do so we derive the following:

Eg [((I)?Hn(w[l/n]/\n( ) BWT ))2] = q)?En(W[l/n]/\‘rK)(q)?)T7

Wl/”/\rK
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where we omit the subscript Byy,, . under the expectation in the expression on right side for
brevity. Letting Y = W[/ r-, and writing out rhe above expression based on equation@]

n ds n ds
n— n 2 - -
%%WWW%WfZXﬁ:ZWW%$WW%$%

3n?
1m/=1k'=1

=

B

> g (8N (W, - s")shq; (57 ) (W, - s”) s}
1

— (C’ﬁm/)‘lﬁ Z qj(sb)Cgo’(W,% . sb)SZGg,m,(ds_1)+k, (Y)

B
]. / ’ /
(0 5 D (M) W 5)58 G a1y (V)

oft)

Given that the gradient updates have finite and bounded variance (assumption [) the expression
including the expectation converges to a value that is O(1) and dependent on s, G(Y'), j, o k by

the strong law of large numbers at the rate O (%) We have therefore have the following

+ (C(;'),m/)4 ;’,m(ds—l)-i-k- (Y)2>

n

i 9, @ (Wi miar ) (PF)T =

Therefore, as n — oo and by localization technique (Karatzas & Shreve| 2014) we prove conver-
gence of equation [I6]to: -

dA;(s; W) = v(s; &)dt, (17
which admits a unique solution due to the assumption of Lipschitz condition ,assumption [5} Given

that we initialise TV, as drawn from a distribution in P(R) then the distribution of A; is a push
forward of this distribution and therefore evolves as in equation[I7]and gives us the result. O

Similarly, from the linearity of A; ; in W using a similar derivation as above we can derive an ODE.
To do so we first note

Al (s W) = @ (L)W + @7 (s)W,

where 1, is a d;-dimensional vector with value at index k is set to 1 and rest 0, ®; ,(s) is defined
as below
1
(s) == [WECE, 0" (W] - 5)5T WEL O (W5 - 7. WELC8 g (W2 5)s7] € R

Therefore, in the limit n — oo -
dA;j k(s) =v'(s; X;)dt.

Now we derive and prove the dynamics of the quadratic term A, (s; W)A;/(s; W).

Lemma 9. Given a fixed state s the j-th action, A;L(s; -), determined by a linearised neural pol-
icy with two hidden layers as described and initialised in section 3} we assume Wy ~ Xy =
Normal(0,1,4,/ds) i.i.d whose gradient dynamics are described in equation |8 with learning rates
Nn — 0, and under assumptions @g;we have that in the limit n — oo the dynamics of A? converge
weakly to the following random

dA;(s; X)) A (5:X) = (vj(s; X)) Ajr (5. X) +vjr (s X) A (s X)) dt, (18)

with the random variable X; is the being the limit point of the sufficient random variables, X, of
the parameters updated according to stochastic policy gradient based updates laid out in section
B-2with n = 1, and v;,v; are as described in Lemma|[8]
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Aj (s W)AG (s W) = (®F (s; Wo )W) (@ (53 Wo )W),

Proof. Since we know that /_1]7, [1;-, follow the ODE in equation we want to show that the update
for A% (s; W) A7 (s; W) converges weakly to
d(Aj(s; Xe)Aj (55 X)) = (vs(s3 Xe) Aje (55 X) + vjr (53 X) Az (53 ) dt

To do so consider the increments as in equation [I3] for the statistic which a product of two actions
AT AT

Vi — vl =G (W) (RFWy) + (O W) @7, G (W),

Sjjr— §;;1 = (@?HH(WT,]B%WT)) LW, + (@?WT) % H,, (W, By, )

+0 ((®F Ho(Wr, Bw, ) ®5Gn(Wy) + (97 Gn (W) ®F Hy (W, B, )

Omitting the subscript in 7,, we obtain

T T/
AT N AR ST

T'=1 T/=1

Now for [ € [0, L] we define,
vi(l) = v} = () = G =

J 73] ’

Similar to the rpevious proof, we let

l
ny () = / Vil = vy (nft n]) + (s = nlt/m)) (w47 = /97

l
o (1) = /0 SO = 55l /n]) + (s = mlt/m) (s = P71

be the continuous linear interpolations based on the discrete random variables v, ¢ and combine them
together to obtain

vi(l) = v} (0) + pj (1) + o (1) (19)
With exit time 75 we want to show that for all 0 < s, < T,
El[o} (s ATi) — v (t ATr)I|* Sk (8 — )%,

where the expectation over the stochastic updates. This proves that v”(s A 7x) is 1/4 Holder-
continuous by Kolmogorov’s continuity theorem (as opposed to 1/2 in the previous proof).

We have for all s, t
|07 (s) = v O] < M (s) — i (DI + [lof (s) — o7 (B)]]-
The first term in the inequality, the norm of v/, is upper-bounded as below:

[t/nATk /n
Y G W@ W)

T'=[s/nATi /n

E[|uf(s AT5) = pp (¢ ATF)Y] Sk E

4
+ (DT )BT G (W)

< (= ) (@)W ) @G (W)
+ cI);.’Gn(WT,)(Q)?, Wo) |%°°(E;"<)

SK,LG,S (t - 5)4-
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where the second inequality is from the continuity of the function ®7W;/)®%, G, (W) in W". The
last inequality is from the Lipschitz condition on the gradient function G E}

Further consider the second term

[t/nATK /1 ,
Ellof(sAn™)=o?t AT =E [0 D> (- h
'=[s/nIATK /1
[t/nlATK /7

=E | |7 Z Sj —s
T'=[s/n]ATK /7

[t/mIATK /1 , ) 9
sellf > (§-97)
T'=[s/nATK /7

Using Cauchi-Schwarz inequality we can bound the two different types of terms separately. We can
first upper bound

[t/nlATi /1 2

El{n Y. (®FH.(Wn)) O} W,

T'=[s/nATK /N

=n' Z { (@5 H (W) @5 W70)” (95 Hyy (W) @;L,WT,ﬂ

< (772: (772E |:((‘I);LH7L(WT/)) @;}/WT/)4])1/2>

SKLy,s (T— s)%,

where the inequality in the second line is from Cauchy-Schwarz and for the last inequality we use
assumption |4, n — 0 at rate f and the fact that ®; only depends on s. Similarly, we bound the

other term below

[t/nATK /n 2
El|(n" > (OTH, (W) @G (Wrr)
'=[s/nlATic/n
—nSZE[ O H (W) 95 G (W) (95 Hoo(Wr) 95, G (W)

<776 Z (772]E {((‘I’?Hn(WT,)) @;}/GH(WT,))Zl] ) 1/2)
Skore (t—s)%

Where the last inequality follows from Assumptions [ convergence of 7 — 0 and Lipschitz conti-
nuity of G. Combining these together we obtain the 1/2-Holder-continuous limit point. Finally, to
derive the dynamics we once again show that the quadratic variation goes to 0.

t
AT = [, (@YD) O3V, + (@70,) 0, (1)

Since we have already shown that IEB . [(®FHp (Wi miare))?] = O(1) + O(1/n) (see sec-

tion D)), similarly we have ( = O(1) 4+ O(1/n). Therefore, as n — oo and by localization

techmque we have as requlre({
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Similarly, we can show the convergence to a random ODE for the product of two linear terms
A A
J J

F PROOF OF OUR MAIN RESULT

Proof. We put together these dynamics we have derived and proved convergence in the n — oo
limit. We re-arrange the terms 0f second order expansion of the Lie series to group together the

terms ( ) by g.(s)
similarly 89(8) as h; 1 (8). From the derivation in Sectlonlwe have the following:
da
e " (s) =s 41| gls)+ D hy(s)As(s;W)
j=1
ds da
t? ( D [ 9r(8)gh(s) + D hyn(s) Az (s, W)gi(s)
k=1 j=1
do do
)0 h(8)A (s, WK () Ajr (5, W) + hy k() A; (s, W)Aj',k(s)hj'(é’)))
j=1j'=1

=s+ (tg(s +tzzgk s)gr,(s

“ da
+Zthj(s)<Aj( ng ( k(5 W) 4D hyrr(s) A-/(s,W)Aj,k(s)> )

7'=1
da da

+12) " Aj(s, W) Zh’,k gk(s) + > hjn(s)A;(s, W)

Jj'=1 Jj=1

The first four expressions in the summation account for d, + 2 degrees of freedom. In other words,
the first three terms in the summation are spanned by d, + 2 vectors. For the last term in the
summation consider the following representation:

T AT (s (Z Wy >Af<s>)>

:A§<s>Zsh;-/,k<s>Z”A;«s)hj/,k(s)
A7 (5) Ty () () A7 (),

Where Jh; is the Jacobian of the function h;(s). This leads us to the following vector:

ds da
UJT Z a @JT hi k(
k— j :
=Jh(s)h(s)Bj (s),

BJT represents the d, x 1 vector [E[ATAT], ..., E[A]
ticity of initialisation..

AT]], where the expetation is over the stochas-

where Jh;(s) is the ds x d, Jacobian of h; w.r.t s, a7 (s) is the process determined by E [v7], and
h(x) is a concatenation of d,, vectors. We seek to upper bound the following, by showing that there
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is a continuous time martingale process in the limit n — oo,
da
D(f7,v7) = D(3_ f],Span(v], ..., v3,));

Jj=1

where D(f7,v") is the distance between f7 and the span of v7,...,v] . This distance is upper
bounded as follows:

d,
D(f7,v7) <|I > D(f],0])]
j=1

da

<12 | X D)
.

<L? Zag(s)th(s)h(s)Ar(s) — Jhj(s)h(s)B] (s)
dq

<2 (D7 Thy(s)h(s)(a] (5)A7(s) = B]) |

where both a;, A are the mean processes. Therefore, the data is concentrated around the space
spanned by the vectors: hy,. .., hq,,v],...,v; and the paraboloid tg + t2g’. Let this product

space be M then dim(M) < 2d, + 1. The concentration property is a result of the concentration of
aj(s)A" (s) around BT due to the dynamics in

O

While proofs in Appendix [E] closely follow that of Ben Arous et al.| (2022) we list our contibtuions
in this work:

1. We show that the distribution of outputs, and its quadratic combinations, of a two layer
linearised NNs deviate only in mean and variance, and are dependent on a finite set of
summary statistics, despite the width and parameter size going to infinity as the learning
rate goes 0.

2. In this appendix section, We combine this with the idea of the exponential map being a
push forward of the parameter distribution at gradient time step 7, for a fixed state s, and
show that the distribution is concentrated around a low-dimensional manifold.

G DIMENSIONALITY ESTIMATION

We describe the algorithm for dimensionality estimation in context of sampled data from the state
manifold S.. Let the dataset be randomly sampled points from a manifold S, embedded in R%
denoted by D = {s;} ;. For a point s; from the dataset D let {r; 1,7;2,7:3,...} be a sorted list
of distances of other points in the dataset from s; and they set 7o = 0. Then the ratio of the two
nearest neighbors is p; = r; 2/ ;1 where 7; 1 is the distance to the nearest neighbor in D of s; and
7; 2 18 the distance to the second nearest neighbor. [Facco et al.|(2017) show that the logarithm of the
probability distribution function of the ratio of the distances to two nearest neighbors is distributed
inversely proportional to the degree of the intrinsic dimension of the data and we follow their algo-
rithm for estimating the intrinsic dimensionality. We describe the methodology provided by [Facco
et al.|(2017) in context of data sampled by an RL agent from a manifold. Without loss of generality,
we assume that {s; }}¥, are in the ascending order of r;. We then fit a line going through the origin
for {(log(p1;), —log(1 —i/N)}X_,. The slope of this line is then the empirical estimate of dim(S.).
We refer the reader to the supplementary material provided by [Facco et al.|(2017) for the theoretical
justification of this estimation technique. The step by step algorithm is restated below.

1. Compute 7; 1 and r; 5 for all data points 4.
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2. Compute the ratio of the two nearest neighbors j; = 7; 2/7;.1.

3. Without loss of generality, given that all the points in the dataset are sorted in ascending
order of y; the empirical measure of cdf is i/N.

4. We then get the dataset Dyensity = { (log (i), —log(1—14/N)} through which a straight line
passing through the origin is fit.

The slope of the line fitted as above is then the estimate of the dimensionality of the manifold.

H DDPG BACKGROUND

An agent trained with the DDPG algorithm learns in the discrete time but with continuous states
and actions. With abuse of notation, a discrete time and continuous state and action MDP is defined
by the tuple M = (S, A, P, f.,s0,\), where S, A, so and f,. are the state space, action space,
start state and reward function as above. The transition function P : § x A x § is the transition
probability function, such that P(s,a,s’) = Pr(Siy1 = §'|S; = s, A: = a), is the probability
of the agent transitioning from s to s’ upon the application of action a for unit time. The policy,
in this setting, is stochastic, meaning it defines a probility distribution over the set of actions such
that (s, a) = Pr(A; = a|S; = s). The discount factor is also discrete in this setting such that an
analogous state value function is defined as

T
vw(st) - Esl,alww,P [Z )\ltfr(sl;al)|st‘| s

=t

which is the expected discounted return given that the agent takes action according to the policy
m, transitions according to the discrete dynamics P and s, is the state the agent is at time ¢. Note
that this is a discrete version of the value function defined in Equation |2} The objective then is to
maximise J(7) = v™(sg). One abstraction central to learning in this setting is that of the state-action
value function Q™ : S x A — R, for a policy 7, is defined by:

3

T
Qﬂ- = ES[,(L[NTI’,P [Z Alitfr(sla a/l)|sta ag

=t

which is the expected discounted return given that the agent takes action a; at state s; and then fol-
lows policy 7 for its decision making. An agent, trained using the DDPG algorithm, parametrises the
policy and value functions with two deep neural networks. The policy, 7 : S — A, is parameterised
by a DNN with parameters 6™ and the action value function, ¢ : & x A — R,is also parame-
terised by a DNN with ReL U activation with parameters #<. Although, the policy has an additive
noise, modeled by an Ornstein-Uhlenbeck process (Uhlenbeck & Ornstein, [1930), for exploration
thereby making it stochastic. Lillicrap et al.[(2016) optimise the parameters of the @ function, %,
by optimizing for the loss

N
1
Lo= Z(yi — Q(si,0:;09))?, (20)
i=1

where y; is the target value set as y; = 7; + AQ(s] 1, 7(5i41;07); 6@). The algorithm updates the
parameters 09 by 09 < 0% + agVga Lo, where L, is defined as in Equation The gradient of
the policy parameters is defined as

1

VorJ(07) = 35 > VaQ(5,0:09) s=s a=n(s)) Vo (5 07) [s=s., @1

and the parameters ™ are updated in the direction of increasing this objective.

I BACKGROUND ON SOFT ACTOR CRITIC

The goal of the SAC algorithm is to train an RL agent acting in the continuous state and action but
discrete time MDP M = (S, A, P, f, so, A), which is as described in Appendix The SAC agent
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optimises for maximising the modified objective:

T
J07) = 3 By (51, ar) + Hm (50507

t=0

where H is the entropy of the policy 7. This additional entropy term improves exploration (Schul-
man et al., 2017} |Haarnoja et al.,2017). |Haarnoja et al.|(2018) optimise this objective by learning 4
DNNss: the (soft) state value function V (s;0"), two instances of the (soft) state-action value func-
tion: Q(s1,ay; OZQ ) where ¢ € {1,2}, and a tractable policy m(ss, at; 0™). To do so they maintain
a dataset D os state-action-reward-state tuples: D = {(s;, a;,7;,8;)}. The soft value function is
trained to minimize the following squared residual error,

Jv(0V) =Esup E (V(5;0") = Equn (Q(s, a; 69) — log 7 (s, a; 9")])2} , (22)

where the minimum of the values from the two value functions @); is taken to empirically estimate
this expectation. The soft ()-function parameters can be trained to minimize the soft Bellman resid-
ual

Jo(09) =By g ronp B (Q(s,a;09) —r — AV (s'; ev))Q] , (23)

where @ are the parameters of the target value function. The policy parameters are learned by
minimizing the expected KL-divergence,

J(67) = Eoop {DKL <7T(5, L0m), W)] , (24)

where Zyq (s) normalizes the distribution.

J DDPG MODIFIED ARCHITECTURE COMPARISON

(a) Walker2D (b) Cheetah (c) Reacher (d) Swimmer

Figure 6: Comparison of single hidden layer with GeLU activation (blue) and multiple hidden layer
with ReLLU activation (red) architectures for DNNs.

We provide the comparison between single hidden layer network and multiple hidden layer network
because our results in section 4 are for single hidden layer. The same architecture is used by Lillicrap
et al.| (2016) for the policy and value function DNNs which is two hidden layers of width 300 and
400 with ReLU activation. Here we provide the comparison to single hidden layer width 400 with
GeLU activation for the architecture used by [Lillicrap et al.| (2016). We provide this comparison in
Figure [6] and note that the performance remains comparable for both the architectures. All results
are averaged over 6 different seeds. We use a PyTorch based implementation for DDPG with mod-
ifications for use of GeLU units. The base implementation of the DDPG algorithm can be found
here:https://github.com/rail-berkeley/rlkit/blob/master/examples/ddpg.py. The hyperparameters are
as in the base implementation.

33



Under review as a conference paper at ICLR 2025

1782

1783

1784

1785

1786

1787 HalfCheetah n=2/12 HalfCheetah n =213
1788

1789

1790

1791 4000 4000

1792
1793
1794
1795

0 0
1ree Samples Samples
1797

1798 200k 400k 600k 800k 200k 400k 600k 800k

1799
1800
1801
1802 HalfCheetah n=2/14 HalfCheetah n=2715
1803 6000 6000

1804

1805

1807

1808 2000 2000

1809
1810
1811 Samples Samples
1812
1813
1814 (c) log, width = 14 (d) log, width = 15

1815

1816

1817

1818 6000 6000

1819

1820 4000 4000

1821

1822

1823

1824

1825 0 0

1826 Samples Samples
1827 200k 400k 600k 800k 200k 400k 600k 800k
1828
1829

1830
1831 Figure 7: The canonical policy (in red) tracks the returns for linearised policy (in blue) at higher

1832 widths (logy n > 15).

1833
1834
1835

6000 6000

2000 2000

(a) log, width = 12 (b) log, width = 13

4000

200k 400k 600k 800k 200k 400k 600k 800k

HalfCheetah n=2/16 HalfCheetah n=2217

2000 2000

(e) log, width = 16 (f) log, width = 17

34



Under review as a conference paper at ICLR 2025

Ant Ablation Humanoid Walk
— Group Vanilla = Group0.1 = Group0.2 = Group 0.3 — Group Vanilla = Group0.1 = Group0.2 = Group 0.3
= Group 0.5

6000 400

il
P AL
5000 MM“‘ !
/1y 300
4000 M

200
3000

2000 100

1000
Step

1k 2k 3k 4k 5k 2k 4k 6k 8k 10k

(a) Ant Ablation (b) Humanoid Stand

Humanoid Stand

— GroupVanilla — Group0.1 = Group0.2 = Group 0.3
— Group Q CRATE 0.5

600
/\N"\c’

400

Step

2k 4k 6k 8k 10k

(¢) Humanoid Walk

Figure 8: Ablation over the ag parameter.
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Figure 9: We show the steps per second for SAC (blue) and sparse SAC (red) as training progresses.
We observe that, in the ant environment, for the baseline the steps per second is as high as 90
whereas in the sparse implementation this drops to 65. Similarly, in the dog stand environment this
difference is 81 to 61. While this increases the computation requirements and wall clock time it
does not make our method intractable given the significant gains in performance.
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K FURTHER EXPERIMENTAL RESULTS

We observe that the discounted returns dont vary for the ant MujoCo domain (Todorov et al.,2012) as
shown in figure[8]with the environment steps on the x-axis. We see a lot of variance across and within
choices of ag for humanoid walk and stand environment of DM control suite (Tunyasuvunakool
et al., [2020) even though the sparse method remains superior to SAC with fully connected feed
forward. We attribute this to being an exploration problem, while our method is able to overcome
learning related bottlenecks it is unable to overcome the efficient exploration issue which holds back
the agent from attaining optimum returns in higher dimensional control tasks.

L. RELATED WORK

There has been significant empirical work that assumes the set of states to be a manifold in RL.
The primary approach has been to study discrete state spaces as data lying on a graph which has
an underlying manifold structure. [Mahadevan & Maggioni| (2007) provided the first such frame-
work to utilise the manifold structure of the state space in order to learn value functions. Machado
et al| (2017) and Jinnai et al.| (2020) showed that PVFs can be used to implicitly define options
and applied them to high dimensional discrete action MDPs (Atari games). Wu et al.| (2019) pro-
vided an overview of varying geometric perspectives of the state space in RL and also show how the
graph Laplacian is applied to learning in RL. Another line of work, that assumes the state space is
a manifold, is focused on learning manifold embeddings or mappings. Several other methods ap-
ply manifold learning to learn a compressed representation in RL (Bush & Pineaul [2009; |Antonova
et al., |2020; [Liu et al, 2021)). Jenkins & Mataric| (2004) extend the popular ISOMAP framework
(Tenenbaumy, (1997) to spatio-temporal data and they apply this extended framework to embed hu-
man motion data which has applications in robotic control. Bowling et al.| (2005) demonstrate the
efficacy of manifold learning for dimensionality reduction for a robot’s position vectors given addi-
tional neighborhood information between data points sampled from robot trajectories. Continuous
RL has been applied to continuous robotic control (Doyal [2000a; Deisenroth & Rasmussen, 2011}
Duan et al, 2016) and portfolio selection (Wang et al.| 20205 Wang & Zhou, [2020; Jia & Zhou,
2023};12022b). We apply continuous state, action and time RL as a theoretical model in conjuction
with a linearised model of NNs to study the geometry of popular continuous RL problem for the
first time.

More recently, the intrinsic dimension of the data manifold and its geometry play an important role
in determining the complexity of the learning problem (Shaham et al.l 2015; |Cloninger & Klock,
2020; |Goldt et al., 2020; [Paccolat et al., 2020; |Buchanan et al., 2021) for deep learning. [Schmidt-
Hieber| (2019) shows that, under assumptions over the function being approximated, the statistical
risk deep ReLU networks approximating a function can be bounded by an exponential function of
the manifold dimension. |Basri & Jacobs| (2017) theoretically and empirically show that SGD can
learn isometric maps from high-dimensional ambient space down to m-dimensional representation,
for data lying on an m-dimensional manifold, using a two-hidden layer neural network with ReLU
activation where the second layer is only of width m. Similarly, Ji et al.| (2022) show that the
sample complexity of off-policy evaluation depends strongly on the intrinsic dimensionality of the
manifold and weakly on the embedding dimension. Coupled with our result, these suggest that the
complexity of RL problems and data efficiency would be influenced more by the dimensionality of
the state manifold, which is upper bounded by 2d, + 1, as opposed to the ambient dimension.

We summarise several approaches for better representation learning in RL using information bot-
tlenecks. Like our work, this approach reduces noise and irrelavant signal One common approach
is to compress the state representation that is used by the agent for learning (Goyal et al.,|2019azb;;
2020; Islam et al., |2022). The central idea is to extract the most informative bits with an auxiliary
objective. This auxiliary objective could be exploration based (Goyal et al.,|2019a)), enables hierar-
chical decision making (Goyal et al.,|2019b), predicting the goal (Goyal et al., [2020)), and relevance
to task dynamics (Islam et al., [2022). While these are practical methods they do not provide a the-
oretical limit on the dimension of the bottleneck. In contrast, our representation is a local manifold
embedding that preserves the geometry of the emergent state manifold.

Another closely related line of research exploits the underlying structure and symmetries in MDPs.
Ravindran & Barto|(2001)) provide a detailed and comprehensive study on on reducing the model size
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for MDPs by exploiting the redundancies and symmetries. There have been with other more specific
approaches to this (Ravindran & Barto, [2003}/2002) and more recent work follow ups by |van der Pol
et al.|(2020). The broader study of manifolds, within differential geometry, is related to the study of
symmetries and invariances. We anticipate that further reducing the effective state manifold based
on redundancies, to extend our work, would be highly promising. |Givan et al.[(2003) and [Ferns et al.
(2004) also provide closely related state aggregation techniques based on bisimulation metrics which
have been developed further (Castro & Precup| 2010; |Gelada et al., [2019; |[Zhang et al., 2020} Lan
et al.} 2021). The bi-simulation literature defines metrics that incorporates transition probabilities
or environment dynamics of the environments. The underlying metric is probabilistic in nature.
The manifold and metric are defined in such a way as to facilitate better representation learning for
RL. The primary difference is that our approach proves how a low-dimensional manifold “emerges”
from the design and structure of certain continuous RL problems.

We finally contextualize our work in light of various control theoretic frameworks. Control systems
on a non-linear manifolds have been studied widely (Sussmann, |1973}; |Brockett, |1973} [Nijmeijer &
van der Schaft, [1990; |Agrachev & Sachkov, 2004} Bloch & Blochl 2015} Bullo & Lewis|, [2019).
Like most control theoretic frameworks the transitions, dynamics, and the geometry of the system
are assumed known to the engineer. (Liu et al., 2021) recently provide a framework for controlling
a robot on the constraint manifold using RL. As noted previously, our work is also closely related to
the notion reachability in control theory (Kalman, |1960; |Jurdjevic, |1997} [Touchette & Lloyd, |1999;
2001) which deals with sets reachable under fixed and known dynamics of a system. Reachability
sets from control theory have been applied for safe control under the RL framework (Akametalu
et al., 2014} |[Shao et al.| |2020; [Isele et al., 2018). While the objective is similar, to find the sets of
states reached with any controller, the assumptions, on the underlying dynamics are different leading
to different results.

M EXTENSION TO OTHER ACTIVATIONS AND ARCHITECTURES

It is a difficult to theoretically analyse complex engineered systems such as neural networks for
continuous control learned using policy gradient methods. We have simplified this setting by us-
ing linearised policies (section with GeLu activation and access to the true gradient of the
value function (section [2.I)). We show results in GeLu activation because it is the closest (smooth)
analogue to the most popularly used ReLu activation which is very commonly used in continuous
control with RL (Lillicrap} 2015; |[Schulman et al., 2017; |Haarnoja et al., [2018)). Despite our choice
of GeLu, as noted in section i} our results extend to activations which are twice differentiable ev-
erywhere with bounded derivatives. Moreover, our results capture the setting of neural policies that
have a very high-dimensional parameter space but also have structured outputs (Lee et al., 2017}
Ben Arous et al} [2022). In study of supervised deep learning results emanating from theoretical
models that approximate shallow wide NNs have been extended to deeper networks, e.g. the neural
tangeent kernel (NTK) framework (Jacot et al.,|2018)). Moreover, there have also been mechanisms
to make finite depth and width corrections to NTK (Hanin & Nica, 2019). Theoretical inferences
made in simplified settings have been extended to applications and a wide range of architectures
as well (Yang & Hu, 2021} |Yang et al., 2022} Fort et al., 2020; |Wang et al., 2022). We anticipate
that extending our results to a broader set of activations, architectures, and reinforcement learning
algorithms would lead to better applications by means of improved theoretical understanding.

Another assumption we make is deterministic transitions. While this is true in many popular bench-
mark environments (Todorov et al., 2012 Tunyasuvunakool et al.,[2020), the most general setting of
RL as a model for intelligent agent the transitions are stochastic. This is a common feature in control
theory where results in deterministic control: $(t) = g(s(t), u(t), t), with continuous states, actions,
and time, can be extended to stochastic transitions by considering bounded stochastic perturbations

$(t) = g(s(t), ult), 1) + d(s(t), u(t), t)dwr,

where d is the stochastic perturbation aspect with w; being the Wiener process and u(t) is the open
loop control. Tor example, the contraction analysis by |[Lohmiller & Slotine| (1998) in deterministic
transitions is extended to stochastic perturbations by [Pham et al.| (2009). We anticipate that our
analysis, under appropriate assumptions on the stochastic perturbations, has promise of extensions.
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