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Abstract

Automated data visualization plays a crucial001
role in simplifying data interpretation, enhanc-002
ing decision-making, and improving efficiency.003
While large language models (LLMs) have004
shown promise in generating (code to produce)005
visualizations from natural language, the ab-006
sence of comprehensive benchmarks limits the007
rigorous evaluation of their capabilities. We in-008
troduce Text2Vis, a benchmark designed to as-009
sess text-to-visualization models, covering 20+010
chart types and diverse data science queries,011
including trend analysis, correlation, outlier de-012
tection, and predictive analytics. It comprises013
1,985 samples, each with a data table, natu-014
ral language query, short answer, visualization015
code, and annotated charts. The queries in-016
volve complex reasoning, conversational turns,017
and dynamic data retrieval. We benchmark 10+018
open-source and closed-source models, reveal-019
ing significant performance gaps, highlighting020
key challenges, and offering insights for future021
advancements. We then propose an actor-critic022
agentic inference framework, where feedback023
from a critic model refines the generator’s out-024
put, increasing GPT-4o’s pass rate from 26%025
to 42% over the direct approach and improving026
chart quality. Finally, we introduce an auto-027
mated LLM-based assessment framework for028
scalable evaluation that measures answer cor-029
rectness, code execution success, visualization030
readability, and chart accuracy. We release031
Text2Vis at < redacted >.032

1 Introduction033

Data visualization transforms raw data into mean-034

ingful visual representations, allowing users to gain035

insights and make data-driven decisions across var-036

ious fields such as finance, healthcare, marketing,037

and scientific research (Aparicio and Costa, 2015;038

Hoque et al., 2022). It is an integral part of the data039

science workflow, frequently used for exploratory040

data analysis, outlier detection, pattern recogni-041

tion, and feature identification. However, creating042

Date Closing Price

01/13/2025 234.40

.... ....

02/03/2025 228.01

Query: What will be the next two days' closing prices for Apple stock
using a 3-day Simple Moving Average? Also plot the trend in Apple's
closing prices over the past 15 trading days.

Line ChartAnswer:  233.87, 232.63

Data Table (38 by 2 )

Code

Figure 1: Example from the Text2Vis benchmark.
Input: A data table containing historical stock prices
and a query. Output: Python code for visualization, the
predicted answer, and an annotated textual explanation.
The chart is generated from the code.

accurate and intuitive visualizations is challeng- 043

ing due to the need to correctly interpret natural 044

language queries, select relevant data and trans- 045

form it (if needed), understand suitable visualiza- 046

tion types, and write appropriate code for visual- 047

ization (Shen et al., 2022). This problem is unique 048

as it integrates multiple modalities—visual repre- 049

sentation, natural language understanding, logical 050

reasoning, and code generation—making it signif- 051

icantly more complex than traditional NLP tasks. 052

This process typically requires expertise in data 053

science, programming languages, and visualization 054

libraries (e.g., Matplotlib, Vega-Lite (Satyanarayan 055

et al., 2016)), creating a significant barrier for non- 056

technical users (Ali et al., 2016; Waskom, 2021; 057

Bisong and Bisong, 2019). While natural language 058

interfaces (NLIs) like Tableau’s Ask Data (Tableau, 059

2025) can generate basic charts from queries, they 060

lack flexibility, automation, customization, and ad- 061

vanced analytical capabilities. 062

LLMs have demonstrated strong performance 063

in code generation and data analysis (Nejjar et al., 064

2025), making them promising for automated visu- 065

alization tasks (Liu et al., 2021; Hoque and Islam, 066

2024; Maddigan and Susnjak, 2023). By under- 067
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Dataset Data
Type

Query
Type

Web Data
Retrieval

Conversa-
tional

Unans-
werable

Multistep
reasoning

Text
Annotations

Text
Explainability

Chart
Variety

NLP to
Python

Chart
Specification

WikiSQL (Zhong et al., 2017) Real NL2SQL ✗ ✗ ✗ ✗ ✗ ✗ SQL Only No N/A
nvBench (Luo et al., 2021) Synthetic NL2Vis ✗ ✗ ✗ ✗ ✗ ✗ 7 Types No Direct
NLV-Utterance (Srinivasan et al., 2021) Real Simple Agg. ✗ ✗ ✗ ✗ ✗ ✗ 10 Types No Direct
ADVISor (Liu et al., 2021) Real Aggregation ✗ ✗ ✗ ✗ ✓ ✗ 3 Types No Direct
VisEval (Chen et al., 2024) Real + Synth. Mid-Complex ✗ ✗ ✗ ✓ ✗ ✗ 7 Types Yes Direct

Text2Vis (Ours) Real + Synth. Complex Hard ✓ ✓ ✓ ✓ ✓ ✓ >20 Types Yes Open

Table 1: Comparison of Text2Vis with existing text-to-visualization benchmarks.

standing natural language queries, identifying rel-068

evant data attributes, recommending chart types,069

and generating visualization code, LLMs can lower070

the barrier for non-experts to explore data with-071

out extensive technical expertise. However, as072

LLMs advance in coding and reasoning—often ri-073

valing human performance on benchmarks—there074

is a growing need for more rigorous evaluations075

with complex, real-world tasks. Existing text-to-076

visualization benchmarks often fail to capture this077

complexity, limiting themselves primarily to natu-078

ral language to SQL translation or simple visual-079

ization mappings based on direct mentions of data080

table columns (Zhong et al., 2017; Luo et al., 2021;081

Srinivasan et al., 2021; Liu et al., 2021). Most of082

them rely on rule-based methods or Vega-Lite spec-083

ifications rather than code generation, limiting their084

practical applicability. A recent benchmark (Chen085

et al., 2024) evaluates LLM-driven visualization086

generation but lacks diverse chart types, real-world087

data science tasks, and multi-step reasoning. More-088

over, most queries in it have explicit chart-type089

mentions (e.g., “draw a line chart...”) rather than090

accommodating open-ended queries, underscoring091

the need for a more comprehensive benchmark.092

Another major limitation of existing benchmarks093

is their omission of concise textual answers along-094

side generated visualizations, despite the fact that095

users often create charts to address specific data-096

driven questions. For instance, as shown in Fig. 1,097

an analyst aiming to predict Apple’s stock closing098

price in two days using a three-day moving aver-099

age would benefit not only from the visualization100

but also from an annotated answer. Providing such101

textual answers enhances task effectiveness and en-102

ables users to validate the accuracy of the generated103

visualization (e.g., ensuring the model correctly104

computes a ‘3-day moving average’ rather than105

mistakenly applying a ‘5-day moving average’).106

To address these limitations, we introduce107

Text2Vis, a comprehensive benchmark designed108

to rigorously evaluate LLMs on real-world text-to-109

visualization tasks. Text2Vis features 1,985 queries110

reflecting real-life data science challenges, cover-111

ing complex analytical reasoning, statistical analy- 112

sis, trend analysis, outlier detection, and correlation 113

analysis (Figure 2). Unlike previous benchmarks, it 114

supports a wide range of visualization types, includ- 115

ing bar charts, line charts, scatter plots, heatmaps, 116

and specialized visualizations (Table 1). We also 117

incorporate “retrieval-augmented" queries, which 118

require models to fetch additional data before vi- 119

sualization, and conversational queries involving 120

follow-up interactions. This makes Text2Vis a 121

more rigorous and realistic challenge, leading to 122

noticeable performance drops for most LLMs com- 123

pared to simpler benchmarks. 124

To enhance visualization generation and reason- 125

ing, we also propose an actor-critic agentic frame- 126

work for iterative code refinement. In this approach, 127

the actor model generates responses and visualiza- 128

tion code, while the critic model provides feedback 129

to refine the output. Our experiments show that 130

this approach significantly outperforms direct in- 131

ference, producing more accurate, interpretable, 132

and reliable visualizations. In summary, our con- 133

tributions include: (i) Text2Vis, a comprehensive 134

benchmark featuring 1,985 queries that reflect di- 135

verse, real-world data science challenges, including 136

complex analytical reasoning and multi-step tasks; 137

(ii) an actor-critic agnetic inference approach 138

for iterative code refinement, which significantly 139

enhances the accuracy, readability, and reliability 140

of generated visualizations; (iii) a comprehensive 141

LLM-based evaluation framework that assesses 142

answer correctness, code execution, visualization 143

readability, and chart accuracy, enabling scalable 144

and consistent benchmarking; and (iv) extensive 145

evaluations with 10 open- and closed-source mod- 146

els, revealing significant performance gaps and 147

common failure patterns, providing valuable in- 148

sights to guide future improvements in LLM-driven 149

visualization generation. 150

2 Related Work 151

Text-to-Visualization Benchmarks Existing 152

benchmarks for text-to-visualization systems 153

often oversimplify the complexity of real-world 154

analytical tasks by either treating the problem 155
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Question:  Based on the given data of 'Value' over time
periods 1 to 3, predict the 'Value' at time period 5 using a
second-degree polynomial regression model. Provide
the predicted value as a number rounded to the nearest
whole number.

(e) Trend Prediction

Question: Assuming that 'Yes, would' responses
increase by 20% annually, 'No, would not' responses
decrease by 10% annually, and 'Depends' responses
remain constant, in which year will the 'Yes, would'
responses surpass the 'No, would not' responses?
Provide the answer along with a line chart that
visualizes the trends over time.

(a) Reasoning
Question: Analyzing the percentage distributions across
all age groups for both males and females, determine
whether there is an extreme outlier in the female age
group percentages using the 1.5*IQR method, and specify
the age group where this outlier occurs?

(b) Outlier Detection

Question:  Analyzing the data for Albania and Dominica
from 2005 to 2008, which entity shows a stronger negative
linear correlation between the years and its data values?

(f) Correlation Analysis

(c) Summary Statistics
Question: Analyzing the distributions of exam scores
among the five universities, identify the university that
exhibits a bimodal distribution in exam scores. Calculate
the mean exam score for each mode, and then determine
the difference between these two means.

Question:  Retrieve the global average surface
temperature data from 1980 to 2020. Based on this data,
calculate the increase in temperature over this period in
degrees Celsius.

(g) Web Data Retrieval

Question: By analyzing the data from 2001 to 2019,
determine whether the gap between female and male
percentages is widening or narrowing over time, and predict
the gap in 2025 using linear regression. Provide your answer
supported by a dashboard with detailed visuals.

(d) Multiple Charts

Figure 2: Examples of different question types used in data analysis, including trend prediction, reasoning, outlier
detection, correlation analysis, summary statistics, and retrieval-augmented tasks.

as language-to-SQL translation or reducing it156

to basic visualization mapping (e.g., assigning157

data columns to chart axes) (Zhong et al., 2017;158

Luo et al., 2021; Srinivasan et al., 2021; Liu159

et al., 2021; Chen et al., 2024). For example,160

WikiSQL (Zhong et al., 2017) and nvBench (Luo161

et al., 2021) focus primarily on NL2SQL tasks,162

while NLV-Utterance (Srinivasan et al., 2021) and163

ADVISor (Liu et al., 2021) map textual queries164

to visualization specifications but do not support165

complex analytical queries or multi-step reasoning.166

Additionally, these benchmarks rely on Vega-Lite167

specifications rather than generating Python code,168

limiting their applicability to practical workflows.169

Quda (Fu et al., 2020) annotates user queries with170

analytical tasks (e.g., retrieving values, finding171

extrema) but lacks ground truth visualizations,172

making it insufficient for evaluating end-to-end173

visualization systems. More recently, VisEval174

(Chen et al., 2024) was adapted from nvBench;175

however, its small dataset (146 samples), limited176

chart variety, and reliance on queries with explicit177

chart-type mentions make it inadequate for178

assessing real-world scenarios.179

As summarized in Table 1, existing benchmarks180

suffer from following key limitations: (1) a nar-181

row focus on simple question and chart types, (2) a182

lack of multi-step analytical reasoning tasks, and183

(3) a disconnect from practical workflows, such as184

web data retrieval, conversational interactions, and185

handling unanswerable questions. These shortcom-186

ings hinder the evaluation of models for real-world187

text-to-visualization applications, underscoring the 188

need for more comprehensive benchmarks—a gap 189

this work aims to address. 190

LLMs for Automated Visualization NLP- 191

driven visualization generation has evolved from 192

rule-based grammar models to deep learning and 193

LLMs. Early methods relied on predefined tem- 194

plates but struggled with ambiguity and scalabil- 195

ity (Narechania et al., 2020), leading to hybrid ap- 196

proaches like RGVisNet (Song et al., 2022) and 197

ADVISor (Liu et al., 2021), which improved data 198

extraction and visualization generation. Recent ad- 199

vancements in LLMs have significantly enhanced 200

their ability to generate visualization code from 201

natural language queries (Hoque and Islam, 2024; 202

Maddigan and Susnjak, 2023). Chat2VIS (Mad- 203

digan and Susnjak, 2023) leveraged prompt engi- 204

neering to enable LLMs to generate visualizations, 205

while ChartLlama (Han et al., 2023) further im- 206

proved chart interpretation through multi-modal 207

instruction tuning. Despite these advancements, 208

challenges in grounding, correctness, and execution 209

reliability persist, as highlighted by VisEval (Chen 210

et al., 2024). To overcome these limitations, we 211

introduce an agentic approach that enhances LLM- 212

driven visualization generation through a structured 213

feedback loop and contextual adaptability. 214

Visualization Evaluation Early works like AD- 215

VISor (Liu et al., 2021) and NLV-Utterance (Srini- 216

vasan et al., 2021) focused on verifying syntactic 217

correctness and manually inspecting visualizations 218
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but lacked scalability for complex queries and large219

datasets. Chen et al. (2023) explored LLMs for220

data interpretation and visualization design, though221

their manual grading was inefficient for large-scale222

benchmarking. Podo et al. (2024) introduced a223

structured evaluation framework assessing code224

correctness, visualization legality, and semantic225

alignment and VisEval (Chen et al., 2024) partially226

utilized LLMs for readability and visual accuracy.227

However, LLM-based chart correctness—ensuring228

that the generated chart accurately represents the229

query’s intent and underlying data—alongside an-230

swer correctness remains a key bottleneck. To ad-231

dress this, we propose a comprehensive evaluation232

framework leveraging LLMs and Matplotlib to as-233

sess answer and chart correctness, as well as visual234

quality, readability, and execution success.235

3 TEXT2VIS236

We curated and synthesized a diverse dataset of237

data tables, queries, charts, and metadata. The238

dataset creation involved three key steps: (1) data239

table collection, (2) query generation and annota-240

tion, and (3) dataset analysis.241

3.1 Data Table Construction242

We started with the existing ChartQA cor-243

pus (Masry et al., 2022), which originally scraped244

22K data tables from four diverse sources:245

(i) Statista (Statista, 2024), (ii) Pew Research (Pew,246

2024), (iii) Our World In Data or OWID (Pew,247

2024), and (iv) Organisation for Economic Co-248

operation and Development or OECD (OWID,249

2024). This corpus covers a variety of topics in-250

cluding economics, politics, finance, climate, and251

health. From this collection, we manually curated252

2K high-quality tables based on complexity, diver-253

sity, and analytical richness.254

To broaden dataset variety and increase complex-255

ity further, we generated 173 synthetic tables using256

OpenAI o1-preview and Gemini Flash 1.5 Pro, in-257

corporating missing values, multi-variable depen-258

dencies, and non-linear patterns. After rigorous val-259

idation, we removed 239 tables due to issues with260

table quality or overly simple/problematic queries.261

The final dataset comprises 1,935 carefully curated262

tables, providing a robust benchmark for evalu-263

ating text-to-visualization models across diverse264

real-world scenarios and complex analytical tasks.265

3.2 Query Generation and Annotations266

Query Generation and Expansion Three co-267

authors of this paper, who are also experts in data268

Line 19.8%

Bar

17.9%

Multichart

10.1%
Area

6.9%
Pie

5.7%

Waterfall
5.5%

Scatter

4.7%

Treemap

4.7%

Histogram

4.6%

Boxplot

4.5%

Dot

4.1%

Donut

3.5%

22 Others

8.1%

Figure 3: Common chart types in our Text2Vis.

science, manually crafted 600 high-quality queries 269

reflecting real-world challenges such as trend anal- 270

ysis, statistical computations, correlation analysis, 271

outlier detection, comparisons, deviation analysis, 272

predictive modeling, time-series analysis, forcast- 273

ing, and geospatial analysis. These queries em- 274

phasize complex reasoning, making them more 275

challenging than those in existing benchmarks. To 276

expand this initial set, we leveraged multiple LLMs, 277

including OpenAI o1-preview, Gemini Flash 1.5 278

Pro, and Claude. Using few-shot prompting, we 279

generated 1,624 additional queries, broadening the 280

coverage of analytical tasks and reasoning-based 281

challenges. After manual verification, 239 tables 282

and queries were removed due to quality concerns. 283

Visualization Code and Answer Generation 284

For each query, we generated visualization code 285

using OpenAI o1-preview based on two li- 286

braries, Matplotlib (Bisong and Bisong, 2019) and 287

Seaborn (Waskom, 2021), as these are among the 288

most versatile and widely used data visualization 289

libraries in Python. In addition, we generated short 290

answers, visualization summaries, and metadata, 291

including chart type and axis labels. All outputs 292

were manually reviewed, corrected, and refined to 293

ensure accuracy, clarity, and relevance. 294

3.3 Dataset Analysis 295

Data Table Statistics Our dataset consists of 1,985 296

data tables covering over 60 countries and diverse 297

demographic and sectoral domains, including fi- 298

nance, healthcare, politics, energy, technology, de- 299

mographics, and environment. It exhibits structural 300

diversity, with tables containing an average of 10 301

rows (max: 1,000) and 3.2 columns (max: 15), 302

ensuring a mix of compact and extensive datasets. 303

It also includes clean data (1,789 tables), noisy 304

data (191 tables), and hybrid cases, enabling robust 305
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Question Category (%) Question Complexity Task Type

Closed/
Open-Ended

Single query/
Conversational

Data Given/
Web-data Retrieval

Single/
Multi-Chart

Answerable/
Unanswerable

Easy Medium Hard Extra Hard Analytical Exploratory Predictive Prescriptive

90/10 80/20 97/3 90/10 89/11 343 245 1098 686 700 593 191 10

Table 2: Distribution of question categories, chart types, question types based on complexity, and tasks type in Text2Vis.

evaluation of models handling real-world inconsis-306

tencies. Additionally, it focuses on query complex-307

ity, with a strong emphasis on hard queries (1,173)308

while maintaining a balanced range of challenges309

across different difficulty levels.310

Query Diversity To analyze this, we used GPT-4o311

to automatically categorize each natural language312

query across three dimensions: (i) Question type,313

(iii) Question complexity and (ii) Task type.314

Text2Vis encompasses a diverse set of question315

types that evaluate various aspects of analytical316

reasoning and visualization generation (Table 2).317

While most questions take a given data table and318

query as input, expecting a specific answer as out-319

put (closed-ended), others are open-ended, allow-320

ing for multiple possible visualizations. 20% ques-321

tions involve multi-turn conversations, simulating322

natural dialogue in analytical workflows. Simi-323

larly, while many questions provide data tables, a324

small number of queries (3%) require models to325

retrieve external data before generating visualiza-326

tions. Additionally, certain questions expect mod-327

els to produce multiple visualizations to explore328

complex datasets (10%), reflecting real-world sce-329

narios in dashboards and infographics where a sin-330

gle visualization is insufficient. Finally, unanswer-331

able queries (11%) appear across all categories,332

adding complexity by requiring models to recog-333

nize when a valid response cannot be generated.334

The overall query set is highly challenging, with335

most questions categorized as hard (1,098) or extra336

hard (686). Examples of different query types are337

illustrated in Figure 2 and Appendix A.2.338

The dataset spans a broad range of data sci-339

ence tasks, including analytical (700 queries), ex-340

ploratory (593), predictive (191), and prescriptive341

(10), capturing real-world multi-step and interac-342

tive data exploration scenarios(Table 2). It also343

demonstrates significant linguistic richness, with344

an average question length of 217.87 characters345

and 34.15 tokens, covering a vocabulary of 6,776346

unique tokens. This ensures syntactic complexity347

and variability. The combination of diverse data348

sources, multi-faceted queries, and linguistic depth349

makes Text2Vis a challenging and realistic bench-350

mark for text-to-visualization models.351

Code Diversity and Complexity Matplotlib and 352

Seaborn are two of the most widely used Python 353

libraries for visualization, and we provide code in 354

both to ensure broad compatibility and adaptability. 355

To measure the diversity of axis labels, we used 356

cosine distance between the TF-IDF vectors of the 357

axis labels (for both X and Y). The average dis- 358

tance was 0.97, indicating that our dataset includes 359

a wide range of unique labels, covering different 360

contexts and visualization types. In terms of code 361

complexity, our scripts average 33.74 lines of code, 362

1,146 characters, and 123.72 tokens. Additionally, 363

with an average of 5.34 comments per script, we 364

prioritize clarity and maintainability, aligning with 365

real-world visualization coding practices. 366

Visual Diversity Our dataset includes over 20 types 367

of visualizations, encompassing not only common 368

charts like bar and line charts but also more com- 369

plex and less frequent types such as treemaps, box- 370

plots, waterfall charts, and dashboard-style multi- 371

chart visualizations (Figure 3). This diverse col- 372

lection enhances model robustness by exposing it 373

to a wide range of chart types and visual styles 374

(e.g., color, layout). To quantify color diversity, 375

we converted images to LAB color space and 376

computed pairwise Euclidean distances between 377

dominant colors, yielding a Mean CIEDE2000 378

(Sharma et al., 2005) Color Distance of 13.9, indi- 379

cating strong variation in color schemes. To mea- 380

sure visual and textual diversity, we extracted text 381

using OCR, derived visual features using CLIP 382

(Contrastive Language-Image Pretraining) (Rad- 383

ford et al., 2021), and computed text embeddings 384

via a Sentence Transformer (Reimers, 2019). This 385

analysis produced a Mean Cosine Distance of 386

0.6924, highlighting strong diversity across both 387

chart structures and annotations. 388

4 Methodology 389

We define the Text2Vis task as a text-to- 390

visualization generation problem that evaluates 391

how well a model can translate natural language 392

queries into a visualization annotated with con- 393

cise textual answers. The dataset consists of N ex- 394

amples, denoted as D = {ti, qi, ai, vi}Ni=1, where 395

each example includes a data table ti, a natural lan- 396

guage query qi, the corresponding short answer ai, 397
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and the visualization code vi. The model is tasked398

with generating both ai and vi based on ti and qi,399

with vi producing an executable visualization code.400

4.1 Models401

We evaluated both state-of-the-art closed-source402

models and open-source models to benchmark403

text-to-visualization generation capabilities. For404

closed-source models, we tested GPT-4o (Ope-405

nAI, 2024) and Gemini 1.5-Flash (Team, 2024),406

which are widely used for natural language under-407

standing and code generation. For open-source408

models, we prioritized deployment feasibility in409

the real-world and mostly selected models with410

less than 10B parameters. More specifically,411

we evaluated Qwen2.5-7B-Instruct, Qwen2.5-7B-412

Coder (Yang et al., 2024), Mistral-7B (Jiang et al.,413

2023), LLaMA 3.1-8B, DeepSeek-Coder-V2-Lite414

(DeepSeek-AI et al., 2024) and DeepSeek-R1-415

Distill-LLaMA-8B (Guo et al., 2025), as well as416

CodeLlama-7B-Instruct (Roziere et al., 2023). For417

CodeLlama, we also use its 13B and 34B versions.418

4.2 Evaluation Criteria419

To comprehensively assess text-to-visualization420

models, we define four key evaluation criteria.421

Answer Match: Evaluates how accurately the422

generated textual response aligns with the ground423

truth. We use GPT-4o as an evaluator due to its im-424

pressive judging capabilities (Hackl et al., 2023).425

Code Execution: Measures whether the gener-426

ated visualization code executes without errors in427

Matplotlib. This ensures that the generated code is428

syntactically correct and produces an actual output.429

Readability and Visualization Quality: Simi-430

lar to VisEval (Chen et al., 2024), we assessed the431

clarity and quality of the generated charts using432

GPT-4o. This included evaluating aspects like lay-433

out, axis scaling, titles, labels, and color schemes.434

Chart Correctness: Measures whether the gen-435

erated chart accurately represents the intent of the436

query and the underlying data. We again use GPT-437

4o as an evaluator for this metric.438

For scoring, Answer Match and Code Execu-439

tion Success are binary (1 for success, 0 for fail-440

ure), while Readability & Visualization Quality and441

Chart Correctness are rated on a scale from 1 to 5.442

A sample is considered a pass if the code executes443

successfully, the answer matches the ground truth,444

and the combined readability and chart correctness445

scores exceed 3.5 (implying while some readability446

or chart correctness issues may exist, the output447

Answer Validation

2. Error Analysis & Feedback

Response Validation... ... 
Answer Feedback: Incorrect calculation. The ....1.

   computed as Max(abs(Turnover - Average Turnover)).
   Mistake Type: Calculation Error
   The maximum deviation year should be recomputed ......
   The highest deviation is 50023.8 million euros,..in 2009.
2. Code Feedback: Missing import : Import numpy as np ...  
  Incorrect Annotation Formatting: 'Max Deviation: 2009                
.....[max_deviation_index]:.1f} million euros' 
    Should be formatted in a single line or properly broken.

3. Revised Response Generation

1. Initial Response Generation

User Input 

Generating Response... ... 
Answer: 58411.
Code: import matplotlib.pyplot as plt2.

   years = ['2008', '2009', '2010'     ... ... ...] 
   turnovers = [191985.5, 143670.0,     .........] 
   plt.figure(figsize=(10, 6)) 
   plt.plot(years, turnovers, marker='o', .......)
   ....
   Plt.show()

Missing Numpy Import ,
Incorrect Annotation

Final Answer: 
2009, 50023.8

Actor

Data Table... ... 
Characteristic, Annual turnover in million euros... ...
... Years 2008-2016

   .... Turnover Values 191985.5, 143670.0, 178858.4 

Query: From the annual turnover data from 2008 to 2016, ...  
determine the year in which the annual turnover deviated
the most from this average, and compute the value of that
deviation in million euros.

Critic

Actor

Correcting Response... ... 
Answer: 2009, 50023.76 million euros
Code: 
import matplotlib.pyplot as plt
import numpy as np
years = ['2008', '2009', '2010' ...] ...
deviations=[abs(turnover-average_turnover)
m...] 
max_index=deviatis.index(max(deviations) 
plt.plot(years,turnovers, marker='o',...)
   ....

plt.annotate(f'MaxYear
{deviations[max_index]:.1f}

Figure 4: Our Agentic Inference Framework where the
Actor (e.g., Gemini) generates an initial response, while
the Critic (e.g., GPT-4o for validation, Matplotlib for
visualization execution) assesses and provides feedback.

remains interpretable). The evaluation prompt for 448

chart correctness and readability, along with the 449

scoring guide, is provided in Table 12. 450

4.3 Text2Vis Inference Approaches 451

We use two approaches to assess the performance 452

of text-to-visualization models: a direct inference 453

and an agentic inference framework. 454

(i) Direct Inference: In this method, the model 455

is given a prompt containing a natural language 456

query, a corresponding data table, with instructions 457

to generate the response in JSON format. 458

(ii) Agentic Inference: To enhance the quality of 459

generated responses, we employ an actor-critic- 460

based agentic inference framework (see Figure 4), 461

where a critic model iteratively refines the output 462

of the generator (actor) (Islam et al., 2024; Shinn 463

et al., 2023). The key steps are as follows: 464

(1) Initial Response Generation (Actor Step): 465

The actor model generates an initial response con- 466

taining the answer, visualization code, and sum- 467

mary based on the given query and data table. 468

(2) Critic Evaluation & Feedback Generation: 469

A separate critic model evaluates the generated 470
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Model Code Exec.
Success

Answer
Match

Visual Clarity
Readability

Chart
Correctness

Final
Pass Rate

GPT-4o 0.87 0.42 3.45 3.15 0.26
Gemini-1.5-Flash 0.83 0.34 3.3 2.9 0.17
CodeLlama-7b 0.60 0.10 2.15 1.69 0.01
CodeLlama-13b 0.52 0.15 1.75 1.38 0.04
CodeLlama-34b 0.39 0.22 0.91 0.80 0.04
Llama-3.1-8B 0.72 0.24 1.68 1.59 0.07
Mistral-7B 0.39 0.24 1.4 1.31 0.06
Qwen2.5-7B 0.80 0.29 2.82 2.73 0.13
Qwen2.5-Coder-7B 0.31 0.24 1.25 1.26 0.04
DeepSeek-Coder-V2-Lite 0.75 0.22 2.93 2.63 0.10
DeepSeek-R1-Distill-Llama-8B 0.35 0.33 1.24 1.12 0.07

Table 3: Automatic evaluation results on Text2Vis using
direct inference for different models. Higher values
indicate better performance. Visual Clarity Readability
and Chart Correctness are rated out of 5.

response based on the defined evaluation criteria.471

It identifies potential errors in the answer, code472

execution issues, and readability problems in the473

visualization. The critic then provides feedback to474

improve the initial response.475

(3) Refinement & Final Response Generation:476

The actor model takes both the initial response477

and the critic’s feedback into account to produce478

a refined final response. This iterative refinement479

process ensures that the final output is more aligned480

with the intent of the query. To ensure inference481

efficiency, only one round of iteration is performed.482

We explore three different feedback mechanisms483

in the agentic framework: (1) Self-Critique Using484

the Same Model: The same model that generates485

the initial response acts as the critic, reviewing486

its own output (Saunders et al., 2022). (2) Cross-487

Model Feedback: Another external model acts as488

the critic. (3) Execution-Based Feedback: Feed-489

back is derived from the code execution in Mat-490

plotlib, ensuring syntax correctness.491

5 Experiment Results492

5.1 Automatic Evaluation493

Results for Direct Inference: Table 3 presents494

the automated evaluation results for all models as-495

sessed using the direct inference approach. The496

models were evaluated based on predefined criteria.497

GPT-4o achieved the highest performance, with498

87% code execution success, 42% correct answer499

match, average visual clarity rating of 3.45, and a500

final pass rate of 26%. Among open-source models,501

Qwen2.5-7B performed the best, followed closely502

by DeepSeek-Coder-V2-Lite, both achieving a fi-503

nal pass rate of 13% and 10% respectively.504

Despite its larger size, CodeLlama-34B per-505

formed poorly, reinforcing that increased model506

size does not necessarily improve structured data507

comprehension. Our analysis found that in over508

50% of failure cases, the model struggled to ex-509

Model Code Exec.
Success

Answer
Match

Visual Clarity
Readability

Chart
Correctness

Final
Pass Rate

GPT-4o (without agentic) 0.87 0.42 3.45 3.15 0.26

GPT-4o & Gemini-1.5-Flash 0.91 0.49 3.85 3.87 0.36

GPT-4o & GPT-4o 0.94 0.53 3.99 4.02 0.42

GPT-4o & Matplotlib 0.94 0.37 3.96 4.02 0.34

Table 4: Comparison of GPT-4o’s direct performance
(without agentic) and agentic inference frameworks.
Higher values indicate better performance.

tract relevant data elements from the query, lead- 510

ing to execution failures. However, we observe 511

that while retrieval performance worsens with in- 512

creasing model size in the CodeLlama family, the 513

answer correctness metric shows slight improve- 514

ments. This suggests that larger models may better 515

interpret and reason about queries but still face 516

difficulties in structured data handling. 517

Results for Agentic Inference: The results in 518

Table 4 demonstrates the effectiveness of the agen- 519

tic framework in improving GPT-4o’s performance 520

across all evaluation criteria. The use of feedback 521

mechanisms enhanced both answer correctness and 522

code execution rates. When using self-feedback, 523

the answer match score increased from 0.42 to 0.53, 524

a 26% improvement, with noticeable gains in vi- 525

sualization clarity and correctness. Most notably, 526

the final pass rate increased from 0.25 to 0.42, a 527

68% improvement, demonstrating the substantial 528

impact of iterative refinement with only one round. 529

The best-performing feedback method was GPT-4o 530

with self-critique, achieving the highest code ex- 531

ecution success rate (94%) and chart correctness 532

(4.02). While Matplotlib execution feedback also 533

maintained high code execution success, its final 534

pass rate (34%) suggests that external validation 535

alone may not be as effective as iterative language- 536

based refinement. These results highlight the effec- 537

tiveness of agentic learning. 538

5.2 Human Evaluation 539

We also selected 236 samples with a distribution 540

similar to the original dataset for human evaluation. 541

These samples were first verified by a new annota- 542

tor (with discussions being held with the original 543

annotator to fix any disagreements). Then the eval- 544

uation was conducted using the best-performing 545

closed-source model: GPT-4o, and 2 open-source 546

models (LLaMA-3.1-8B & Qwen2.5-7B). 547

For answer match, all responses were manually 548

reviewed. For readability and visualization qual- 549

ity, we followed the same structured criteria as 550

the automated evaluation. For chart correctness, 551

we compared the generated visualization with the 552
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Model Code Exec.
Success

Answer
Match

Visual Clarity
Readability

Chart
Correctness

Final
Pass Rate

GPT-4o 0.87 0.39 3.32 3.30 0.30
Llama-3.1-8B 0.72 0.28 1.79 1.67 0.09
Qwen2.5-7B 0.80 0.31 3.03 2.94 0.17

Table 5: Human Evaluation results on Text2Vis using
direct inference for different models.

ground truth code and chart, to assign a score out of553

5. An author expert in data science and visualiza-554

tion manually reviewed each sample and provided555

ratings for both aspects. The goal was to assess556

the reliability of LLM-based evaluation against hu-557

man judgment. We found that across all 3 models,558

the difference between automated and manual eval-559

uation was within 15%. The detailed result for560

manual evaluation is presented in Tables 5.561

5.3 Ablation Studies562
To evaluate the impact of dataset complexity on563

model performance, we conducted ablation stud-564

ies across various question types. As expected,565

performance declined for more complex questions,566

such as those requiring web-based data retrieval567

or multiple chart generations (Table 7). Notably,568

GPT-4o and Gemini-Flash-1.5 outperformed open-569

source models on these tasks. Models also strug-570

gled with unanswerable queries, highlighting diffi-571

culties in recognizing when no valid visualization572

or response can be generated. Interestingly, they573

performed better on conversational queries, possi-574

bly due to the contextual grounding acquired during575

pre-training and instruction-tuning. Lastly, open-576

ended queries were handled slightly more effec-577

tively than closed-ended ones, indicating a stronger578

ability to generate diverse and flexible responses.579

6 Error Analysis580

We conducted a qualitative analysis to identify key581

error patterns. Our findings are as follows:582

Code Execution Errors Syntax errors such as583

unterminated string literals, missing commas, and584

shape mismatches (e.g., "shape mismatch: objects585

cannot be broadcast to a single shape") were com-586

mon. Some models failed with plotting libraries,587

causing attribute errors (e.g., "’PathPatch’ object588

no attribute ’get_ydata’"). Also some models ex-589

hibited naming issues (e.g., y instead of years)590

and indentation errors. See Figure 6(c, d, f, g).591

Data Import and Retrieval Issues Several mod-592

els struggled with defining datasets (name ‘df’ is593

not defined) and parsing date formats (time data594

‘Sept 2000’ does not match format %b %Y). Most595

failed in web data retrieval tasks, see Figure 6h.596

Logical and Analytical Reasoning Errors Mis-597

takes in multi-step calculations, incorrect metric598

SyntaxError

41%

ValueError

12%

TypeError10%

AttributeError

8%

NameError

7%

IndexError

5%

KeyError

3%

JSONDecodeError

3%

DataSourceError

3%

ImportError

3%

ParserError

3%

ConversionError

3%

Figure 5: Error type distribution with square root trans-
formation applied to prevent the SyntaxError category
from dominating the chart.

selection, and flawed logic led to misleading out- 599

puts. See Figure 6b. 600

Visualization Clarity Issues Issues like miss- 601

ing labels, inconsistent axis scaling, and poor color 602

schemes impacted interpretability, even when tech- 603

nically correct. See Figure 6(e). 604

Instruction-Following Failures Many 605

coder models failed to follow natural lan- 606

guage instructions. CodeLlama-34B of- 607

ten attempted to load external CSV files 608

(pd.read_csv(’data.csv’)) instead of 609

processing in-context data. See Figure 6a. 610

Incomplete Code Generation Mistral and 611

Llama-3.1 frequently produced incomplete imple- 612

mentations, lacking dataset definitions or key meth- 613

ods. See Figure 6g. 614

7 Conclusion 615

We introduced Text2Vis, a benchmark for eval- 616

uating LLMs in text-to-visualization tasks, inte- 617

grating diverse datasets and over 20 chart types to 618

assess complex questions involving multi-step rea- 619

soning, multi-chart generation, retrieval tasks, and 620

conversational queries. Our evaluation of open- and 621

closed-source models revealed critical limitations 622

of LLMs, with error analysis highlighting key areas 623

for improvement. We proposed an agentic infer- 624

ence framework with feedback loops that enhanced 625

visualization accuracy, interpretability, and adapt- 626

ability. This framework can further refine LLM 627

performance by improving reasoning over struc- 628

tured data and enabling more accurate and explain- 629

able results. Additionally, the Text2Vis dataset will 630

serve as a valuable resource for enhancing large 631

language models’ capabilities in code generation 632

tasks, ensuring better alignment with real-world 633

analytical challenges and improving their ability to 634

generate reliable, high-quality visualizations. 635
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Ethical Considerations636

Our work focuses on sharing benchmark data and637

evaluation results to promote transparency and re-638

producibility in text-to-visualization research. All639

datasets used in Text2Vis are publicly available.640

The authors manually verified all LLM-generated641

queries and visualizations to ensure data integrity642

and accuracy.643

We maintained fairness in model comparisons644

by applying consistent evaluation criteria across645

both open-source and closed-source models.646

Limitations647

While Text2Vis provides a comprehensive bench-648

mark for evaluating text-to-visualization generation649

models, it has limitations as well. First, although650

our dataset incorporates diverse real-world and syn-651

thetic data, it may not fully capture the range of652

complexities present in specialized domains. Sec-653

ond, our evaluation heavily relies on LLM-based654

automated assessment frameworks, which, while655

efficient, may introduce biases in interpreting vi-656

sualization quality or correctness. Although we657

observed strong alignment between human and au-658

tomated evaluations, finer details in visualization659

aesthetics or interpretability may still be better cap-660

tured through manual analysis.661

Additionally, the benchmark provides code using662

Matplotlib and Seaborn libraries, but we have not663

included code for other popular visualization frame-664

works like D3.js or Vega-Lite. However, LLMs can665

be used for code conversion to these libraries. Fur-666

thermore, we tested multiple prompting strategies667

and found that our selected prompt yielded robust668

results. Engineering prompts may further change669

overall model performance. Furthermore, although670

this benchmark provides code in two languages,671

we performed all the experiments using Matplotlib,672

which is the most widely used visualization library.673

Future work can explore evaluating Seaborn-based674

code visualization.675

Lastly, while our agentic learning framework676

demonstrated significant improvements, it intro-677

duces computational overhead, which may limit678

scalability for larger datasets or more resource-679

constrained environments. As an alternative, we680

showed how Matplotlib feedback can also provide681

similar improvements in performance.682
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A Appendices 864

A.1 Data Science Question Categorization 865

Framework 866

Data science plays a crucial role in uncovering in- 867

sights, identifying trends, making predictions, and 868

driving informed decision-making. However, data- 869

related questions vary in complexity and purpose. 870

To better organize and analyze such questions, they 871

can be categorized into four broad groups. These 872

categories help structure the analytical approach 873

and determine the appropriate methods for answer- 874

ing each type of question. 875

A.1.1 Exploratory: Understanding Patterns 876

and Structures 877

Some questions are aimed at understanding the 878

overall structure of the data, identifying trends, or 879

summarizing key characteristics. These questions 880

do not necessarily seek to establish relationships 881

between variables but rather focus on obtaining a 882

broad overview of the dataset. 883

Exploratory questions can be categorized into 884

the following subcategories: Insights, Trend Anal- 885

ysis, Statistical Summaries, Distribution Analysis, 886

Categorical Data Analysis, Geospatial Analysis, 887

Hierarchical Data Analysis, and Multi-Variable 888

Analysis, each focusing on different aspects of un- 889

derstanding data patterns and structures. 890

Insights Insights-based questions focus on ex- 891

tracting key findings and meaningful observations 892

from raw data. These questions often highlight no- 893

table patterns, distributions, or summary statistics. 894

Example: What are the top five best-selling 895

products in the last six months? 896

Trend Analysis Trend analysis aims to identify 897

changes in data over time, such as growth, decline, 898

or seasonal fluctuations. These questions often 899

involve historical patterns to detect trends. 900

Example: How have website visitor numbers 901

changed over the past year? 902

Statistical Summaries Statistical summaries 903

provide numerical insights into datasets, such as av- 904

erages, variances, and standard deviations. These 905

questions help quantify overall data characteristics. 906

Example: What is the median income of em- 907

ployees in each department? 908

Distribution Analysis Distribution analysis fo- 909

cuses on understanding how values in a dataset are 910
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spread across a range. It helps detect skewness,911

uniformity, or concentration in the data.912

Example: What percentage of customers fall913

within different age groups?914

Categorical Data Analysis These questions fo-915

cus on analyzing groups of categorical variables916

to understand their distributions, relationships, or917

proportions.918

Example: What percentage of total sales come919

from each product category?920

Geospatial Analysis Geospatial analysis is con-921

cerned with visualizing and understanding spatial922

distributions across geographic regions.923

Example: What is the distribution of customer924

locations by city?925

Hierarchical Data Analysis Hierarchical analy-926

sis examines data structured in a nested or multi-927

level format, often represented through tree struc-928

tures.929

Example: How is the company’s organizational930

hierarchy distributed across different departments?931

Multi-Variable Analysis This analysis focuses932

on examining interactions between multiple vari-933

ables simultaneously to identify complex relation-934

ships.935

Example: How do age, income, and location936

influence customer purchasing behavior?937

A.1.2 Analytical: Explaining Relationships938

and Diagnosing Data939

Certain questions go beyond simple observation940

and focus on explaining why specific patterns or941

anomalies exist in the data. These questions in-942

vestigate relationships between variables, detect943

irregularities, and provide insights into underlying944

factors.945

Analytical questions can be categorized into the946

following subcategories: Reasoning, Correlation947

Analysis, Outlier Detection, Deviation Analysis,948

and Comparison Analysis, each focusing on un-949

covering relationships, detecting anomalies, and950

understanding variations in data.951

Reasoning Reasoning-based questions focus on952

understanding causality, hypothesis testing, and953

logical deductions to explain why certain patterns954

or anomalies exist in the data.955

Example: Why do customers in certain regions956

spend more on our products?957

Correlation Analysis Correlation analysis exam- 958

ines the strength and direction of relationships be- 959

tween two or more variables, helping to understand 960

dependencies in data. 961

Example: Is there a relationship between adver- 962

tising budget and sales revenue? 963

Outlier Detection Outlier detection identifies un- 964

usual or extreme values in the dataset that may 965

indicate errors, fraud, or unique trends. 966

Example: Are there any anomalies in the 967

monthly transaction amounts that need investiga- 968

tion? 969

Deviation Analysis Deviation analysis measures 970

how much data deviates from expected baselines, 971

identifying significant variations or shifts in pat- 972

terns. 973

Example: How much does employee perfor- 974

mance vary from the expected target levels? 975

Comparison Analysis Comparison analysis fo- 976

cuses on evaluating differences and similarities be- 977

tween datasets, categories, or time periods. 978

Example: How do customer engagement met- 979

rics compare between last year and this year? 980

A.1.3 Predictive: Forecasting Future Events 981

Some questions are forward-looking, focusing on 982

making informed predictions about future out- 983

comes based on historical data. These questions 984

rely on identifying past trends to estimate what is 985

likely to happen next. 986

Predictive questions can be categorized into 987

the following subcategories: Predictive Analysis, 988

Time-Series Analysis, Forecasting, and Anomaly 989

Prediction, each focusing on using past data to 990

estimate future outcomes and detect potential irreg- 991

ularities. 992

Predictive Analysis Predictive analysis focuses 993

on estimating future outcomes based on historical 994

data patterns, often using statistical models or ma- 995

chine learning techniques. 996

Example: What is the likelihood that a customer 997

will renew their subscription next year? 998

Time-Series Analysis Time-series analysis in- 999

volves examining data that changes over time to 1000

identify trends, cycles, and seasonal effects. 1001

Example: How do stock prices fluctuate over 1002

different time periods? 1003
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Forecasting Forecasting predicts future values1004

based on past trends and patterns, commonly used1005

in sales, finance, and demand planning.1006

Example: What will be the expected revenue1007

for the next quarter?1008

Anomaly Prediction Anomaly prediction fo-1009

cuses on detecting rare but significant future events1010

that deviate from expected patterns, such as fraud1011

detection or equipment failures.1012

Example: Can we predict which transactions1013

are likely to be fraudulent?1014

A.1.4 Prescriptive: Recommending1015

Data-Driven Actions1016

Certain questions are designed to guide decision-1017

making by providing actionable insights. Instead of1018

just analyzing past data or predicting future trends,1019

these questions focus on identifying the best possi-1020

ble course of action.1021

Prescriptive questions can be categorized into the1022

following subcategories: Decision Support, Clas-1023

sification & Labeling, Clustering Analysis, and1024

Causal Inference, each focusing on recommend-1025

ing actions based on data insights and optimization1026

techniques.1027

Decision Support Decision support focuses on1028

recommending optimal strategies or actions based1029

on data analysis. It helps businesses or individuals1030

make informed choices by considering past trends1031

and current conditions.1032

Example: What is the best pricing strategy to1033

maximize profit while maintaining customer satis-1034

faction?1035

Classification & Labeling Classification and la-1036

beling involve assigning predefined categories or1037

labels to new data points based on learned patterns1038

from historical data.1039

Example: Should this email be categorized as1040

spam or not?1041

Clustering Analysis Clustering analysis identi-1042

fies groups of similar data points within a dataset,1043

allowing segmentation and targeted decision-1044

making.1045

Example: Can customers be segmented into dif-1046

ferent groups based on their purchasing behavior?1047

Causal Inference Causal inference seeks to de-1048

termine cause-and-effect relationships between1049

variables, helping understand the impact of changes1050

or interventions.1051

Example: How does increasing the marketing 1052

budget affect customer retention rates? 1053

A.2 Query Types and Examples 1054

To ensure a comprehensive evaluation of text-to- 1055

visualization models, the Text2Vis dataset includes 1056

diverse query types that reflect real-world data anal- 1057

ysis scenarios. These queries are designed to test 1058

various aspects of model reasoning, retrieval ca- 1059

pabilities, response complexity, and visualization 1060

diversity. Specifically, we categorize our dataset 1061

along the following dimensions: 1062

• Closed vs. Open-Ended Queries – Distin- 1063

guishes between questions expecting a spe- 1064

cific answer as output (closed-ended) and the 1065

ones that are open-ended, allowing for multi- 1066

ple possible visualizations. 1067

• Single query vs. Conversational – Differen- 1068

tiates between single query with multi-turn in- 1069

teractions where each query builds on prior re- 1070

sponses and independent, standalone queries. 1071

• Data given vs. Web-data Retrieval – Clas- 1072

sifies queries based on whether they require 1073

retrieving external web data before generating 1074

visualizations. 1075

• Single vs. Multi-Chart – Compares queries 1076

requiring a single visualization versus those 1077

needing multiple coordinated charts com- 1078

monly found in dashboards and infographics. 1079

• Answerable vs. Unanswerable Queries – 1080

Identifies whether a query has a definitive an- 1081

swer based on available data or if it requires 1082

additional assumptions, external knowledge, 1083

or subjective interpretation. 1084

The following sections provide examples of few 1085

of them. 1086

Conversational Queries: These queries simulate 1087

multi-turn interactions where each question builds 1088

on the previous answer, testing the model’s ability 1089

to maintain context and continuity across queries. 1090

• Q1: Can you visualize the overall trend in un- 1091

employment in the USA from 2000 to 2020? 1092

A1 (Open-Ended): The unemployment rate 1093

shows a significant spike during the 2008 fi- 1094

nancial crisis, peaking in 2009, followed by a 1095

steady decline until 2020. Code: Line chart 1096

showing the unemployment trend from 2000 1097

to 2020. 1098
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• Q2: What year had the highest unemploy-1099

ment rate? A2 (Short Answer): 2009. Code:1100

Bar chart highlighting the year 2009 with the1101

highest unemployment rate.1102

• Q3: Based on the provided unemployment1103

trend graph, what key patterns and anoma-1104

lies can you identify? Discuss any significant1105

changes, potential causes, and long-term im-1106

plications. A3 (Open-Ended): The unem-1107

ployment trend shows a sharp spike in 2009,1108

likely reflecting the impact of the 2008 finan-1109

cial crisis. Post-2010, there is a gradual de-1110

cline, suggesting economic recovery. How-1111

ever, smaller fluctuations in later years may1112

indicate cyclical job market instabilities. A1113

steep increase in recent years could be linked1114

to external shocks such as a global pandemic1115

or policy shifts. Code: Line chart with an1116

outlier marker on the year 2009.1117

Retrieval-Augmented Queries: These queries1118

require models to fetch additional data before visu-1119

alization, testing their ability to integrate external1120

data sources dynamically.1121

• Q1: Retrieve the unemployment data for the1122

USA from 2000 to 2020 and visualize the1123

trend. A1 (Open-Ended): The data shows1124

a consistent trend with notable spikes during1125

economic downturns, such as in 2009. Code:1126

Line chart showing the unemployment rate in1127

the USA from 2000 to 2020 after retrieving1128

relevant data.1129

• Q2: Based on the retrieved data, which1130

year had the lowest unemployment rate? A21131

(Short Answer): 2019. Code: Bar chart1132

showing the year 2019 with the lowest un-1133

employment rate.1134

Short Answer vs. Open-Ended Queries: These1135

queries distinguish between concise factual re-1136

sponses and detailed analytical insights.1137

• Short Answer Query: What is the highest1138

unemployment rate recorded in the USA be-1139

tween 2000 and 2020? A (Short Answer):1140

9.6% in 2009. Code: Single bar chart high-1141

lighting 2009.1142

• Open-Ended Query: Analyze the unemploy-1143

ment trend in the USA from 2000 to 2020 and1144

discuss any significant fluctuations. A (Open- 1145

Ended): The data indicates a sharp rise in un- 1146

employment during the 2008 financial crisis, 1147

followed by a gradual recovery. The COVID- 1148

19 pandemic in 2020 caused another spike. 1149

Code: Line chart with annotations on signifi- 1150

cant years (2009 and 2020). 1151

Unanswerable Queries Unanswerable queries 1152

arise when the required data is not available in 1153

the dataset or the question cannot be logically an- 1154

swered based on the provided information. These 1155

queries generally fall into the following types: 1156

• Missing Data Queries – When the dataset 1157

does not contain the required information. Ex- 1158

ample: Asking for unemployment data from 1159

1995 when the dataset only covers 2000 on- 1160

ward. 1161

• Ambiguous Queries – When the question 1162

lacks specificity and can have multiple inter- 1163

pretations. Example: Asking for "employ- 1164

ment trends" without specifying sector or re- 1165

gion. 1166

• Contradictory Queries – When the query 1167

asks for information that is logically impossi- 1168

ble. Example: Asking for the highest unem- 1169

ployment rate in 2025 when the dataset does 1170

not contain future data. 1171

• Hypothetical Queries – When the question 1172

asks about alternative scenarios not repre- 1173

sented in the data. Example: Asking what 1174

the unemployment rate would have been if the 1175

2008 financial crisis had not occurred. 1176

A.3 Common Data Visualization Error 1177

Figure 5 highlights examples of common visual- 1178

ization errors, including incorrect labeling, syntax 1179

errors, and data issues. Figure 6 also provides de- 1180

tailed examples of model failures. Finally, Figure 7 1181

shows a word cloud of the most common words 1182

that appeared in our evaluation error messages. 1183

A.4 Prompt Construction 1184

To promote transparency in query generation and 1185

reproducibility for evaluation, we provide the ex- 1186

act prompts used to generate our queries, evaluate 1187

our models, and develop our agentic framework. 1188

Finally, we have provided our prompts exactly, in- 1189

cluding the evaluation criteria and scoring schema 1190

used for comprehensive LLM-based evaluation. 1191
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CodeLlama-34B-Instruct expects a
CSV file instead of using the

provided data. Your paragraph text

mismatch due to incorrect variable
(y instead of years) in deepseek-

coder-v2-lite

Improper indentation in
deepseek-coder-v2-lite

GPT-40 model
generated poor quality

chart.

Question: By analyzing the hierarchical proportions of
public library shares across different locale codes, and
computing the proportional difference of each locale's
share to the overall share, which locale has the largest
positive proportional difference relative to the overall
share?

GPT-4.0 model generated
poor quality chart.

GPT-4.0 model
produced incorrect

syntax.

(f) Syntax Issues
Question: Assuming that the crop yield per hectare
increases by 2% for every 10 kg/ha increase in fertilizer
application rate from a base yield of 50 tons/ha without any
fertilizer, and given the fertilizer application rates in 2002 for
Papua New Guinea and Guyana, what is the difference in
crop yields per hectare between the two countries in tons
per hectare, rounded to two decimal places?

Question:  Which category among 'Agency', 'All Other',
and 'Finance' has the highest positive skewness in its
counts over the years 2012 to 2018, as measured by
Pearson's skewness coefficient?

Question: By how much percentage would Spain
need to increase its share to match Finland's
share in 1993, given that Finland had a higher
percentage of people agreeing with the statement
"most people can be trusted"? Provide the
required percentage increase.

(a) Instruction-following Issues
Question: Given the private health expenditure per
person in 2004 for Argentina, Fiji, and Benin, and
assuming each country's expenditure grows annually at
different rates, after how many years will Benin's
expenditure per person surpass Fiji's expenditure per
person?

Question: After calculating the standard deviation of the
combined class percentages from both U.S. and EU
realms, identify the class with the highest percentage that
is more than one standard deviation above the mean.
Provide the name of this class.

Question: By Which country among the given four
experienced the greatest percentage decrease in the metric
from 1990 to 2016?

(b) Logical Issues (c) Shape Mismatch Issues (d) Indentation Issues

Value missing in Llama 7b model
Lead to shape mismatch

(e) Readability Issues (g)  Incomplete Code

Mistral 7b  model produced incomplete code

Question: What was the highest annual global average
temperature anomaly (in degrees Celsius) recorded
between 1880 and 2020, and in which year did it occur?

 (h)Web  Data Retrieval Issues

Gemini Flash 1.5 Pro Fai
l  to Fect Data

Figure 6: Common errors in Data Visualization generation.

Figure 7: Most Frequent Words in Error Messages Across All Evaluated Models.
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Question Type Count

Comparison Analysis 467
Deviation Analysis 362
Trend Analysis 346
Distribution Analysis 146
Forecasting 142
Outlier Detection 140
Statistical Summaries 138
Correlation Analysis 75
Reasoning 52
Predictive Analysis 31
Hierarchical Data Analysis 22
Time-Series Analysis 18
Insights 16
Categorical Data Analysis 12
Decision Support 7
Others 11

Table 6: Distribution of various visualization tasks in the
Text2Vis Dataset. Insights, Trend Analysis, Statistical Sum-
maries, Distribution Analysis, Categorical Data Analysis, Hi-
erarchical Data Analysis, and Multi-Variable Analysis fall
under the Exploratory category. Reasoning, Correlation Anal-
ysis, Outlier Detection, Deviation Analysis, and Comparison
Analysis fall under the Analytical category. Predictive Anal-
ysis, Time-Series Analysis, and Forecasting fall under the
Predictive category. Decision Support falls under the Prescrip-
tive category.
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Model Closed/
Open-Ended

Single Query/
Conversational

Data Given/
Web-data Retrieval

Single/
Multi-Chart

Answerable/
Unanswerable

GPT-4o 0.24 / 0.26 0.20 / 0.50 0.26 / 0.08 0.26 / 0.26 0.29 / 0.03

Gemini 1.5 Flash 0.17 / 0.19 0.13 / 0.33 0.18 / 0.17 0.17 / 0.17 0.19 / 0.06

CodeLlama-7b-hf 0.02 / 0.01 0.02/ 0.01 0.00 / 0.02 0.02 / 0.03 0.02 / 0.00

CodeLlama-13b-hf 0.05 / 0.00 0.03 / 0.08 0.04 / 0.00 0.04/ 0.04 0.05 / 0.00

CodeLlama-34b-hf 0.05 / 0.02 0.02 / 0.13 0.04 / 0.00 0.05 / 0.01 0.05 / 0.00

Llama-3.1-8B 0.07 / 0.04 0.05 / 0.14 0.07 / 0.00 0.07 / 0.05 0.07 / 0.00

Mistral-7B 0.05 / 0.09 0.04 / 0.12 0.04 / 0.06 0.06 / 0.04 0.06 / 0.01

Qwen2.5-7B 0.03 / 0.15 0.11 / 0.22 0.14 / 0.00 0.14 / 0.06 0.14 / 0.07

Qwen2.5-Coder-7B 0.04 / 0.04 0.02 / 0.11 0.14 / 0.00 0.04 / 0.03 0.04 / 0.00

DeepSeek-Coder V2-Lite 0.10/ 0.09 0.08 / 0.21 0.10 / 0.02 0.10 / 0.09 0.11 / 0.04

DeepSeek-R1-Distill-Llama-8B 0.06 / 0.10 0.06 / 0.10 0.07 / 0.02 0.07 / 0.05 0.07 / 0.02

Table 7: Performance breakdown for text-to-visualization models across different evaluation categories.

Category Prompt Template

Conversational
Query
Generation

You are given a dataset in JSON format from my Data Table. Using this dataset, generate a complex, conversational data analysis task
consisting of 4 to 5 interrelated steps. Each step should logically build on the previous one to ensure a natural flow of analysis.

To ensure clarity, two examples are included to demonstrate the expected structure. Please review these before generating new tasks. Then,
create similar tasks that are diverse, contextually relevant, and dependent on the new Data Table provided.

Each conversation step should include:

• Question: A data-driven question requiring multi-step reasoning (e.g., trend analysis, variability comparison, peak detection,
forecasting) that directly relates to the dataset.

• Answer: Precisely answers the question.

• Python Code Using Matplotlib: A self-contained code snippet that generates a relevant visualization, including clear annotations
highlighting key insights.

• Text Summary: A concise explanation of the insights derived from the visualization.

• Metadata: Include fields such as "ChartType", "xlabel", and "ylabel" to specify the visualization type and axis labels.

Example Input:

Data Table
...

Expected JSON Output Format:

{ "Question": "...", "Answer": "...", "Code": "...", "TextSummary": "...", "ChartType":
"", "xlabel": "...", "ylabel": "..." }

Ensure that each step builds on the previous one, creating a logically structured multi-step data analysis task. Maintain clarity, conciseness,
and accuracy in all responses. Additionally, ensure that the generated tasks are diverse and well-aligned with the specific structure and
patterns observed in the examples, while adapting to the new dataset provided.

Table 8: Prompt Templates for Conversational Query Generation.
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Category Prompt Template

Scatter Plot You are given the following data table:
data_text
Before proceeding, evaluate whether the dataset is suitable for generating a question that is best answered by a scatter plot visualization. A
dataset is considered suitable for scatter plot analysis if it contains at least two numerical variables that can be meaningfully compared.
If the dataset is NOT suitable for scatter plot analysis, please output an empty JSON object with the key "skip" set to true and do not
generate any further content.
If the dataset is suitable, then perform the following tasks:

1. Generate a Single, Very Complex Data Science Question:

• The question must require multi-step reasoning and deep analysis.
• Design the question specifically for a scatter plot visualization. For example, it may ask to analyze the relationship, correlation,

or pattern between two numeric variables, identify outliers, or compare distributions.

2. Provide a Short Answer:

• The answer must be precise.

3. Output Python Code for a Scatter Plot Visualization:

• Use matplotlib to generate a scatter plot.
• Ensure the code annotates key insights on the plot.

4. Include a Text Summary:

• Provide a concise explanation of the reasoning behind the answer, highlighting the main insight derived from the scatter plot.

5. Provide Metadata:

• ChartType: Set this to "Scatter".
• xlabel: The variable used for the X-axis.
• ylabel: The variable used for the Y-axis (if not applicable, use "N/A").

To ensure clarity, two examples with scatterplot are included to demonstrate the expected structure. Please review these before generating new
query and responses. Then, create similar query that are diverse, contextually relevant, and dependent on the provided data table.
Output Requirements:

• Return all the above information in a valid JSON format without any additional text or commentary.

• Follow this exact JSON structure:

Example Input:

Data Table
...

Expected JSON Output Format:

{ "Question": "...", "Answer": "...", "Code": "...", "TextSummary": "...", "ChartType":
"Scatter", "xlabel": "...", "ylabel": "..." }

Table 9: Prompt Template for Generating a Scatter Plot Query
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Category Prompt Template

Response You are a data visualization expert. Given a structured data table, respond to the following user question based on the data.
Input Data:

• Data Table: {row[’Data Table’]}

• Question: {row[’Question’]}

Task:

1. Answer: Provide a precise and concise response based on the data. If no clear answer is available, return "unanswerable".

2. Visualization Code: Generate Python Matplotlib code to create a meaningful visualization that accurately represents the data. Ensure
annotations and highlights are included.

3. Summary: Briefly explain why this visualization is appropriate and how it supports the answer.

Important Requirement:

• The output must be in a valid JSON format without any extra text, markdown formatting, or explanations.

• Ensure the JSON structure strictly follows the format below.

Expected JSON Output Format:

{ "Answer": "...", "Visualization Code": "...", "Summary": "..." }

Table 10: Prompt Template for Model Response Generation

Category Prompt Template

Agentic Framework You are an expert in model response validation and refinement. Given a structured data table, Ground truth answer, a user-generated
question, and an initial model response, your task is to validate and refine the model output for accuracy, correctness, and completeness.
Input Data:

• Data Table: {row[’Table Data’]}

• Question: {row[’Question’]}

• Initial GPT-4o Response: {gpt response}

Task:

1. Answer Validation: Verify correctness and identify errors if any.

2. Visualization Code Validation: Check for syntax errors, readability issues, or execution problems.

3. Summary Validation:

• Ensure the summary logically aligns with the answer and visualization.
• Check for inconsistencies or misleading explanations.

4. Refinement Task:

• Based on the feedback, refine the model response to correct errors.
• Ensure the response is precise, formatted correctly, and adheres to the required JSON format.

Output Requirements:

• Ensure the final output is in a valid JSON format without extra text or markdown formatting.

• The JSON structure must strictly follow the format below.

Expected JSON Output Format:

{ "Answer": "...", "Visualization Code": "...", "Summary": "..." }

Table 11: Prompt Template for Agentic Framework
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Category Prompt Template

Evaluation You are an evaluation expert responsible for assessing the accuracy of generated answers and the quality of visualizations. Given a structured
data table, a user-generated question, a model-generated response, and an image-based visualization, your task is to validate the correctness of
the response and evaluate the visualization quality.
Input Data:

• Data Table: {row[’Table Data’]}

• Question: {row[’Generated Question’]}

• Generated Answer: {row[’Generated Answer’]}

• Ground Truth Answer: {row[’Answer’]}

• Generated Image: {row[’Generated image’]}

Task:

1. Answer Matching: Compare the generated answer with the ground truth using following evaluation criteria.

2. Visualization Evaluation: Score the visualization based on following evaluation criteria.

Evaluation Criteria:

1. Answer Matching (Binary: 1 or 0)

• Match if numbers are close (e.g., "48.77" vs "48.73") or equivalent percentage formats (e.g., "100" vs "100
• Match if the ground truth appears within the generated response (e.g., "100" in "The result is 100").
• For long ground truth answer, match is considered as long as the core summary remains the same, even if the wording differs.
• Allow minor spelling variations or abbreviations (e.g., "Albenia" vs "Albania", "USA" vs "United States").
• No match if the meaning changes significantly (e.g., "Fragile" vs "Extreme fragility").

2. Readability and Quality Score (0-5)

• Labels and Titles: Are they clear, concise, and correctly positioned?
• Layout Spacing: Is the layout well-organized with no clutter?
• Color Accessibility: Are colors distinct and accessible (colorblind-friendly)?
• Axis Scaling: Are axes correctly labeled and proportional?
• Chart Type Suitability: Is the visualization appropriate for the data type (e.g., line chart for trends)?
• Font and Legends: Are fonts readable, and legends properly aligned?
• Annotation Readability: Are annotations (e.g., data labels, callouts) clear, well-placed, and non-overlapping?

3. Chart Correctness Score (0-5)

• Query Alignment: Does the visualization correctly address the question?
• Data Integrity: Are all data points accurately plotted?
• Insight Representation: Does the chart effectively communicate its key insights based on its type?
• Handling Missing Data: Is missing data presented appropriately without misleading distortion?
• Complexity Handling: For multi-step queries, is the visualization logically structured?

• 5.0 – Excellent: Clear, accurate, and no issues.

• 4.5 – Very Good: Minor issues but does not impact understanding.

• 4.0 – Good: Small flaws like minor misalignments.

• 3.5 – Decent: Some readability/accuracy issues but still interpretable.

• 3.0 – Average: Noticeable problems that affect clarity or correctness.

• 2.5 – Below Average: Several issues that may lead to misinterpretation.

• 2.0 – Poor: Significant issues making the chart unclear.

• 1.5 – Very Poor: Major readability or correctness flaws.

• 1.0 – Unusable: Completely unclear or misleading.

• 0.0 – Failed: The visualization is unreadable or irrelevant.

Output Requirements:

• Ensure the final output is in a valid JSON format without additional text.

Expected JSON Output Format:

{ "Answer Match": "...", "Readability and Quality Score": "...", "Chart Correctness Score": "..." }

Table 12: Prompt Template for Evaluating Results Using the GPT-4.0 Model.
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