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Abstract

This study investigates the self-rationalization
framework constructed with a cooperative game,
where a generator initially extracts the most in-
formative segment from raw input, and a sub-
sequent predictor utilizes the selected subset
for its input. The generator and predictor are
trained collaboratively to maximize prediction
accuracy. In this paper, we first uncover a po-
tential caveat: such a cooperative game could
unintentionally introduce a sampling bias dur-
ing rationale extraction. Specifically, the gener-
ator might inadvertently create an incorrect cor-
relation between the selected rationale candidate
and the label, even when they are semantically
unrelated in the original dataset. Subsequently,
we elucidate the origins of this bias using both
detailed theoretical analysis and empirical evi-
dence. Our findings suggest a direction for in-
specting these correlations through attacks, based
on which we further introduce an instruction to
prevent the predictor from learning the correla-
tions. Through experiments on six text classifica-
tion datasets and two graph classification datasets
using three network architectures (GRUs, BERT,
and GCN), we show that our method not only
significantly outperforms recent rationalization
methods, but also achieves comparable or even
better results than a representative LLM (llama3.1-
8b-instruct). Code: https://github.com/
jugechengzi/Rationalization-A2T.
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1. Introduction

With the success of deep learning, there are growing con-
cerns over the model interpretability. In contrast to post-
hoc methods, self-explaining techniques typically offer in-
creased transparency (Lipton, 2018) and faithfulness (Yu
et al., 2021), as the prediction is made based on the expla-
nation itself. There is a stream of research that has exposed
the unreliability of post-hoc explanations and called for self-
explanatory methods (Rudin, 2019; Ghassemi et al., 2021;
Ren et al., 2024).

In this study,our primary focus is on investigating a general
model-agnostic self-explaining framework called Rationaliz-
ing Neural Predictions (RNP, also known as rationalization)
(Lei et al., 2016), which with its variants has become one
of the mainstream methods to facilitate the interpretability
of NLP models (Sha et al., 2021; Yu et al., 2021; Liu et al.,
2023a;b; 2024a;b), and also holds the potential to be applied
to image classification (Yuan et al., 2022) and graph neural
networks (Luo et al., 2020). RNP utilizes a cooperative
game involving a generator and a predictor. This game is
designed with a focus on “data-centric” (i.e., it is to explain
the connection between a text and the (model-agnostic) task
label, rather than explaining the output of a specific model)
feature importance. The generator first identifies the most
informative part of the input, termed the rationale. Subse-
quently, the rationale is transmitted to the predictor to make
predictions, as illustrated in Figure 1. The generator and
predictor are trained cooperatively to maximize prediction
accuracy. Apart from its use for interpretability, some recent
studies find that rationalization can also serve as a method
for data cleaning. The extracted (Z,Y") pairs can act as
a new dataset, and trained with such a cleaned dataset, a
predictor may be more robust (Chen et al., 2022) and gen-
eralizable (Wu et al., 2022; Gui et al., 2023), thanks to the
removal of task-irrelevant, harmful information.

Our research starts with a special empirical observation.
We first observe that, even if we remove “maximizing the
prediction accuracy” from the generator’s objective (thus it
selects some random noise), the predictor can still be trained
to get very high accuracy with these randomly selected
spurious rationales (the line in Figure 3(a) of §4.1).
This phenomenon then leads to a trust concern: whether
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Figure 1. The standard rationalization framework RNP. The task in this figure is binary sentiment classification about hotels’ service.
X,Z,Y,Y represent the input, the selected rationale candidate, the prediction, and the classification label. M is a sequence of binary

masks. 64,6, are the parameters of the generator and the predictor.

Task: Binary sentiment classification

Label (about the beer’s appearance): Positive. Prediction: Positive.
Input: a - murky , semi-opaque honey . low head . s -earthy.
plantains , pineapple rind , apricot t - earthy hay and pepper . touch
or orange . cilantro . honey . very saison-like . m - medium body .
nice carbonation . balanced semi-dry finish . o - nice flavor profile .
Rationale selected by RNP: [“.]

Figure 2. A cherry-picked example of the generator-added spurious
correlation. The underlined text is human-annotated rationale. The
text in red is the rationale selected by RNP. Example I: from a
positive input X' with a label 1, the generator selects a rationale

@,

Z* that includes the pattern “*; and for a negative input X ° with a
label 0, the generator selects a rationale Z 9 that does not include*”.
And subsequently, the predictor considers the presence or absence

of . as an indicative feature for positive classification.

the extracted rationale is really responsible for the label in
the original dataset (i.e., although the extracted rationale is
considered faithful to the model’s prediction by previous
research, is it faithful to the model-agnostic dataset?). This
problem is important because explanations should also be
aligned with their social attribution (Jacovi & Goldberg,
2020; 2021).

We then shed light on the source of this problem. Typically,
we call a pattern T is trivial if it is independent with Y
in the original dataset: P(Y|T) = P(Y). However, due
to the potential bias of the generator’s sampling, T" can be
correlated with Y in the sampled (Z,Y") pairs. Figure 2
provides a (cherry-picked) practical example of it.

We further explore the origins of this issue and discover
that it stems from an approximation that was overlooked in
previous research: taking a series of (Y, Z) pairs sampled
by the generator as an approximation of P(Y,Z) (while
it should actually be P(Y, Z|g), and note that Y 1L Z #
Y 1 Z|g). In fact, this problem can be seen as a type
of spurious correlation. But notably, the perspective of
this paper is totally different from the traditional causality
research for spurious correlations. Existing research on
causality has primarily focused on spurious correlations
inherent in the dataset. However, our research investigates
a further question: if the dataset itself is clean and lacks
spurious correlations, could the selection process of the
generator introduce additional spurious correlations?

This study tries to address this kind of correlations with two
steps: inspection and instruction. We first theoretically show
that if a predictor classifies based on a trivial pattern 7" that is
associated with the category label Y due to the sampling of
the generator, we can always find an attacker to inspect the
trivial pattern. Then, to prevent the predictor from learning
such a correlation (which would make the generator fur-
ther enhance it), we manually adjust the distribution of the
trivial pattern from P(Y|T,g) to P(Y") (in fact, it should
be P(Y|T), but we have P(Y|T') = P(Y') for the attacker
identified trivial pattern 7°) to provide instructions that en-
able the predictor to learn the correct information, thereby
giving the generator the correct feedback. Formal introduc-
tion of our method will appear in §4.2. We provide a toy
example in Appendix A.2 to give readers a quick intuitive
understanding of our method.

Our contributions include: (a) We identify a new type of spu-
rious correlation, and we systematically analyze how it can
arise in even clean datasets with both theoretical support and
empirical verification. (b) A practical solution. We design
an attacker to both inspect whether the predictor has learnt
from the spurious correlation and instruct the predictor not
to learn from it. (c) We design various experiments to verify
the existence of the generator added spurious correlation,
the effectiveness of the inspection, and the effectiveness of
the instruction.

2. Related work

Rationalization. The basic cooperative framework of ratio-
nalization named RNP (Lei et al., 2016) is flexible and offers
a unique advantage: certification of exclusion, which means
any unselected input is guaranteed to have no contribution to
prediction, making it important to the NLP community (Yu
etal., 2021). Based on it, many methods have been proposed
to improve RNP from different aspects. Bao et al. (2018)
used Gumbel-softmax to do the reparameterization for bina-
rized selection. Bastings et al. (2019) replaced the Bernoulli
sampling distributions with rectified Kumaraswamy distribu-
tions. Jain et al. (2020) disconnected the training regimes of
the generator and predictor networks using a saliency thresh-
old. Paranjape et al. (2020) imposed a discrete bottleneck
objective to balance the task performance and the rationale
length. Liu et al. (2025) replaced the cross-entropy loss with
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the final-layer representation norm. DeYoung et al. (2020)
proposed a benchmark that can be used for supervised ra-
tionale extraction. Inter_RAT (Yue et al., 2023) tried to use
backdoor adjustment to alleviate the spurious correlations
in the raw dataset. DR (Liu et al., 2023c¢) assigned different
learning rates to the generator and the predictor. Hase et al.
(2020) explored better metrics for evaluation. Rajagopal
et al. (2021) used phrase-based concepts to conduct a self-
explaining model. Other methods like data augmentation
with pretrained models (Plyler et al., 2021), training with
human-annotated rationales (Chan et al., 2022), injecting
noise to the selected rationales (Storek et al., 2023), have
also been tried.

Prior to our work, a series of studies had observed a phe-
nomenon termed degeneration, whose origin can also be
attributed to the spurious correlation we investigate in this
study. Degeneration means that, the predictor is too power-
ful to recognize any trivial patterns that are distinguishable
in rationales with opposite labels. As a result, the generator
may collude with the predictor to select the trivial patterns
rather than the true semantics as the rationales (Yu et al.,
2019). Previous methods seek to regularize the model using
supplementary modules which have access to the informa-
tion of the full text (Yu et al., 2019; Huang et al., 2021; Yu
et al., 2021; Liu et al., 2022) such that the generator and the
predictor will not overfit uninformative rationales. Among
them, FR achieves the strongest improvements on address-
ing degeneration by sharing a unified encoder between the
generator and predictor to regularize each other. And it will
be included in our baselines. However, although these meth-
ods have been proposed to fix the observed problem, the
origin of this problem is not well explored. Sometimes they
can still fail. For example, Zheng et al. (2022) argued with
both philosophical perspectives and empirical evidence that
the degeneration problem is much more complex than we
used to think and some of the above methods cannot promise
no-degeneration. In fact, this phenomenon is similar to what
we discuss and can also be seen as one of the problems stems
from taking P(Y, Z|g) as P(Y, Z), highlighting the impor-
tance of rectifying the bias in approximating P(Y, Z|g) as
P(Y, 7).

We also briefly discuss the potential impact of rationaliza-
tion in the era of LLMs in Appendix A.1. We compare
our method against a representative LLM (llama-3.1-8b-
instruct) in Appendix D.

3. Background of the rationalization task

Unless otherwise specified, uppercase letters represent ran-
dom variables, while lowercase letters correspond to their
values. For simplicity, we do not distinguish between vec-
tors and scalars. We consider the classification task. We
have a classification dataset D, which can be seen as a col-

lection of samples drawn from the true data distribution
P(X,Y). X = Xy, is the input text sequence of length
l, and Y represent the classes in the dataset (note that a
discrete label can also seen as representing a distribution
like [0,1]). By enumerating X, we can get P(Y|X), which
is the distribution that a normal non-interpretable classi-
fier working on D needs to approximate. Rationalization
consists of a generator f4(-) (or g for conciseness) and a
predictor f,,(-), with 8,4, 6,, being their parameters.

For (X,Y’) ~ D, the generator first outputs a sequence of
binary mask M = f,(X) = My, € {0,1}! (in practice, the
generator first outputs a Bernoulli distribution for each token
and the mask for each token is independently sampled using
gumbel-softmax). Then, it forms the rationale candidate Z
by the element-wise product:

Z=MoX =[MX, -~ MX]. (1

To simplify the notation, we denote f,(X) as Z in the
following sections, i.e., f,(X) = Z.

We consider that X consists of a set of variables
{T1,, Ty, R}, where R denotes the real rationale (e.g.,
sentiment tendency for sentiment classification) for task
label Y, and T1,---,T,, are some trivial patterns indepen-
dent with Y. And we select one of {T7,---, T, R} to be
Z. Note that Z is not a separate variable but a proxy for
any variable within X. Till now, we get a set of (Z,Y")
samples denoted as Dz. Previous research simply thinks
Dz is collected from P(Z,Y"). By enumerating Z in Dz,
they get P(Y|Z) and attempt to identify the rationale by
maximizing the mutual information:

Z*= argmax I(Y;Z)

Ze{T1, Ty, R}

= argmax (H(Y)-H(Y|Z)) )
Ze{T1,,Tn,R}

= argmin H(Y|Z).

Ze{Ty -, T, R}

In practice, the entropy H(Y|Z) is commonly approxi-
mated by the minimum cross-entropy ming, H.(Y, Y|Z),
with YV = fp(Z) representing the output of the predictor
(note that the minimum cross-entropy is equal to the entropy,
Appendix C.3). Replacing Z with f,(X), the generator and
the predictor are trained cooperatively:

win Ho(Y, £, (f,CONFy (X)), 5., (X,¥) ~D. ()

g>vYp

Compactness and coherence. To make the rationales
human-intelligible, previous methods usually constrains the
rationales by compact and coherent regularization terms.
We use the widely used constraints provided by Chang et al.
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Figure 3. Experiments on the Beer-Aroma dataset (other datasets are in Appendix B.2): “full text”: a predictor trained using the full texts.
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trained using the full texts.

(2019):
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The first term encourages that the percentage of the tokens
being selected as rationales is close to a pre-defined level s.
The second term encourages the rationales to be coherent.

4. Motivation and method

Notation. For the sake of exposition, let us take the example
of binary sentiment classification. We denote X! and X°
as input texts with label Y = 1 and Y = 0, respectively. Z
and Z 4 represent the rationale candidates selected by the
generator and the attacker, respectively. Note that they are
not separate variables but a proxy for any variables within
X. Sometimes we use Z and the variable represented by
Z interchangeably. T is a proxy for any variables within
{T1,-,T,,} (defined in §3).

4.1. Cause of the spurious correlation

How do trivial patterns correlate with Y'? Although
considering Dz as an approximation of P(Z,Y") seems to
be a simple and practical way and is inherited by all the
previous methods (§3), it will sometimes results in some
problems. In fact, the sampling process of Z is conditioned
on a generator g with specific parameters 6,. So we can
only get P(Z,Y|g) and P(Y|Z,g) rather than P(Z,Y)
and P(Y|Z). Note that independent doesn’t lead to con-
ditional independent: Y 1. Z # Y 1 Z|g. That is to say,
some uninformative Z (like those 717, -+, T;,) might initially
be independent with Y and maintain zero mutual informa-
tion with Y. But sampled by g, any trivial patterns may
get correlated with Y and get increased mutual informa-
tion, thus can be used as (incorrect) indicative features for
classification.

: a predictor trained with randomly selected patterns.

“r21”: feeding the random patterns to the predictor that was

What’s more, the train-
ing process may even en-
hance the sampling bias
further. For example, we
consider T3 is selected
as Z, then the updating
of the generator is ¢ =
h(8,,T1,Y") (h denotes
the backpropagation pro-
cess), and this structural
function corresponds to
a small local of a causal
graph shown in Figure 4. We originally have Y 1L T}. But
in this graph, we have Y & T7|G. That’s to say, any trivial
patterns hold the potential to be associated with Y through
the influence of the generator.

L0

Figure 4. A local of the causal
graph for the generator’s updat-
ing process. Dash cycle means
X consists of a set of variables.

Consider a situation where Z = T’ is a trivial pattern inde-
pendent with Y (i.e., P(Y = 1|T) = P(Y = 1) =05 =
P(Y =0)=P(Y =0|T) and T € {t,,t_}). Influenced by
the generator g, T' = ¢, might co-occur more frequently with
Y =1 and can be viewed as an indicator for the positive
class (1" = t_ is similar):

P(Y =1|Z=t,,9)> P(Y =1) S
P(Y =0Z = t1,9) < P(Y = 0). )

Example 1 in Figure 2 of §1 also provides an intuition for
the above analysis.

Empirical support. The above motivation is inspired by
some practical observations. We present three types of
prediction accuracies for a binary sentiment classification
task (about the beer’s aroma) in Figure 3: @ A predictor
trained with the full input text. (2) A predictor trained with
randomly selected patterns. For the generator, we remove
the other objectives and only train it with the sparsity con-
straints (Equation 4). That is to say, the generator is trained
to randomly select 10% of the input text, and the predictor is
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then trained to classify using these randomly selected texts.
We use the randomly selected texts from @ to feed the
predictor trained in @.

From Figure 3(a), we observe that even with the randomly
selected patterns (i.e., patterns unlikely to contain real ratio-
nales), the predictor can still achieve a very high prediction
accuracy (represented by the line, approximately
95%). This accuracy is close to that of the classifier trained
with the full texts. A follow-up question is: Does this
strange result stem from the fact that the 10% randomly se-
lected patterns already contain enough sentiment inclination
for classification? The answer is no. Consider the

line, which represents the outcome when we feed the ran-
domly selected texts to the well-trained predictor denoted
by the blue line. We observe that the green line indicates a
significantly lower accuracy (about 58%), implying that the
randomly selected patterns contain only minimal sentiment
information. Thus, the orange predictor incorrectly treats
certain randomly selected trivial patterns as indicative fea-
tures. Moreover, the predictor does not generalize
well to the validation set (Figure 3(b)), due to the fact that
simple trivial patterns can more easily lead to overfitting
(Pagliardini et al., 2023).

We provide more evidence of the existence of such spurious
correlations in practical scenarios from another perspective
by demonstrating the attack success rate in §5.2.

4.2. The proposed method

For the sake of clarity, we first present our approach and
then expound on the principles underlying it.

Figure 5 shows the architecture of our method. For a data
point (X,Y’) in a n-class classification task, the over all
objective of our model ( f, fq, fo represent the predictor,
the generator, and the attacker, with ¢,,0,, 6, being their
parameters) is:

attacker : n(}ian(YA,fp(fa(X))|fa(X))v (6)

gen&pred : ;nign H (Y, fp(fo(X))If(X))

: @)
+I%IHHC(|:1/’”’7""1/”]7fp(fa(X)|fa(X))

s.t. Y4 =randint(0,n)&Y,4 # Y. 8)

Y4 represents the class to be attacked. @ We ran-

domly select a class for each attack to create a bal-
anced attack for each class.  [1/n,--,1/n] repre-
sents the distribution of P(Y) in the raw dataset.
ming, H([1/n,--,1/n], fp(fa(X)|fa(X)) means we rec-
tify the sampled distribution of P(Y'|Z4,a) to P(Y') and
ask the predictor to learn that Z 4 is not correlated with Y.
In binary classification, we have Y4 =1-Y and 1/n = 0.5.

During training, (7) and (6) are alternated. The practical im-

—Z7,— Predictor — Y,

Attacker
$Shared

X — Generator — Z — Predictor — Y
Figure 5. The architecture of attacking for inspection and instruc-
tion. We name it Attack to Inspection and Instruction (A2l). Z, Z 4

represent the selected rationale candidate and the attack rationale.
Y, Ya represent the normal prediction and the attack result.

plementation details with Pytorch are in Appendix A.3. The
overall mechanism of the model is as follows: (6) inspects
trivial patterns (f, (X)) from X. The second term of (7)
is the instruction that prevents the predictor from learning
the trivial patterns by classifying them as random noise. A
well instructed predictor is then able to give good feedback
to the generator’s selection. And the first term of (7) is the
normal RNP. The reason why the attacker constructed in
this manner can detect trivial patterns will be elucidated in
§4.3. We also use a toy example in Appendix A.2 to pro-
vide an intuitive understanding. At the end of §4.3, we also
discuss how our method will work in the situation where
the generator and the predictor cooperate correctly on real
rationales rather than trivial patterns.

4.3. Underlying principles

Attack as inspection. Following the above settings for
Z =T and I(Y;T) = 0 in §4.1, we will show how the
trivial patterns learned by the predictor can be inspected
through attack. Corresponding to (5), if the attack generator
can be constructed in any way (i.e., has infinite expressive-
ness), then we can always find an attack generator g, which
extracts Z 4 from X, such that

P(Y =1|Za=t,,9.) < P(Y =1) )
P(Y =0|Za =t,,94) > P(Y =0).

Appendix C.1 shows the detailed derivation for the reason
why we can find such a g,. Equation (9) is the opposite
of (5), and it means that under condition g,, T = t, now
becomes a negative class indicator, which is exactly the
opposite situation under condition g. Here is the intuitive
understanding of the attack. Corresponding to the punctu-
ation pattern example mentioned in Figure 2 of §1. The
generator g selects Z = “.” from X '. And the predictor has
learnt to predict “.” as positive. We can employ an attacker
gq Which selects Z4 = “.” from X0 (whose class label is
negative) such that Z4 can also be classified as positive.
Similarly, the attacker can find Z4 = ©,” from X ! to be clas-
sified as negative. So, the overall objective of the attacker
is to select those Z 4 that can be classified to the opposite
class by the predictor.
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Table 1. Results on datasets from the BeerAdvocate benchmark. We follow Inter_RAT to set S ~ 10%, 20%, 30%.

Datasets Beer-Appearance Beer-Aroma Beer-Palate
Methods S Acc|[ P R [FIL| S Acc| P R [FIL| S Acc]| P R |FI
Comparison with standard RNP
S~ 10% RNP 10.1 79.7 | 69.3 37.6 | 488 | 10.0 829 | 81.3 524 | 63.7| 93 847 | 68.6 513 | 587
RNP+A2I | 10.8 828 | 783 458 | 578 | 9.8 863 | 86.0 543 | 66.6 | 109 86.6 | 66.3 58.2 | 62.0
S % 20% RNP 19.8 863 | 69.8 74.6 | 72.1 | 20.7 84.5 | 43.6 58.1 | 49.8 | 20.1 82.6| 47.6 77.0 | 58.8
RNP+A2I | 20.0 87.7 | 733 794 | 762 | 19.5 854 |49.0 614 | 545|194 86.6 | 49.0 764 | 59.7
S % 30% RNP 304 843|529 86.7 657|307 81.8|392 772520301 87.1|293 71.0|415
RNP+A2I | 299 852|593 959 | 733|278 873|445 793 | 570|305 87.1]308 755|437
Comparison with advanced variants
Inter RAT | 13.2 - 50.0 35.7 | 41.6 | 13.8 - 64.0 569 | 60.2 | 13.0 - 472 493 | 482
S~ 10% NIR 10.6 78.1 | 77.0 443 | 56.2 | 10.3 86.1 | 749 49.7 | 59.8 | 11.5 84.0 | 48.1 444 | 46.2
FR 11.0 822 | 68.0 405|508 | 94 86.7|853 515|642 | 94 845 | 70.1 52.8 | 60.2
FR+A2I | 11.3 84.6 | 76.0 46.5 | 57.7 | 10.0 869 | 85.7 548 | 669 | 9.7 848 | 714 558 | 62.6
Inter RAT | 20.2 - 45.8 50.4 | 48.0 | 22.0 - 472 673|555 | 202 - 39.9 649 | 494
S % 20% NIR 203 819703 772 |73.6 | 19.1 877|612 752|675 | 199 839|373 59.6 | 459
FR 19.7 87.7 | 77.7 82.8 | 80.2 | 20.5 90.5 | 61.1 803 | 694 | 19.8 86.0 | 42.1 67.0 | 51.7
FR+A2I | 19.8 88.7 | 80.0 85.6 | 82.7 | 19.4 89.7 | 642 80.0 | 71.2 | 19.2 86.0 | 442 68.2 | 53.7
Inter RAT | 28.3 - 48.6 749 | 59.0 | 31.5 - 374 762|502 | 29.2 - 29.7 69.7 | 41.7
S % 30% NIR 29.6 849 | 598 955 |73.6 |300 823|384 739505297 841|228 545|322
FR 30.0 909 | 585 946|723 | 31.0 832|400 79.4 | 532|293 848|285 67.2|40.1
FR+A2I | 28.8 89.7 | 613 953 | 74.6 | 309 832|414 822 |551|29.1 851 |31.6 738|442
Formally, the objective of the attacker is now is, if the generator and the predictor cooperates well on
real rationales, what will happen if X contains both positive
H;ian(l =Y, fp(fa (X)) fa(X)). (10)  and negative sentiments?

Till now, we have demonstrated that an attacker can identify
uninformative trivial patterns and classify them into the
opposite class. Then we begin to instruct the predictor to
not learn from the trivial patterns (whether the attacker will
select real rationales is discussed at the end of this section).

Attack as instruction. When the spurious correlation oc-
curs, the attacker g, consistently chooses a Z 4 that is a
label-independent trivial pattern. For a competent predictor
p that discerns the authentic rationale, Z 4 resembles noise
independent with Y, ensuring its classification remains ran-
dom without any leanings to a specific label. Thus, we
introduce an extra instruction to the predictor:

min H.([0.5,0.5], f,(Z4)),
% (11)
5.8, ZA:fa(X)7 (va)ND

That is to say, although we cannot promise the indepen-
dence between Z 4 and Y under the generator’s conditional
sampling, we can make Z4 1L Y through the predictor’s
prediction.

The situation of a text X contains both positive and
negative sentiments. Here we consider Z = R, which is
the true rationale based on which the label Y is assigned
to X. We denote R = r,, R = r_ as positive and negative
indicators, respectively. The question we want to discuss

The first glance might be that, both the generator and the
attacker choose the true (but opposite) sentiment rationales,
thereby leading to the predictor in (7) being unable to make
the right prediction. But in practice, the predictor can over-
come this obstacle. Consider an intuitive assumption:

Assumption 4.1. The positive rationale r, appears more
often in positive texts than in negative ones: P(r.|[Y =1) >
P(r.]Y =0).

This assumption stems from that we can always find r, in
X!, but sometimes not in X°. If Assumption 4.1 holds,
we can easily prove (please refer to Appendix C.2) that
the predictor in (7) will still converge to predict f(r,) as
positive with a high confidence (> 0.75).

S. Experiments
5.1. Settings

Baselines. We compare our A2l with the standard RNP
and several recent representative methods: Inter_RAT (Yue
et al., 2023) and CR (Zhang et al., 2023) represent recent
causal methods, and FR (Liu et al., 2022) and NIR (Storek
et al., 2023) represent recent methods designed to deal with
degeneration. All of them have been discussed in §2.

Datasets. We first follow FR to examine on three datasets
from BeerAdvocate benchmark (McAuley et al., 2012):
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Table 2. Results on datasets from the HotelReview benchmark. We follow FR to set S ~ 10%. *: results from FR.

Datasets Hotel-Location Hotel-Service Hotel-Cleanliness
Methods S Acc| P R [ FI S Acc| P R [ FI S Acc| P R [ FI
Comparison with standard RNP
S~ 10% RNP* 88 975|462 482 |47.1|11.0 975|342 329|335 | 105 96.0|29.1 34.6|31.6
RNP+A2I | 9.0 975|502 534|517 |11.6 970 | 468 474|471 | 9.7 965|347 382 | 364
Comparison with advanced variants

Inter RAT | 11.0 - 347 448 | 39.1 | 1255 - 354 39.1|372| 96 - 334 36.7 | 349
S~ 10% NIR 102 935 | 451 542|492 | 11.0 955|449 432|440 | 10.6 96.0 | 341 409 | 37.2
FR* 9.0 935|555 589 |57.1 | 115 945|448 447|448 | 11.0 96.0 | 349 434 | 38.7
FR+A21 99 940|532 62.1 |573 | 115 97.0|47.7 47.7 | 47.7| 10.8 955|359 43.7 | 394

Table 3. Results on graph datasets.

“(): std. The sparsity of selected rationale is set to be close to the sparsity of ground truth.

Datasets BA2Motifs GOODMotif
Methods S Acc ] P R F1 S Acc ] P R F1
Comparison with standard RNP
RNP 20.3(2.5) 952(1.9) | 36.5(5.5) 36.5(22) 36.4(3.8) | 31.3(23) 62.1(3.1) | 41.8(2.5) 44.8(4.8) 43.2(3.6)
RNP+A2I 20.5(2.3) 952(1.5) | 39.7(3.5) 40.5(29) 40.0(2.5) | 31.4(2.1) 63.7(2.6) | 43.1(1.8) 463 (3.4) 44.6(2.5)
Comparison with advanced variants
FR 20.5(2.3) 96.4(1.8) | 39.3(5.9) 40.0(4.9) 39.6(5.2) | 32.8(3.1) 64.5(2.3) | 41.9(29) 47.1(4.7) 443(3.6)
FR+A21I 20.2(1.5) 96.5(1.4) | 42.1(2.8) 425(4.0) 423(3.0) | 32.5(2.6) 66.5(2.2) | 43.8(4.2) 488(3.7) 46.1(3.9)

Beer-Appearance, Beer-Aroma, Beer-Palate, and three
datasets from HotelReview benchmark (Wang et al., 2010):
Hotel-Location, Hotel-Service, Hotel-Cleanliness. Among
them, the three beer-related datasets are used by nearly all of
previous research in the field of rationalization. We also use
two graph rationalization datasets, BA2Motifs (Ying et al.,
2019) and GOODMotif (Gui et al., 2022), to verify general-
izability. GOODMotif is a three-class graph classification
dataset. These datasets include ground-truth rationales in
their test sets to facilitate objective comparison between
different methods. More details about the datasets are in
Appendix A 4.

Metrics. Our findings suggest that even if the generator
selects trivial patterns, the predictor can still get high final
prediction accuracy. Thus the prediction performance is
not a good metric for models’ effectiveness. Following In-
ter_RAT and FR, we mainly focus on the rationale quality,
which is measured by the overlap between model-selected
tokens and human-annotated rationales. P, R, F'1 denote
precision, recall, and F'1 score respectively. .S (sparsity) rep-
resents the average percentage of selected tokens in relation
to the full text. Acc stands for the predictive accuracy.

Details. The generator, predictor, and attacker all are com-
posed of an encoder (RNN/Transformer/GNN) and a linear
layer. We use three kinds of encoders: GRUs (following
Inter_RAT and FR, Table 1 and 2), bert-base-uncased (fol-
lowing CR, Table 4), and GCN (for the BA2Motifs dataset).
The random seed is kept the same (the seed is 12252018,
inherited from the code of FR) across all the experiments
on text classification, as we think experiments with multiple
datasets and multiple sparsity settings (totally 12 settings

in Table 1 and 2) under a unified seed are sufficient to ver-
ify that the improvements are not from randomness. The
training of GNN is not as stable as GRUs, and we report the
average results of five random seeds. More details are in
Appendix A.5.

5.2. Results

Rationale quality. Table 1 and 2 show the results on the
text classification datasets. For the most widely used beer-
related datasets (which have been the most important bench-
marks for a long time), we follow Inter_RAT to set three
different sparsity levels: 10%, 20%, 30% , by adjusting s in
Equation (4). For the hotel-related datasets, we use them
as supplementary material and follow FR to set the sparisty
to be similar to human-annotated rationales. Initially, we
conduct our attacking inspection on top of the standard RNP
to validate our claims and demonstrate the efficacy of our
proposed method. Across all nine settings in Table 1, we
observe a significant improvement over the standard RNP in
terms of F1 score. Notably, the highest increase reaches up
t0 9.0% (Beer-Appearance with S ~ 10%), underscoring the
robust effectiveness of our method. Additionally, we com-
pare with a representative LLM, llama-3.1-8b-instruct in
Table 6 of Appendix D, and find that our simple A2I-based
methods get comparable results to it and can sometimes
even outperform it.

Our attack-based inspection is more of a tool than an inde-
pendent model and is model-agnostic (as long as there is a
predictor to attack). Therefore, we further apply it on top
of the advanced method, FR (as FR outperforms Inter_RAT
and NIR in most cases), to demonstrate our competitive-
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Table 4. Results with BERT. We follow CR to set S ~ 10%. “*”: results obtained from CR.

Datasets Beer-Appearance Beer-Aroma Beer-Palate
Methods P R Fl1 P R Fl1 P R F1
RNP* (Leietal., 2016) | 48.7 11.7 | 20.0 | 442 20.7 | 27.6 | 25.1 219 | 228
A2R* (Yuetal,2021) | 49.1 189 | 259 | 51.2 212 | 29.8 | 31.8 243 | 254
S ~10% | CR* (Zhangetal.,2023) | 45.3 22.0 | 28.0 | 60.3 354 | 39.0 | 32.5 259 | 265
FR (Liu et al., 2022) 41.8 193 | 264 | 47.1 27.6 | 348 | 32.6 29.4 | 309
FR+A21 48.6 257 | 33.6 | 554 32.0 | 40.5 | 344 323 | 33.3
1.0 1.0 1.0
— RNP — RNP — RNP
09 RNP+A2! 09 RNP+A2I 09 RNP+A2I
0.8 0.8 0.8
o 0.7 x 0.7 x 0.7
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Figure 6. Attack success rate on the three beer-related datasets. The rationale sparsity is about 20%. Results for sparsity being 10% and

30% are in Appendix B.1.

ness. Two observations emerge from the results. When our
AZ2I is incorporated, the performance of both RNP and FR
consistently improves. We observe a significant improve-
ment in FR’s performance (up to 6.9% on Beer-Appearance
with S ~ 10%) when our A2I is layered atop it, highlight-
ing the competitiveness of our method. Aside from the
most widely used beer-related datasets, we also consistently
achieve strong performance on the hotel-related datasets
(Table 2) and the graph datasets BA2Motifs and GOODMo-
tif (Table 3) (note that Inter_RAT, NIR, and CR are methods
specifically designed for text tasks and are not suitable for
graph tasks).

Results with BERT. To show the competitiveness of A2I,
we also follow CR to conduct experiments with pretrained
BERT on the three most widely used beer-related datasets
(Table 4) and compare with some methods that have already
been implemented with BERT. We still get considerable
improvements as compared to recent methods.

Attack Success Rate (ASR). To more effectively demon-
strate the capabilities of our attacking inspection, we present
the attack success rates for both RNP and our RNP+A2I.
This experiment aims to address two key questions: 1) Can
the attacker truly identify the trivial patterns recognized by
the predictor? 2) Can the inspection really prevent the pre-
dictor from adopting the trivial patterns? ASR is a metric
commonly employed in the realm of security. Given a pair
(X,Y),if f(fa(X)) =1-7Y, indicating a label inversion,
we deem the attack successful. ASR serves as an indicator

of both an attack method’s efficacy and a model’s resilience
against such attacks. A high ASR signifies the effectiveness
of an attack method, while a low ASR denotes model ro-
bustness. The results for the three beer-related datasets are
displayed in Figure 6. Regarding the first question, “Can
the attacker truly identify the trivial patterns learned by
the predictor?”, the blue lines offer insight. As opposed to
RNP+AZ2I, the blue lines depict models where we omit the
objective Equation (11) (specifically, the instruction loss)
from Equation (7). This means that while RNP is trained
as usual, an attacker is also being trained concurrently. The
prominence of the blue lines demonstrates that the attacker
achieves a remarkably high ASR. This indicates that the
predictor in RNP does internalize some trivial patterns, and
the attacker successfully identifies them, underscoring the
potency of the attack. For the second question, “Can the in-
spection effectively deter the predictor from adopting trivial
patterns?”’, we can look to the lines. The ASR values
hover around 50%, which is close to random classification.
This suggests that the attacker can only select some neutral
patterns and the predictor actively avoids learning from the
trivial patterns, highlighting the efficacy of the instruction.

6. Conclusion

This paper investigates a new type of spurious correla-
tion (i.e., model-added spurious correlation) in the self-
explaining rationalization framework. It can appear even in
clean datasets, thus making previous causal methods (which
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focus solely on the causal relationships in the raw dataset)
ineffective in dealing with it. We design an attack-based
method to inspect the model-added spurious correlations
and to instruct the training of rationalization. Experiments
on both text and graph domains show the effectiveness of
the proposed method.

Impact Statement

This paper aims to investigate the interpretability of machine
learning models. In our view, our research is unlikely to
produce negative social impacts.

The attachments are the new reference letters. Exploring
XAI techniques can help to address many important prob-
lems existed in present deep learning models. For instance,
XAI techniques can aid in detecting model discrimination
(fairness) (Pradhan et al., 2022) or jailbreaks (Jiang et al.,
2025), identifying backdoor attacks (security) (Yu et al.,
2025a;b; Yang et al., 2025), controlling robots (Zhou et al.,
2025), and revealing potential spurious correlations (robust-
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is how to apply the findings of this direction into other
modalities (Diao et al., 2024; 2025).
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A. Eaxamples and implementations details

A.1. The potential impact of rationalization in the era of
LLMs

In comparison to traditional “model-centric” XAI meth-
ods which solely focus on the model’s learned information,
“data-centric” approaches primarily aim to extract model-
agnostic patterns inherent in the data. So, apart from improv-
ing interpretability, rationalization can serve as a method of
data cleaning (Seiler, 2023).

Domain-specific large models often require supervised fine-
tuning using domain-specific data. Uncleaned data may
contain harmful information such as biases and stereotypes
(Sun et al., 2024). Recent research suggests that training
predictors with extracted rationales can remove irrelevant
harmful information, enhancing robustness (Chen et al.,
2022) and generalization (Wu et al., 2022; Gui et al., 2023).

Since LLMs are usually pretrained on various datasets, they
tend to be less controllable than small models (Zhao et al.,
2023). Considering that for simple tasks (such as text clas-
sification), small models are also capable and can achieve
satisfactory results, we can train a separate rationalization
model for a single domain-specific dataset. Small models
trained on a single dataset are often more controllable and
save computational resources (such as searching for hyper-
parameters and adding regularization terms) (Guo et al.,
2023). Then using the extracted rationales for supervised
fine-tuning might prevent large models from learning harm-
ful information from new data. Additionally, shortening
input texts can also reduce the memory required for fine-
tuning.

Some recent studies has also found that training a small
model for data selection (although not the same as rationale
selection) and producing a small subset is useful for fine-
tuning LLMs (Xia et al., 2024; Bi et al., 2025).

A.2. A toy example for a more intuitive understanding
of the proposed method

Firstly, to inspect and identify the correlations, we introduce
an attack generator g,. Figure 7 shows an example of how
the attacker works (formal analysis is in §4.3).

Example 2: the optimization objective of g, is to select an
attack rationale Z4 from input such that, when Z 4 is fed
into the same predictor p, it yields a prediction label flipped
from its original label. Continuing the previous example in
Figure 2, the generator g selects the “.” from a positive input
X! with label 1 as Z. Consequently, the predictor p learns
to treat the presence of “.” in Z as an indicative feature for
positive classification. On the other hand, the goal of g, is
to select an attack rationale Z, from a negative input X°
with a label 0 in such a way that, when Z 4 is fed to the
same predictor p, the prediction result flips from its original
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x1 | went to a hotel yesterday, | went to a hotel yesterday, X0

whose service is excellent. whose service is av
‘ }
Generator Attacker
Z == Z,=""
} }
Predictor Predictor
} i
Y=1 Y,=1

Figure 7. An example of how the attacker works. X', X° repre-
sent positive and negative texts.

label 0 to 1. Achieving this objective is straightforward:
go Simply needs to mimic g by selecting “.” as Z4. This
suggests that if ¢ identifies Z from X! as a trivial pattern
also present in X, then g, can effortlessly select Z4 = Z
from X, leading to an easy flip of the prediction label
of Z4 to 1 in predictor p. On the other hand, if Z is a
genuine positive rationale unique to X' and the predictor
p classifies it correctly, then g, would be unable to find a
positive rationale from the negative input X°. Therefore,
it is difficult for the predictor p to flip Z4’s label from
0 to 1. Thus, we can leverage the attack generator g, to
assist in inspecting and identifying sampling bias. g, may
easily find a Z 4 that flips its predicted label in predictor p
from its actual label, indicating the presence of semantically
unrelated trivial patterns in Z.

To further address this issue, we propose a method to in-
struct the game on better decorrelation. As illustrated by
the previous example, when there is a sampling bias issue,
the attack generator g, surely selects a Z 4 that is a trivial
pattern lacking semantic significance. For a reasonable pre-
dictor p that can accurately classify the real rationale, Z 4 is
akin to noise, and its classification result should be random
and not biased towards any label. Therefore, we introduce
a constraint on the predictor p to guide it, ensuring that the
classification result for Z4 remains as random as possible.
This constraint serves as an ongoing guidance to adjust and
correct the behavior of predictor p. An improved predictor
p can, in turn, better instruct and guide the updates for the
generator g.

A.3. Implementation details of Equation (6) and (7)

For a batch of (X,Y"), we first send X to both the generator
and the attacker and get Z, 7 4:

Z = fg(X)

Za = fa(X). (42
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Table 5. Statistics of datasets used in this paper

Datasets Train Dev Annotation
Pos Neg avglen | Pos Neg avglen | Pos Neg avglen S
Appearance | 16891 16891 141 6628 2103 145 923 13 126 18.5
Beer Aroma 15169 15169 144 6579 2218 147 848 29 127 15.6
Palate 13652 13652 147 6740 2000 149 785 20 128 12.4
Location 7236 7236 151 906 906 152 104 96 155 8.5
Hotel Service 50742 50742 154 6344 6344 153 101 99 152 11.5
Cleanliness | 75049 75049 144 9382 9382 144 99 101 147 8.9

Then, we get a copy of Z4 with the pytorch function
“torch.detach()”:

Z'y = torch.detach(Z ). (13)
Then we get Y and Y
Y = fp(Z)
Yfll = fp(ZIIA)

Then we can update the generator and the predictor with

(14)

min H.(Y,Y) +

g>vp

min H([0.5,0.5], Y1) (15)

Note that this updating process will not influence the at-
tacker, since we have used “torch.detach()” for Z 4.

Then, we fix the parameters of the generator and the predic-
tor, and only update the attacker. We get Y4 with

Ya=fo(Za). (16)
Then, we update the attacker with
nenan(l—Y,YA). (17)

Then, we get into the next round to update the generator and
the predictor again.

A.4. Datasets

We employ six widely used text classification datasets
collected from two rationalization benchmarks. Beer-
Appearance, Beer-Aroma, Beer-Palate (which discuss the
appearance, aroma, and palate of beer, respectively. They
are from the BeerAdvocate (McAuley et al., 2012) bench-
mark), Hotel-Location, Hotel-Service, Hotel-Cleanliness
(which discuss the location, service, and cleanliness of ho-
tels, respectively. They are from the HotelReviews (Wang
et al., 2010) benchmark). Among them, the beer-related
datasets are most important and used by nearly all of previ-
ous research in the field of rationalization. These datasets
have human-annotated ground-truth rationales on the test
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sets for evaluation. But the training sets have only the clas-
sification labels and models are trained to extract rationales
in an unsupervised way.

For the three beer-related datasets, users need to consult the
original authors (McAuley et al., 2012) for permission first.

The statistics of the datasets are in Table 5. Pos and Neg
denote the number of positive and negative examples in each
set. S denotes the average percentage of tokens in human-
annotated rationales to the whole texts. avg_len denotes the
average length of a text sequence.

Note that there are two versions of the BeerAdvocate bench-
mark. The raw datasets in the original BeerAdvocate contain
many spurious correlations. However, as we are investigat-
ing the model-added spurious correlations in clean datasets,
we follow FR to use the version where the inherent spurious
correlations in the datasets have been manually cleaned by
(Lei et al., 2016).

For the graph classification dataset BA2Motif, we do node
level selection on it. That is to say, we select several nodes
from a graph to form a subgraph to serve as the rationale.

A.5. Implementation details

We keep the major settings consistent with Inter RAT and
FR, which are commonly utilized in the field of rationaliza-
tion (Chang et al., 2020; Yu et al., 2021; Liu et al., 2022; Yue
et al., 2023). Specifically, we employ the 100-dimensional
GloVe (Pennington et al., 2014) for word embedding and
200-dimensional GRUs (Cho et al., 2014) to obtain text
representation. The re-parameterization trick for binarized
selection is Gumbel-softmax (Jang et al., 2017). Then, we
also follow CR to conduct experiments that replace GRUs
with pretrained BERT (Devlin et al., 2019) (“bert-based-
uncased”) and compare with some recent methods that have
already been implemented with BERT as a supplement. The
random seed is kept the same (the seed is 12252018, in-
herited from the code of FR) across all the experiments on
text classification, as we think experiments with multiple
datasets and multiple sparsity settings (totally 12 settings in
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Figure 8. Attack success rate (ASR) on the three beer-related datasets. The rationale sparsity is about 10% (a,b,c) and 30% (d,e,f).

Table 1 and 2) under the same random seed are sufficient to
verify the significance of improvement. For the BA2Motifs,
we use a two-layer GCN to replace GRUs. The training of
GCN is not as stable as GRUs, we report the average results
of five random seeds.

Because Inter RAT, NIR, and CR are methods specifi-
cally designed for text tasks and are not suitable for graph
tasks, we only compare our A2I with RNP and FR on the
BA2Motifs dataset.

The maximum sequence length is set to 256. We use the
Adam optimizer (Kingma & Ba, 2015) with its default pa-
rameters, except for the learning rate (the learning rate is
0.0001). The temperature for gumbel-softmax is the de-
fault value 1. We implement the code with Pytorch on a
RTX3090 GPU.

Hyperparameters. For all datasets, we use a learning rate
of 0.0001. It is found by manually tune the standard RNP
and are applied to both NIR, FR, our A2I, as they are all
variants of RNP. The core idea of NIR is to inject noise into
the selected rationales. We use RNP as its backbone. A
unique hyperparameter of NIR is the proportion of noise.
Following the method in the original paper, we searched
within [0.1,0.2,0.3] and found that 0.1 yielded the best
results on most datasets, hence we adopted 0.1 for it. We
found that the training of Inter_RAT is very unstable. To
avoid potential unfair factors, our main settings are deter-
mined with reference to it. Except for the part about sparsity,

16

we used its original hyperparameters for it.

For CR, we just keep the major settings (“bert-base-
uncased”, the Beer-Appearance dataset, and the sprasity
of 10%, removing the coherence regularizer) the same as it
and copy its results from its original paper.

Compactness and coherence. For the compactness and
coherence regularizers introduced in Equation (4), we adopt
both compactness and coherence regularizers to the genera-
tor to make the selected rationales human-intelligible. We
apply a compactness regularizer term to the attacker to make
the attack rationale more similar to the original rationale,
thus making it easier to deceive the predictor. However,
we do not employ a coherence regularizer on it because we
think trivial patterns are often discontinuous.

B. More results
B.1. More results about the attack success rate

More results of the attack success rate are shown in Figure 8.

B.2. More results corresponding to Figure 3

Figure 3 has shown the results of one aspect of the BeerAd-
vocate dataset. We show the results of the other two aspects
in Figure 9 and 10. The green lines can somewhat reflect
how much the true sentiment is contained in the randomly
selected rationales. And we see that only the true sentiment
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can generalize to the validation set.

C. Technical proofs
C.1. Derivation of Equation (9)

To begin with, we need to introduce two fundamental prop-
erties from probability theory.

The first property is a general property for conditional prob-
ability. If 0 < P(Y =1) < 1, then for Vp, if 0 < p < 1, we
can always find a variable ¢, such that P(Y = 1|¢) = p.

Considering our rationalization situation, we can get the
following corollary:

Corollary C.1. If we can construct G in an arbitrary way,
and 0 < P(Y =1|Z =t) < 1, then we have

VO<p<1, 3g,€G, P(Y=1|Z=t,9,) =p. (18)

The second property is also a general property for condi-
tional probability. If P(Y = 1) = 0, then for any variable c,
we always have P(Y = 1|¢) = 0. This is also a fundamental
property in probability theory.

Considering the rationalization situation, let Z = r., we
have

Corollary C.2. If we can construct G in an arbitrary way,
and P(Y = 0|Z = ry) = 0, then we have that there is no
ga € G that can make P(Y =1|Z =r,,g4) > 0.

C.2. The convergence of Equation (7)

Quantitative analysis We consider the scenario where the
model is functioning correctly, meaning the predictor classi-
fies according to the true rationale K. The generator extracts
r, from X', while the attacker extracts 7, from X° (X°, X!
denote texts with negative and positive labels, respectively).
In the dataset D, we consider the numbers of positive and
negative texts are both n.

We only consider Z = r,, and Z = r_ is nothing different.

We rewrite (7) as (L is the loss function and f, () is the
confidence level of predicting r.. as positive)

Z 1y, (x=r,)log fp(rs)
Y=1,X

= > Lp(x=r,)0.5(log f,(r) (19)
Y=0,X

+log(1 - fp(r+)))

OL  -nx Pr(ri]Y =1) - 0.5n * Pr(r.[Y = 0)
A fp(ry) Jo(r)
0.5n * Pr(r:|Y = 0)
1- fp(r+)

(20)

We consider a scenario starting with f,(7.) = 0.5, meaning
the predictor is unable to classify using the correct ratio-
nale, and we examine in which direction the predictor will
converge under these circumstances.

Clearly, when f,(r,) = 0.5, 8f (T )
predictor will learn to increase fy,(r.) to get lower L. So
the predictor will learn to predict 7, as positive.

< 0, meaning that the

So, when will it converge? We denote Pr(r,|[Y =1) = P,
and Pr(r,|Y = 0) = P5. From (20), we have

oL Py
m <0, s.t., fp(’I’Jr) <l- —————. (21)

2P1 + 2P2
From Assumption 4.1, we have P; > P». So, we know that
we will have f,(r,) > 0.75 when the predictor converges
(.e., afaif) =0).

That means even in the worst case, the predictor can still
predict r, as positive.

Qualitative analysis Actual training would be easier be-
cause, in the above discussion, we do not differentiate be-
tween positive sentiment appearing in positive class texts
and positive sentiment appearing in negative class texts. In
reality, although both are denoted as r., they are somewhat
distinct.

Here are some practical scenarios where a text contains both
positive and negative sentiments.

First, the X labelled with Y = 1 may be a combination of
strong positive sentiment and weak negative sentiment. A
dataset may consists of two kind of sentiment: strong and
weak, each of which can be divided to positive and negative.
The label of X is decided by the strong sentiment. In this
scenario, the attacker may find the weak negative sentiment
from X labelled with Y = 1, and ask the predictor to classify
the weak negative sentiment as neutral. If weak sentiment
and strong sentiment have different styles, the attacker here
still helps the predictor to focus on strong sentiment and
ignore the weak sentiment. As a result, the generator will
only select the strong sentiment.

Second, the sentiment may be multi-aspect. For example,
a person may have positive sentiment about the beer’s ap-
pearance, while negative sentiment about the taste. If we
are discussing the beer’s appearance, the text will still be
annotated as positive. In such a scenario, the attacker will
try to find the negative comment about the taste, and force
the predictor to classify it as neutral. However, this is just
what we want. It helps the predictor focus not only on the
vanilla sentiment, but also on the aspect (which is included
in the context of the sentiment) in which we are interested.
Since the predictor classifies the comment about the taste as
neutral, it will give the only the feedback about the beer’s
appearance, which can help the generator focus more on the
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(b) Validation

Figure 9. Experiments on the Appearance of the BeerAdvocate dataset. The settings are the same as those in Figure 3.
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(b) Validation

Figure 10. Experiments on the Palate of the BeerAdvocate dataset. The settings are the same as those in Figure 3.

appearance.

The above intuitive analysis is somewhat supported by the
empirical results in Figure 6. For RNP+A2I, the attack
success rate is about 50%, meaning random classification
of Z 4. This suggests that the predictor does not predict the
Z 4 extracted by the attacker to the target class.

C.3. The minimum cross-entropy is equal to entropy

H.(Y,Y|Z) = H(Y|Z)+ D (P(Y|2)|P(Y|Z)). 22)

We have Dy (P(Y|Z)||P(Y|Z)) > 0 with the equality
holds if and only if P(Y|Z) = P(Y|Z). As a result, we
have

min H.(Y,Y|Z) = H(Y|Z). (23)
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D. The rationales extracted by
llama-3.1-8b-instruct

To further show the potential impact of rationalization in
the era of LLMs, here we present the results of the experi-
ments conducted with the llama-3.1-8b-instruct model. We
perform both 2-shot prompting and supervised fine-tuning.

For 2-shot prompting, we provide the model with a negative
text with its corresponding rationale, and a positive text with
its corresponding rationale. For supervised fine-tuning, the
supervison label is the classification label, since we perform
unsupervised rationale extraction. We use 4*RTX 4090
24GB GPUs and LoRA to fine tune the models.

In most cases, the model can output the rationale in the
correct format. Figure 11 shows an example. But in 2-shot
prompting, the model sometimes outputs additional parts
along with the rationale (through manual observation, this
situation does not occur frequently.). Figure 12 is another
example. In such cases, we use gpt-3.5-turbo to extract the
content within the quotation marks.
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Table 6. The comparison between our A2I-based methods (implemented with GRUs, which corresponds to the results in Table 1) and a
representative LLM llama-3.1-8b-instruct. The bold results means the situations where A2I-based methods outperforms llama (in terms

of F1 score).

(a) Results on datasets from the BeerAdvocate benchmark.

Datasets

Beer-Appearance Beer-Aroma

Beer-Palate

Methods S P R F1 S P R F1 S P R F1
llama (finetune) n/a | 86.3 462 60.2 | n/a | 732 506 59.8 | n/a | 61.7 426 504
Ilama (2 shot) nfa | 154 160 157 | n/a | 179 242 206 | n/a | 13.0 222 164
RNP+A2I 10.8 | 783 458 578 | 9.8 | 86.0 543 66.6 | 109 | 663 582 62.0
FR+A21 11.3 | 76.0 46.5 577 | 100 | 85.7 548 669 | 97 | 71.4 558 62.6
RNP+A2I 200 | 733 794 762 | 195|490 614 545|194 | 490 764 59.7
FR+A2I 19.8 | 80.0 856 827|194 | 642 800 712 | 19.2 | 442 682 53.7
RNP+A2I 299 | 593 959 733|278 | 445 793 57.0 | 305 | 30.8 755 437
FR+A2I 288 | 61.3 953 74.6 | 309 | 414 822 551 |29.1 | 31.6 73.8 442

(b) Results on datasets from the HotelReview benchmark.
Datasets Hotel-Location Hotel-Service Hotel-Cleanliness

Methods S P R F1 S P R F1 S P R F1
llama-3.1-8b (finetune) | n/a | 58.6 390 46.8 | n/a | 77.3 406 533 | n/a | 549 313 399
Ilama-3.1-8b (2 shot) n/a | 45.8 59.1 51.6 | n/a | 453 51.7 483 | n/a | 393 43.0 41.1
RNP+A2I 9.0 | 502 534 517 | 116 | 46.8 474 47.1 | 9.7 | 347 382 364
FR+A2I 99 | 532 62.1 573 | 11.5 | 47.7 477 47.7 | 10.8 | 359 437 394

Gsk: Sentiment classification about Beer’s appearance \

Input: Pours a rather crisp yellow almost orange with a thin
head. The aroma is dominated by sweet malts with just a
slight hoppiness dancing in the background. The taste does
have a surprising amount of hoppiness for a Pilsner. There is a
good maltiness to it as well, but citrus hops just slightly
overpower. The beer is very light and refreshing. This makes
for an excellent summer session beer.

Expected output: 1|pours a rather crisp yellow almost orange
with a thin head .

Wma—&l output: 1|pours a rather crisp yellow almost orany

Figure 11. An example of llama’s output. Here “1”” means that the
class label Y is positive. And the words after “|” represent the
rationale.

We found that there is a significant likelihood that responses
from Llama would not contain explicit ”positive/negative”
classifications (for instance, in the hotel-location dataset,
50.5% of responses from the llama-finetune model did not
specify a category, and this figure was 53.0% for hotel-
cleanliness dataset). If we were to consider these responses
without clear categories as incorrect predictions, the accu-
racy would appear very low and could be misleading. Con-
sidering that our main comparison is on the rationale quality
and we do not claim our classification ability is superior to
LLMs, hence we do not report this prediction accuracy to
avoid unnecessary confusion.

The results are shown in Table 6. LLMs are not good at
counting, so we did not constrain the percentage length (i.e.,
sparsity) of the rationale extracted by the model. We do
not report the prediction accuracy for llama because we
find that there is a significant likelihood that responses from
Llama would not contain explicit positive/negative” classi-
fications (for instance, in the hotel-service dataset, 50.5%
of responses from the llama-finetune model did not specify
a category, and this figure was 53.0% for hotel-cleanliness
dataset). If we were to consider these responses without
clear categories as incorrect predictions, the accuracy would
appear very low and could be misleading. Considering that
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Task: Sentiment classification about Beer’s appearance
Input: 220z bottle pouted into a Goblet: Opaque orange
with a light, white, creamy head that was not all that well
retained but full of carbonation, but did settle into a small
thin cap. The aroma was more Belgian triple than IPA,
Sweet and malty. The taste is a very nice balance of the
two styles. A little more hops, but balanced very nice with
the sweetness of the malt and fruit. The beer had a medium
to full body, perhaps a little too thick for my taste, but still
good. The beer had a nice bitter dry aftertaste and was well
carbonated. The beer was fairly easy to drink give the ABV,
but after the 220z, | was pretty well done. Overall, a good
beer and probably the first one of the side projects that |
think the brewery should consider brewing on a regular
basis.

Expected output: 1jopaque orange with a light , white ,
creamy head that was not all that well retained but full of
carbonation , but did settle into a small thin cap .

llama-3.1 output: positive|The overall tone of the review
is positive, with phrases such as "a very nice balance of the
two styles", "nice bitter dry aftertaste”, "well carbonated",
and "overall, a good beer" indicating a favorable opinion of
the beer.

GPT-3.5-restructured output: 1|a very nice balance of the
two styles nice bitter dry aftertaste well carbonated overall,
a good beer

Figure 12. An example of 1lama fails to output the rationale in the
right format.

our main comparison is on the rationale quality and we
do not claim our classification ability is superior to LLMs,
hence we do not report this prediction accuracy to avoid
unnecessary confusion.

Comparing the results of the supervised fine-tuned llama-
3.1 with our results in Table 1, llama-3.1 does not have
a crushing advantage. For example, on the Beer-Aroma
dataset, FR+A2I outperforms llama-3.1 at sparsity levels
of 10% and 20%. Similarly, on the Beer-Palate dataset,
RNP+AZ2I also outperforms llama-3.1 at sparsity levels of
10% and 20%. Besides, our A2I can be applied to graph
data, while it is not easy to do so for LLMs.
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