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ABSTRACT

Combinatorial Optimization problems are widespread in domains such as logis-
tics, manufacturing, and drug discovery, yet their NP-hard nature makes them
computationally challenging. Recent Neural Combinatorial Optimization (NCO)
methods leverage deep learning to learn solution strategies, trained via Supervised
or Reinforcement Learning. While promising, these approaches often rely on task-
specific augmentations, perform poorly on out-of-distribution instances, and lack
robust inference mechanisms. Moreover, existing latent space models either require
labeled data or rely on pre-trained policies. In this work, we propose LGS-Net,
a novel latent space model that conditions on problem instances, and introduce
an efficient inference method, Latent Guided Sampling (LGS), based on Markov
Chain Monte Carlo and Stochastic Approximation. We show that the iterations
of our method form a time-inhomogeneous Markov Chain and provide rigorous
theoretical convergence guarantees. Empirical results on benchmark routing tasks
show that our method achieves state-of-the-art performance among learning-based
NCO baselines.

1 INTRODUCTION

Combinatorial Optimization (CO) consists of finding the best solution from a discrete set of possibili-
ties by optimizing a given objective function subject to constraints. It has widespread applications
across various domains, including vehicle routing (Veres & Moussa, |2019), production planning
(Dolgui et al.l 2019), and drug discovery (Liu et al., 2017). However, its NP-hard nature and the
complexity of many problem variants make solving CO problems highly challenging. Traditional
heuristic methods (e.g., (Kirkpatrick et al., {1983} |Glover, |1989; Mladenovi¢ & Hansen, [1997)) rely
on hand-crafted rules to guide the search, providing near-optimal solutions with significantly lower
computational costs. Inspired by the success of deep learning in computer vision (Krizhevsky et al.,
2012; He et al.,|2016) and natural language processing (Vaswani et al.,|2017; Devlin et al.,2019), re-
cent years have seen a surge in learning-based Neural Combinatorial Optimization (NCO) approaches
for solving CO problems, including the Travelling Salesman Problem (TSP) and the Capacitated
Vehicle Routing Problem (CVRP).

These methods leverage neural networks to learn a policy that generates solutions, trained via either
Supervised Learning (SL) (Vinyals et al., 2015; Joshi et al., [2019; |[Hottung et al., 2021} [Fu et al.
20215 Joshi et al., 2022; Kool et al.l [2022) or Reinforcement Learning (RL) (Bello et al.| 2017}
Nazari et al., [2018}; Kool et al.}[2019; (Chen & Tian, |2019; [Kwon et al., 2020; [Hottung & Tierney,
2020; |Grinsztajn et al., 2023 |Chalumeau et al., | 2023)). SL-based methods often struggle to obtain
sufficient high-quality labeled data, whereas RL-based approaches can surpass them by exploring
solutions autonomously. Despite their success on in-distribution problem instances, these methods
often generalize poorly to out-of-distribution cases, limiting their applicability in real-world scenarios.
Moreover, once a policy is trained, inference typically relies on relatively simple strategies such
as stochastic sampling (Kool et al.| 2019} [Kwon et al., 2020), beam search (Steinbiss et al.,[1994),
or Monte Carlo Tree Search (Browne et al.,[2012). A more powerful alternative, representing the
current state-of-the-art in search-based RL (Bello et al.| [2017; Hottung et al., [2022)), is to actively
fine-tune the policy for each new problem instance. However, this approach introduces significant
computational and practical challenges.
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Meanwhile, latent space models have proven effective across diverse tasks, including image generation
(Rombach et al., |2022), text generation (Bowman et al., [2016), anomaly detection (An & Cho,
2013)), and molecule design (Gomez-Bombarelli et al.;2018)). More recently, Hottung et al.|(2021);
Chalumeau et al.|(2023)) have explored learning a continuous latent space for discrete routing problems.
However, the method proposed by |[Hottung et al.| (2021)) is limited by its reliance on a labeled training
set for SL, whereas |Chalumeau et al.| (2023)) enforce independence between the problem instance
and the latent space structure. In contrast, we introduce a latent space model that conditions the
latent representation on problem instances trained with RL, addressing the limitations of previous
approaches and enabling more effective latent space optimization. In addition, most prior inference
methods, including those not based on latent spaces, rely on the augmentation trick (Kwon et al.|
2020) which enhances performance by generating variations of the same problem, such as rotating the
coordinates, a task-specific technique that is only applicable to certain routing problems in a Euclidean
space. While augmentation can improve performance, achieving competitive results without it is
equally crucial for certain problems. To address this, we propose a novel guided inference method
designed for latent-based models, based on Markov Chain Monte Carlo (MCMC) and Stochastic
Approximation (SA). Our method provides theoretical convergence guarantees and outperforms most
state-of-the-art NCO methods.

More precisely, our contributions are summarized as follows.

* We introduce LGS-Net, a novel latent space model for Neural Combinatorial Optimization
that requires neither labeled data nor a pretrained policy, learns a structured, instance-
conditioned latent representation, and is supported by a rigorous mathematical framework.

* We propose LGS, a new inference scheme based on interacting MCMC, which jointly sam-
ples from the learned distribution while updating parameters via Stochastic Approximation.
Moreover, we establish that its iterates form a joint time-inhomogeneous Markov Chain
over the latent and solution spaces, converging to the desired target distribution.

* We empirically show that our inference method is effective in low-budget regimes, where
gradient-based approaches tend to slow down. Furthermore, we establish that it achieves
state-of-the-art performance among NCO methods, consistently outperforming existing
techniques across diverse problem types, both with and without the augmentation trick.

2 RELATED WORK

Neural Combinatorial Optimization. The application of neural networks to CO problems dates
back to |[Hopfield & Tank| (1985), who used a Hopfield network for small TSP instances. With
advancements in deep learning, a major breakthrough came with Pointer Networks (Vinyals et al.}
2015)), inspired by sequence-to-sequence models (Sutskever et al.,|2014). Pointer Networks enabled
variable-length outputs but relied on supervised training and thus could not surpass the quality of the
provided solutions. To address this limitation, |Bello et al.|(2017) adapted the model for RL. For the
CVRP, |Nazari et al.| (2018) extended Pointer Networks with element-wise projections, followed by
the Attention Model (AM) of [Kool et al.|(2019), based on transformers (Vaswani et al., 2017)). Since
then, numerous AM variants have been proposed (Kwon et al., [2020; Xin et al., 2020; |Kim et al.,
2021 Xin et al., 20215 [Kwon et al., 2021} |Hottung et al.,|2025). For instance, Kwon et al.| (2020)
introduced POMO, an attention-based model that incorporates a more robust learning and inference
strategy grounded in multiple optimal policies. In addition, graph neural network approaches have
been explored, notably graph embeddings (Khalil et al., 2017), attention networks (Deudon et al.,
2018)), and convolutional networks (Joshi et al., 2019) for the TSP.

Several approaches combine heuristic algorithms, such as local search (Papadimitriou & Steiglitz,
1998; |De Moura & Bjgrner, [2008)), with machine learning techniques to tackle routing problems.
For example, Chen & Tian|(2019);|Lu et al.[|(2019)) propose an RL-based improvement method that
iteratively selects a region of the solution and applies a local heuristic determined by a trainable policy.
To improve the generalization ability of constructive methods during inference, various strategies have
been introduced, such as Efficient Active Search (EAS) (Hottung et al.,|2022)) and Simulation-guided
Beam Search (SGBS) (Choo et al., 2022)). Notably, EAS builds on POMO by fine-tuning a subset of
model parameters at inference time using Gradient Descent, in contrast to Active Search (Bello et al.|
2017), which updates all model parameters. More recently, generalization-boosting methods have
also been explored (Gao et al., {2024} |Zhou et al., 2024).
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Among the latent space models designed to map discrete routing problems to continuous spaces,
Hottung et al.| (2021)) used a conditional variational autoencoder (CVAE) (Sohn et al., 2015)) that
maps solutions to a continuous latent space. However, their approach relies on supervised training,
which is hindered by the significant cost of acquiring high-quality labeled data. To overcome this
limitation, |Chalumeau et al.| (2023) proposed COMPASS, an RL-based approach that adapts a pre-
trained policy by learning the latent space. However, the latent space in COMPASS is independent
of the problem instances, similar to a GAN (Goodfellow et al., [2014)) without a discriminator. In
contrast, we introduce a latent space model that conditions the latent space on problem instances
and removes the need for a pre-trained policy. This approach can be interpreted as a VAE with a
modified encoder that conditions only on problem instances, rather than on both problem instances
and solutions. Furthermore, we propose an inference method based on MCMC and SA, rather than
using Differential Evolution (DE) (Storn & Price}, |1997) or Covariance Matrix Adaptation (CMA)
(Hansen & Ostermeier;, |2001), which were used in previous works on latent space models.

Markov Chain Monte Carlo. The Metropolis-Hastings algorithm (Metropolis et al.,|1953; Hastings),
1970) is one of the most widely used MCMC methods. Since its introduction, numerous variants
have been developed, including the Gibbs sampler (Geman & Geman, |1984) and Hamiltonian Monte
Carlo (Duane et al., [1987). These methods have been theoretically studied, particularly in terms of
geometric ergodicity, under well-established drift and minorization conditions (Meyn & Tweediel
1994; Baxendale), |2005)). A crucial factor influencing the performance of MCMC methods is the
choice of the proposal distribution, which significantly affects the convergence rate (Gelman et al.,
1997). Traditionally, tuning the proposal distribution relies on heuristics and manual adjustments.
To address this limitation, adaptive MCMC methods have been developed, where the proposal
distribution is adjusted dynamically based on previous samples (Haario et al.,[2001)). The ergodicity
of adaptive MCMC methods incorporating Stochastic Approximation (Robbins & Monro| [1951)) has
been studied by |Andrieu & Atchadé|(2007);|Andrieu & Moulines|(2006). Beyond adaptive MCMC,
time-inhomogeneous MCMC methods, which extend adaptive MCMC, have also been explored
(Andrieu et al.| 2001; Douc et al.| 2004). In our setting, both the proposal and target distributions
evolve dynamically, and existing results are therefore insufficient to establish convergence guarantees.
Indeed, prior analyses (Andrieu et al., 2001; Douc et al., 2004) focus on continuous spaces and rely
heavily on regularity assumptions, such as strict convexity and coercivity of the objective function,
which do not hold in our case. To address this gap, we introduce new results for time-inhomogeneous
MCMC methods, enabling us to derive convergence guarantees.

3 NOTATION AND BACKGROUND

3.1 NOTATION

In the following, for all distribution y (resp. probability density p) we write E,, (resp. [E;) the
expectation under p (resp. under p). We may also write E,.,, for the expectation under u. Given
a measurable space (X, X'), where X is a countably generated o-algebra, let F(X) denote the set of
all measurable functions defined on (X, X’). Let M(X) be the set of o-finite measures on (X, X),
and M;(X) C M(X) the probability measures. For all f € F(X) and p € M(X), we write u(f) =
J f(z)u(dz). For a Markov kernel P on (X, X) and € My (X), the composition pP is defined
as uP: X 3 A [ p(dz)P(z,dy)1a(y). For probability measures y and v defined on the same
measurable space, the Total Variation (TV) is defined as ||jt — v/||py, 1= sup gcx [#1(A) —v(A)|. The

Ly-norm of a random variable X is defined as || X ||, := (E[||X Hz])l/ ?. The Hadamard product
of two vectors v and v is denoted by u ® v. For a sequence (am)meN, and all u < v, we write

Ay = {@uy, ..., a,}. Table[3|provides a summary of the notations used throughout the paper for
ease of reference.

3.2 PROBLEM SETTING

In a Combinatorial Optimization problem, the objective is to determine the best assignment of discrete
variables that satisfies the constraints of the problem. Let x represent a given problem instance and
y denote a solution. An instance z = {x;}7_;, € X C R"*% consists of a set of n nodes, each
represented by a feature vector x; € R% , which encodes relevant information about the node. For a
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given instance z, we aim to find a solution y* that minimizes the associated cost function C"

y" € argmin C(y, z) , (1)
yeyY

where Y denotes the discrete set of all feasible solutions for the given problem z. This setting covers
problems such as the TSP, CVRP, Knapsack, and Job Scheduling. For instance, in TSP, x represents
the coordinates of all nodes and Y consists of all possible node permutations. In CVRP, x additionally
includes demands, and Y comprises all feasible routes satisfying the capacity constraints. In both
cases, the cost corresponds to the cumulative distance of the route. Further details on both problems
are provided in Appendix [A.T]

3.3 CONSTRUCTIVE NCO METHODS

Constructive NCO methods (Vinyals et al.l 20155 [Bello et al.l [2017; |[Nazari et al., |2018}; Kool
et al., [2019; Kwon et al., 2020) generate solutions sequentially using a stochastic policy py(y|z),
which defines the probability of selecting a solution y given a problem instance x. This policy is
parameterized by § € ©, where © is a parameter space, and factorized as:

T

po(ylz) = [ [ polyila, yr:—1) ,
t=1

with the convention pg(y1|z,y1.0) = pe(y1|x), where y; € {0,...,n} is the selected node at step ¢,
y1:.t—1 denotes the sequence of nodes selected up to step t — 1, and T is the total number of decoding
steps. Following Bello et al.|(2017)), writing IP,, the distribution of the problem instances, the policy
is trained via RL by minimizing an empirical estimate of the expected cost:

J(0> = EINPI,prg(.|I) [C(y7 .’[7)] :

where C'(y,z) denotes the tour cost. This objective is optimized using RL techniques, such as
REINFORCE (Williams), |1992)) or Actor-Critic methods (Konda & Tsitsiklis, |1999).

4 LATENT GUIDED SAMPLING

4.1 MODEL

The proposed model introduces a continuous latent search space for routing problems similar to
Hottung et al.|(2021)); |[Chalumeau et al.|(2023)), which can be efficiently explored by any continuous
optimization method at inference time. To achieve this, we model the target distribution that generates
a solution y given a problem instance x as a latent-variable model:

Po,s(ylz) = /P¢(Z|$)p9(y|x,z) dz .

The encoder py(z|z) maps the problem instance x to a continuous d.-dimensional latent represen-
tation z. The decoder pg(y|z, z) then generates a solution y conditioned on both z and x. Both the
encoder and decoder are parameterized by neural networks with learnable parameters ¢ € ® and
0 € O, respectively. The probability of the decoder generating a solution ¥ is then factorized as:

T
p@(y‘xa Z) = Hp9(yt|y1:t—1a Z, I) )
t=1
wherey; € {0,...,n} is the selected node at step ¢, and y;.;—1 denotes the sequence of nodes selected

up to step ¢ — 1. It is important to note that the encoder differs from the variational distribution
¢4 (z|z,y) (Kingma & Welling, [2014); it corresponds to a CVAE-Opt (Hottung et al.| 2021), which
requires labeled data for training.

Our encoder architecture follows the general structure of Kool et al.|(2019) but includes additional
layers to compute the parameters of the encoder distribution. To compute output probabilities, we use
a single decoder layer with multi-head attention to enable efficient inference. At step 0 < ¢ < T, for
all ¢ € {0, ...,n}, this layer computes the probability pg(y: = i|y1.+—1, x, z) while masking nodes
that lead to infeasible solutions. Details on the encoder and decoder are provided in Appendix
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Figure 1: Our Latent Model Architecture with the Gaussian Reparameterization Trick

4.2 TRAINING

During training, our objective is to minimize the cost C' while encouraging diversity in the generated
solutions to improve inference efficiency. To achieve this, we introduce an entropic regularization
term (Ziebart et al., 2008; Haarnoja et al., 2018)) controlled by a parameter 3. The training loss is
given by:
K
C(@, (;5,1’) = ZE2k~p¢('\x) [Ey’“fvpg(ﬁx,zk) [wkc(ykax)] + 67{(}79( | T, Zk))] . 2

k=1

where H(po(+|z, z)) denotes the entropy of the conditional decoder distribution pg(y|z, z). The
loss in (2) can be interpreted as a cost-weighted extension of Maximum Entropy RL (Ziebart et al.
2008), with weights w* = exp(—C(y*, z)/7) acting as importance factors that emphasize low-cost
solutions. This formulation is inspired by IWAE (Burda et al.||2016)) and the “best-of-many” objective
(Bhattacharyya et al.| [2018)), interpolating between uniform weighting (large 7) that encourages
exploration and near-greedy weighting (small 7) that prioritizes exploitation. In practice, 7 is
gradually decreased to encourage broad exploration early on, followed by concentration on promising
regions of the latent space. A more detailed derivation and the complete training procedure are
provided in Appendix [A.3]

4.3 INFERENCE

Any search procedure strategy can be used at inference time to find the best solution while keeping the
computational cost manageable. Possible approaches include evolutionary algorithms such as DE and
CMA-ES, as well as learnable methods like Active Search (Bello et al., 2017) and Efficient Active
Search (Hottung et al.,|[2022)). We formulate inference as a sampling problem: given an instance z,
and the learned encoder and decoder parameters 6 and ¢, our goal is to sample from the distribution:

mo(y|z) o /Wg(z,y|ac)dz, where (2, y|z) o py(2|2)pe(y|2, x)e AW 3)

We omit the explicit dependence on ¢ since py serves as a prior over latent variables. To favor lower-
cost solutions, we introduce the reweighting factor exp(—AC(y, x)), where A controls the trade-off
between likelihood and cost. However, incorporating this reweighting renders the distribution in
intractable to sample from directly. While methods such as MCMC (Hastings| [1970) can be used to
approximate it, they are often inefficient in practice. To address this challenge, we propose Latent
Guided Sampling (LGS), a novel inference method designed for latent space models. LGS constructs
sequences of latent samples and corresponding solutions by running multiple interacting Markov
Chains to encourage better exploration, while simultaneously updating the model parameters 6 via
Stochastic Approximation to minimize the following test objective:

Etest(g; CL’) = IE:‘n'g(~|36) [C(ya .’E)] . “)

Since the solution quality depends on the trained parameters, it is natural to iteratively update 6. In
contrast, the encoder parameters ¢ are kept fixed to avoid the high computational cost associated with
backpropagating through them. The gradient is estimated using previously sampled latent variables:
1K
H@ (xv{(zk7yk)}£{:l) = ? (C(ykvm) _b(x)) VG Ingﬁ(yk|xvzk) ) (5)
k=1
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where b(x), defined in @]), serves as a baseline to reduce the variance. The proposed method is
detailed in Algorithm I} The value of K should be selected to balance stability (reducing variance in
gradient estimates), effective exploration of the latent space, and computational efficiency. Although
standard gradient updates are used in Algorithm[I] any other optimizer such as Adam (Kingma & Ba,
2015) could be used. In the next section, we establish that the sequence generated by our algorithm
forms a Markov Chain and converges to the target distribution, depending on the optimality of 6.

Algorithm 1 Latent Guided Sampling

1: Input: Problem instance x, pretrained encoder pg, pretrained decoder pg,, proposal distribution
q, number of particles K, number of iterations M, cost function C, and temperature A.

2: Initialize:
3: Sample initial particles: z5 ~ py(-|z) forallk = 1,..., K.
4: form=20,1,..., M —1do
5: Propagate new particles: 2% | ~ q(+|zp,) forallk =1,..., K.
6: Generate candidate solutions: y,’“nJrl ~ Do, ('|57kﬁ+17 x)forallk=1,..., K.
7: Compute acceptance probabilities:
b p¢>(5k +1]7) AC(yF C(yk
Cppp1 = min 17 mk X e ( (ym*l’m)_ () .
Po(7m[2)
8: Accept zifﬁ_l = 2,’fn+1 with probability aqu, otherwise zfjﬂ_l =zF forallk=1,... K.
9:  Compute the gradient estimate Hy,, (z,{ (25,11, y% 1) i) using ().
10 Update parameters: 0,41 = 0, — ym41Ho,, (@, {(25 1, yk 1) o).
11: end for

5 THEORETICAL RESULTS

Let Z C R% be the latent space and Y the solution space. In this section, we present theoretical
results on our inference method described in Algorithm [I]

5.1 CONVERGENCE ANALYSIS FOR FIXED 6

We first analyze convergence in the absence of the Stochastic Approximation step, that is, without
updating the parameter 6 (line 10 in Algorithm [I)). Specifically, we show that the sequences gener-
ated by our algorithm form a Markov Chain and exhibit geometric convergence to the joint target
distribution defined in (3).

Proposition 5.1. The sequence {(Z,,,Y,,) : m € N} generated by Algorithm[l|for a fixed parameter
0 forms a Markov Chain with transition kernel Py.

The explicit expression for Py is provided in Proposition|[C.1] Consider the following assumptions.

Assumption 1. The cost function C' is bounded. For all ¢ € ®, the encoder distribution pg is
positive. Furthermore, the decoder probability satisfies for all 1 < ¢ < T, and all (y1.t—1,x, 2),
po(y: = i|y1:t—1,, z) > 0 for all feasible nodes 7 € {0,...,n}.

Since Y is discrete, the boundedness of C' is a natural assumption, analogous to bounded rewards
in RL (Fallah et al., 2021). A Gaussian choice for py is standard, enabling the reparameterization
trick (Kingma & Welling}, 2014) for efficient gradient backpropagation. To ensure positivity of the
decoder, a common approach is to use a softmax function in the final layer of the neural network,
which is a standard practice in most architectures.

Assumption 2. The proposal density g is positive and symmetric.

Assumption [2 on the proposal density ¢ is commonly used in various sampling-based methods, such
as Importance Sampling and MCMC (Douc et al.,2004). It holds for a wide range of distributions,
including Gaussian, Laplace, and Uniform.

Theorem 5.2. Let Assumptions|l|and 2| hold. Then, the Markov kernel Py admits a unique invariant
probability measure my, defined in (B). There exist constants py, pa € (0,1) and k1, k2 € Ry such
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that forall p € M1(Z xY), 8 € ©, and m € N,

|uPg" — mollrv < k1py"  and ||pPy" — mol|lL, < K2ps'||p — mollL, -

Theorem shows that the Markov Chain generated by our algorithm with a fixed € converges
geometrically to the joint target distribution in both Total Variation and Lo-distance. Specifically,
when the initial distribution is p = pgpy, the theorem guarantees rapid mixing of the Markov Chain,
provided that the model is well-trained.

5.2 CONVERGENCE ANALYSIS FOR ADAPTIVE 6

Incorporating SA steps introduce a time-inhomogeneous Markov Chain, where both the Markov
kernel and the target distribution evolve dynamically. While only a few results are available in this
setting (Douc et al.| 2004), we establish new convergence results for time-inhomogeneous Markov
Chains under assumptions adapted to our setting, without relying on strict convexity or coercivity
of the cost function C'. For simplicity, we only present the results relating to our setting here; more
general results are provided in Appendix[D.T] To analyze the convergence, we introduce the following
additional assumptions.

Assumption 3. There exists L € F(X X Z x Y) such that forallz € X,y € Y,z € Zand § € O,

IVologpe(ylz, )| < L(z,y, 2) -

Assumption [3|is commonly used in the analysis of convergence rates of policies (Papini et al., 2018},
Surendran et al., [2025)). In Adaptive MCMC, the Lipschitz condition is often applied to the Markov
kernel rather than the target distribution (Andrieu & Atchadé, 2007 |/Andrieu & Moulines| [2006]).
However, since here both the kernel and the target distribution evolve dynamically, this Lipschitz
condition with respect to the target distribution is more appropriate.

Assumption 4. There exists 6, € O and a positive sequence (am)meN, with a,, — 0as m — oo
such that

10m — 900||i2 = O(am) -

Notably, we do not require 6, to be a unique minimizer; it can simply be a critical point, which is
often the case when the objective function in inference is non-convex. With additional regularity
assumptions on the objective, this condition can be verified (see Appendix D.3).

Theorem 5.3. Let Assumptions|l|- W\ hold. Then, there exist a constant p € (0, 1) and a positive
sequence (by,),,cn such that for all p € My(Z x Y), and m € N,

m—1

Bl Po — o] =O(#7+ X it an)

J=m—bm
Furthermore, if limsup,, _, .. (b} + by /m + by ym) = 0, then:

E([||[nPs, -+ Po,, — o, |lpy] —— 0.

m— o0

Theorem [5.3] establishes that the time-inhomogeneous Markov Chain generated by our algorithm
converges to the joint target distribution 7g__ . The bound in Theorem[5.3|has three key components:
(7) the mixing error, which reflects how well the Markov Chain mixes from an arbitrary initial
distribution; (#¢) the tracking error, which quantifies how much the stationary distribution shifts over
time due to changes in the parameters; and (4¢4) the optimization error, which measures the difference
between the current parameters and their limiting value 6. These terms are interdependent: choosing
a larger b,,, accelerates the convergence of the mixing error but may slow the convergence of the
parameters, while the step size sequence vy, affects the convergence rate of the parameters a,,,. If
lim sup,, o (b + bim/m + by ¥ ) = 0, the expected total variation distance between the Markov
Chain and the target distribution tends to zero as m — oo, ensuring convergence. If v,, = m™7,
then choosing b, = | —ylog(m)/log(p)] yields a convergence rate of O (m~7logm + a,).
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6 EXPERIMENTS

In this section, we illustrate our method using two classic CO problems: the TSP and the CVRP. We
evaluate performance using benchmark datasets from the literature (Hottung et al., 2021)), consisting
of 1,000 instances drawn from a training distribution—100 nodes uniformly sampled within the unit
square. To evaluate generalization, we also test on two out-of-distribution datasets with larger sizes
of 125 and 150 nodes. All experiments were conducted on a GPU cluster using a single NVIDIA
RTX 6000 GPU. Details of the training and inference setup are provided in Appendix [} In our
experiments, we perform SA steps at selected intervals, rather than at every iteration, to reduce the
computational cost and enable more extensive exploration of the latent space (see Appendix [F.2).

Baselines. We compare our model to a range of state-of-the-art learning-based NCO methods and
industrial solvers. These include Concorde (Applegate et al., 2006), an exact solver specialized for
the TSP, LKH3 (Helsgaunl [2017), a leading solver for CO problems, and Google OR-Tools (Perron &
Furnon, [2019), a widely used suite of optimization tools. Among the NCO methods, we evaluate our
approach against POMO (Kwon et al., 2020), CVAE-Opt (Hottung et al., 2021), EAS (Hottung et al.,
2022), COMPASS (Chalumeau et al., 2023)), ELG (Gao et al.,[2024), and CNF (Zhou et al., 2024).

Table 1: Experimental results on TSP and CVRP without the augmentation trick. “Obj.” denotes the
average total travel distance, and “Time” indicates the total runtime for solving 1000 instances.

Training distribution Generalization
n=100 n =125 n=150
Method Ob;j. Gap Time Ob;. Gap Time Ob;. Gap Time
Concorde 7.752 0.00% &M 8.583 0.00% 12M 9.346 0.00% 17M
LKH3 7.752 0.00% 47M 8.583 0.00% 73M 9.346 0.00% 99M
POMO (greedy) 7.785 0.429% <IM 8.640 0.664% <IM 9.442 1.022% <IM
o, POMO (sampling) 7.772 0.261% 10M 8.595 0.140% 50M 9.377 0.327% 1H30
£ CVAE-Opt 7.779 0.348% 15H 8.646 0.736% 21H 9.482 1.454% 30H
EAS 7.767 0.197% 20M 8.607 0.280% 30M 9.387 0.434% 40M
COMPASS 7.753 0.014% 20M 8.586 0.035% 30M 9.358 0.128% 40M
ELG 7.783 0.399% 20M 8.634 0.594% 30M 9.427 0.867% 40M
CNF 7.766 0.181% 20M 8.607 0.279% 30M 9.394 0.514% 40M
LGS-Net (ours) 7.752 0.002% 20M 8.584 0.012% 30M 9.354 0.081% 40M
LKH3 15.54 0.00% 17H 17.50 0.00% 19H 19.22 0.00% 20H
OR Tools 17.084 9.936% 38M 18.036 3.063% 64M 21.209  10.349% 73M
POMO (greedy) 15.740 1.287% <IM  17.905 2.314% <IM  19.882 3.444% <IM
& POMO (sampling)  15.633 0.598% 10M 17.687 1.069% 12M 19.597 1.961% 17M
>  CVAE-Opt 15.752 1.364% 32H 17.864 2.080% 36H 19.843 3.240% 46H
©  EAS 15.563 0.148% 40M 17.541 0.234% IH 19.319 0.515% 1H30
COMPASS 15.561 0.135% 40M 17.546 0.263% 1H 19.358 0.718% 1H30
ELG 15.736 1.261% 40M 17.729 1.308% 1H 19.516 1.540% 1H30
CNF 15.591 0.328% 40M 17.682 1.040% 1H 19.998 4.047% 1H30
LGS-Net (ours) 15.524  -0.102% 40M 17.496  -0.022% 1H 19.286  0.343% 1H30

The average performance of each method on TSP and CVRP, where the gap to the best known
solution is defined in (I6), is reported in Table [} while the results with the augmentation trick of
Kwon et al.| (2020) are presented in Tables @ and [5] Overall, our approach achieves state-of-the-
art performance across most settings. For the TSP, our method produces near-optimal solutions
and consistently reaches optimality when the augmentation trick is applied (Table [)), while also
outperforming other methods on out-of-distribution instances. Latent-space models trained via RL
(ours and COMPASS) outperform other baselines, highlighting the effectiveness of learned latent
representations for capturing solution diversity. Importantly, our method surpasses COMPASS in all
TSP settings. Although EAS achieves reasonable performance, it is considerably more expensive due
to gradient computations at each iteration. For the CVRP, our model again outperforms all baselines,
including both COMPASS and EAS. Furthermore, our method also surpasses LKH3 on instances
with n = 100 and n = 125, and remains the only learning-based model that outperforms LKH3.

Our method also consistently outperforms both generalization-boosting methods (ELG, CNF) on TSP
and CVRP. While each improves upon POMO, both still fall short of our approach. Their benefits are
more pronounced under the stricter inference budgets of their original works; with our slightly larger
budget, their advantage diminishes. In summary, our method achieves the best results across all TSP
and CVRP settings and remains the top performer. While COMPASS is the closest competitor for
TSP, EAS performs more strongly than COMPASS on CVRP, but still falls short of our method.
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Table 2: Comparison of different inference meth- _ — sampling
ods with our model on CVRP with n = 100 g 1o Tuterebring 1OME
E 0.8 ==-LGS
Method Obj. Gap 5064
Sampling 15652 0.721% é 041
DE 15561 0.135% .
CMA-ES 15582 0271% g
EAS 15685  0.933% % 001
Adam 15632 0.592%
SGLD 15607  0.431% ; 2 o o s 100
Single MCMC 15.649 0.701% Relative computational budget (%)
Parallel MCMC (ours) 15557 0.109% . .
Interacting MCMC (ours) 15535 -0.032% Figure 2: Performance of sampling-based meth-
LGS (ours) 15524 -0.102% ods on CVRP with n = 100, with bold lines

indicating the mean over 10 inference runs

Table 2 and Figure [2] present the results of ablation studies, focusing on the comparison of different
inference methods with our model on CVRP instances with n = 100 for a fixed time. Among
the methods evaluated, Parallel MCMC, Interacting MCMC, and LGS consistently outperform
other techniques, particularly DE and CMA-ES, which are commonly used inference methods in
continuous spaces. In contrast, Single MCMC struggles due to limited exploration, leading to poor
performance. Surprisingly, even gradient-based approaches such as Stochastic Gradient Langevin
Dynamics (SGLD) and Adam perform poorly, as the high cost of gradient computations limits
their effectiveness. EAS also underperforms, as the initial particles are insufficiently effective, and
adjusting the parameters does not significantly improve the solution. This highlights the critical
importance of particle propagation and parameter learning in improving solution quality. Notably,
our method is the only one with negative gaps, yielding lower-cost solutions than LKH3 on CVRP.

Additionally, the “Sampling” method corre-
sponds to direct sampling from the distribution
defined in (3), without the reweighting factor
exp(—AC(y, z)). Figure[2]highlights the advan-
tage of incorporating this reweighting factor: the
blue curve shows sampling without this factor,
whereas the green curve shows sampling with
this factor using parallel MCMC but with no
learning or interaction between chains. Adding
interaction and learning yields notable further }
improvements. FigureElfurther illustrates how ° Latent Dimension 1

our method explores the continuous latent space

to discover high-quality solutions. While in- Figure 3: Visualization of the 2-dimensional latent
teracting MCMC benefits from faster mixing Space (d- = 2) learned by our model on a problem
(Theorem@, it is nevertheless outperformed instance. The plotted path illustrates the search
by LGS, which achieves better cost convergence trajectory leading to the best-found solution.
despite potentially slower mixing (Theorem[5.3).

This contrast highlights the importance of updating 6 during inference: without the SA step, interact-
ing MCMC may converge to samples from a possibly inaccurate distribution, resulting in suboptimal
solutions. Nonetheless, interacting MCMC remains competitive due to the mitigating effect of the
reweighting factor.

159

Latent Dimension 2
Cost.

7 CONCLUSION

This paper introduces LGS-Net, a novel latent space model for Neural Combinatorial Optimization
that conditions directly on problem instances, thereby removing the need for labeled data and
pretrained policies. We further propose a guided inference method that generates sequences of latent
samples and corresponding solutions based on MCMC and SA. We establish that the iterates of our
method form a time-inhomogeneous Markov Chain, with theoretical convergence guarantees. We
evaluate our approach on TSP and CVRP, setting a new benchmark for learning-based NCO methods,
both with and without domain-specific augmentations. A promising direction for future work is to
explore how frequently the parameters of the target distribution should be updated to balance between
optimal convergence rate and computational efficiency.



Under review as a conference paper at ICLR 2026

REFERENCES

Jinwon An and Sungzoon Cho. Variational autoencoder based anomaly detection using reconstruction
probability. Special lecture on IE, 2(1):1-18, 2015.

Christophe Andrieu and Yves F. Atchadé. On the efficiency of adaptive mcmc algorithms. Electronic
Communications in Probability, 12:336-349, 2007.

Christophe Andrieu and Eric Moulines. On the ergodicity properties of some adaptive mcmc
algorithms. The Annals of Applied Probability, 16(3):1462—1505, 2006.

Christophe Andrieu, Laird A Breyer, and Arnaud Doucet. Convergence of simulated annealing using
foster-lyapunov criteria. Journal of Applied Probability, 38(4):975-994, 2001.

David Applegate, Ribert Bixby, Vasek Chvatal, and William Cook. Concorde TSP solver, 2006.

Peter H. Baxendale. Renewal theory and computable convergence rates for geometrically ergodic
markov chains. The Annals of Applied Probability, 15:700-738, 2005.

Irwan Bello, Hieu Pham, Quoc V. Le, Mohammad Norouzi, and Samy Bengio. Neural combi-
natorial optimization with reinforcement learning. In International Conference on Learning
Representations, Workshop Track, 2017.

Yoshua Bengio, Salem Lahlou, Tristan Deleu, Edward J Hu, Mo Tiwari, and Emmanuel Bengio.
Gflownet foundations. Journal of Machine Learning Research, 24(210):1-55, 2023.

Apratim Bhattacharyya, Bernt Schiele, and Mario Fritz. Accurate and diverse sampling of sequences
based on a “best of many” sample objective. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 8485-8493, 2018.

Samuel Bowman, Luke Vilnis, Oriol Vinyals, Andrew Dai, Rafal Jozefowicz, and Samy Bengio.
Generating sentences from a continuous space. In Proceedings of the 20th SIGNLL conference on
computational natural language learning, pp. 10-21, 2016.

Cameron B Browne, Edward Powley, Daniel Whitehouse, Simon M Lucas, Peter I Cowling, Philipp
Rohlfshagen, Stephen Tavener, Diego Perez, Spyridon Samothrakis, and Simon Colton. A survey
of monte carlo tree search methods. IEEE Transactions on Computational Intelligence and Al in
games, 4(1):1-43, 2012.

Yuri Burda, Roger Grosse, and Ruslan Salakhutdinov. Importance weighted autoencoders. In
International Conference on Learning Representations, 2016.

Felix Chalumeau, Shikha Surana, Clément Bonnet, Nathan Grinsztajn, Arnu Pretorius, Alexandre
Laterre, and Tom Barrett. Combinatorial optimization with policy adaptation using latent space
search. In Advances in Neural Information Processing Systems, volume 36, pp. 7947-7959, 2023.

Xinyun Chen and Yuandong Tian. Learning to perform local rewriting for combinatorial optimization.
In Advances in Neural Information Processing Systems, volume 32, 2019.

Jinho Choo, Yeong-Dae Kwon, Jihoon Kim, Jeongwoo Jae, André Hottung, Kevin Tierney, and
Youngjune Gwon. Simulation-guided beam search for neural combinatorial optimization. In
Advances in Neural Information Processing Systems, volume 35, pp. 8760-8772, 2022.

Leonardo De Moura and Nikolaj Bjgrner. Z3: An efficient smt solver. In International conference on
Tools and Algorithms for the Construction and Analysis of Systems, pp. 337-340. Springer, 2008.

Michel Deudon, Pierre Cournut, Alexandre Lacoste, Yossiri Adulyasak, and Louis-Martin Rousseau.
Learning heuristics for the tsp by policy gradient. In International conference on the integration of
constraint programming, artificial intelligence, and operations research, pp. 170-181. Springer,
2018.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep
bidirectional transformers for language understanding. In Proceedings of the 2019 conference of
the North American chapter of the association for computational linguistics: human language
technologies, volume 1 (long and short papers), pp. 4171-4186, 2019.

10



Under review as a conference paper at ICLR 2026

Alexandre Dolgui, Dmitry Ivanov, Suresh P Sethi, and Boris Sokolov. Scheduling in production,
supply chain and industry 4.0 systems by optimal control: fundamentals, state-of-the-art and
applications. International journal of production research, 57(2):411-432, 2019.

Randal Douc, Eric Moulines, and Jeffrey S Rosenthal. Quantitative bounds on convergence of
time-inhomogeneous markov chains. The Annals of Applied Probability, pp. 1643—-1665, 2004.

Randal Douc, Eric Moulines, Pierre Priouret, Philippe Soulier, Randal Douc, Eric Moulines, Pierre
Priouret, and Philippe Soulier. Markov chains: Basic definitions. Springer, 2018.

Simon Duane, Anthony D Kennedy, Brian J Pendleton, and Duncan Roweth. Hybrid monte carlo.
Physics letters B, 195(2):216-222, 1987.

Alireza Fallah, Kristian Georgiev, Aryan Mokhtari, and Asuman Ozdaglar. On the convergence theory
of debiased model-agnostic meta-reinforcement learning. In Advances in Neural Information
Processing Systems, volume 34, pp. 3096-3107, 2021.

Ying Fan, Olivia Watkins, Yuqing Du, Hao Liu, Moonkyung Ryu, Craig Boutilier, Pieter Abbeel,
Mohammad Ghavamzadeh, Kangwook Lee, and Kimin Lee. Dpok: Reinforcement learning for
fine-tuning text-to-image diffusion models. In Advances in Neural Information Processing Systems,
volume 36, pp. 79858-79885, 2023.

Zhang-Hua Fu, Kai-Bin Qiu, and Hongyuan Zha. Generalize a small pre-trained model to arbitrarily
large tsp instances. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 35,
pp. 7474-7482, 2021.

Chengrui Gao, Haopu Shang, Ke Xue, Dong Li, and Chao Qian. Towards generalizable neural solvers
for vehicle routing problems via ensemble with transferrable local policy. In International Joint
Conference on Artificial Intelligence, 2024.

Andrew Gelman, Walter R Gilks, and Gareth O Roberts. Weak convergence and optimal scaling of
random walk metropolis algorithms. The Annals of Applied Probability, 7(1):110-120, 1997.

Stuart Geman and Donald Geman. Stochastic relaxation, gibbs distributions, and the bayesian
restoration of images. IEEE Transactions on pattern analysis and machine intelligence, (6):
721-741, 1984.

Fred Glover. Tabu search—part I. ORSA Journal on computing, 1(3):190-206, 1989.

Rafael Gomez-Bombarelli, Jennifer N Wei, David Duvenaud, José Miguel Hernandez-Lobato,
Benjamin Sanchez-Lengeling, Dennis Sheberla, Jorge Aguilera-Iparraguirre, Timothy D Hirzel,
Ryan P Adams, and Aldn Aspuru-Guzik. Automatic chemical design using a data-driven continuous
representation of molecules. ACS central science, 4(2):268-276, 2018.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in Neural
Information Processing Systems, volume 27, 2014.

Nathan Grinsztajn, Daniel Furelos-Blanco, Shikha Surana, Clément Bonnet, and Tom Barrett. Winner
takes it all: Training performant rl populations for combinatorial optimization. In Advances in
Neural Information Processing Systems, volume 36, pp. 48485-48509, 2023.

Heikki Haario, Eero Saksman, and Johanna Tamminen. An adaptive metropolis algorithm. Bernoulli,
7(2):223-242, 2001.

Tuomas Haarnoja, Aurick Zhou, Pieter Abbeel, and Sergey Levine. Soft actor-critic: Off-policy
maximum entropy deep reinforcement learning with a stochastic actor. In International Conference
on Machine Learning, pp. 1861-1870. PMLR, 2018.

Nikolaus Hansen and Andreas Ostermeier. Completely derandomized self-adaptation in evolution
strategies. Evolutionary computation, 9(2):159-195, 2001.

W. K. Hastings. Monte carlo sampling methods using markov chains and their applications.
Biometrika, 1970.

11



Under review as a conference paper at ICLR 2026

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770-778, 2016.

Keld Helsgaun. An extension of the lin-kernighan-helsgaun tsp solver for constrained traveling
salesman and vehicle routing problems. Roskilde: Roskilde University, 12:966-980, 2017.

John J Hopfield and David W Tank. “neural” computation of decisions in optimization problems.
Biological cybernetics, 52(3):141-152, 1985.

André Hottung and Kevin Tierney. Neural large neighborhood search for the capacitated vehicle
routing problem. In ECAI 2020, pp. 443—-450. IOS Press, 2020.

André Hottung, Bhanu Bhandari, and Kevin Tierney. Learning a latent search space for routing
problems using variational autoencoders. In International Conference on Learning Representations,
2021.

André Hottung, Yeong-Dae Kwon, and Kevin Tierney. Efficient active search for combinatorial
optimization problems. In International Conference on Learning Representations, 2022.

André Hottung, Mridul Mahajan, and Kevin Tierney. Polynet: Learning diverse solution strategies
for neural combinatorial optimization. In International Conference on Learning Representations,

2025.

Xun Huang and Serge Belongie. Arbitrary style transfer in real-time with adaptive instance normal-
ization. In Proceedings of the IEEE International Conference on Computer Vision, pp. 1501-1510,
2017.

Chaitanya K Joshi, Thomas Laurent, and Xavier Bresson. An efficient graph convolutional network
technique for the travelling salesman problem. arXiv preprint arXiv:1906.01227, 2019.

Chaitanya K Joshi, Quentin Cappart, Louis-Martin Rousseau, and Thomas Laurent. Learning the
travelling salesperson problem requires rethinking generalization. Constraints, 27(1):70-98, 2022.

Belhal Karimi, Blazej Miasojedow, Eric Moulines, and Hoi-To Wai. Non-asymptotic analysis of
biased stochastic approximation scheme. In Conference on Learning Theory, pp. 1944-1974.
PMLR, 2019.

Elias Khalil, Hanjun Dai, Yuyu Zhang, Bistra Dilkina, and Le Song. Learning combinatorial
optimization algorithms over graphs. In Advances in Neural Information Processing Systems,
volume 30, 2017.

Minsu Kim, Jinkyoo Park, et al. Learning collaborative policies to solve np-hard routing problems.
In Advances in Neural Information Processing Systems, volume 34, pp. 10418-10430, 2021.

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In International
Conference on Learning Representations, 2015.

Diederik P Kingma and Max Welling. Auto-encoding variational bayes. In International Conference
on Learning Representations, 2014.

Scott Kirkpatrick, C Daniel Gelatt Jr, and Mario P Vecchi. Optimization by simulated annealing.
science, 220(4598):671-680, 1983.

Vijay Konda and John Tsitsiklis. Actor-critic algorithms. In Advances in Neural Information
Processing Systems, volume 12, 1999.

Wouter Kool, Herke Van Hoof, and Max Welling. Attention, learn to solve routing problems! In
International Conference on Learning Representations, 2019.

Wouter Kool, Herke van Hoof, Joaquim Gromicho, and Max Welling. Deep policy dynamic pro-
gramming for vehicle routing problems. In International conference on integration of constraint
programming, artificial intelligence, and operations research, pp. 190-213. Springer, 2022.

12



Under review as a conference paper at ICLR 2026

Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep con-

volutional neural networks. In Advances in Neural Information Processing Systems, volume 25,
2012.

Yeong-Dae Kwon, Jinho Choo, Byoungjip Kim, Iljoo Yoon, Youngjune Gwon, and Seungjai Min.
Pomo: Policy optimization with multiple optima for reinforcement learning. In Advances in Neural
Information Processing Systems, volume 33, pp. 21188-21198, 2020.

Yeong-Dae Kwon, Jinho Choo, Iljoo Yoon, Minah Park, Duwon Park, and Youngjune Gwon. Matrix
encoding networks for neural combinatorial optimization. In Advances in Neural Information
Processing Systems, volume 34, pp. 5138-5149, 2021.

Ruiwu Liu, Xiaocen Li, and Kit S Lam. Combinatorial chemistry in drug discovery. Current opinion
in chemical biology, 38:117-126, 2017.

Hao Lu, Xingwen Zhang, and Shuang Yang. A learning-based iterative method for solving vehicle
routing problems. In International Conference on Learning Representations, 2019.

Nicholas Metropolis, Arianna W Rosenbluth, Marshall N Rosenbluth, Augusta H Teller, and Edward
Teller. Equation of state calculations by fast computing machines. The journal of chemical physics,
21(6):1087-1092, 1953.

Sean P Meyn and Richard L Tweedie. Markov chains and stochastic stability. Springer Science &
Business Media, 2012.

Sean P Meyn and Robert L Tweedie. Computable bounds for geometric convergence rates of markov
chains. The Annals of Applied Probability, pp. 981-1011, 1994.

Nenad Mladenovi¢ and Pierre Hansen. Variable neighborhood search. Computers & operations
research, 24(11):1097-1100, 1997.

Mohammadreza Nazari, Afshin Oroojlooy, Lawrence Snyder, and Martin Takdc. Reinforcement
learning for solving the vehicle routing problem. In Advances in Neural Information Processing
Systems, volume 31, 2018.

Christos H Papadimitriou and Kenneth Steiglitz. Combinatorial optimization: algorithms and
complexity. Courier Corporation, 1998.

Matteo Papini, Damiano Binaghi, Giuseppe Canonaco, Matteo Pirotta, and Marcello Restelli. Stochas-

tic variance-reduced policy gradient. In International Conference on Machine Learning, pp.
4026-4035. PMLR, 2018.

Laurent Perron and Vincent Furnon. OR-Tools. https://developers.google.com/
optimization/, 2019.

Herbert Robbins and Sutton Monro. A stochastic approximation method. The Annals of Mathematical
Statistics, pp. 400-407, 1951.

Gareth Roberts and Jeffrey Rosenthal. Geometric ergodicity and hybrid markov chains. Electronic
Communications in Probability, 2(2):13-25, 1997.

Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Bjorn Ommer. High-
resolution image synthesis with latent diffusion models. In Proceedings of the IEEE/CVF confer-
ence on computer vision and pattern recognition, pp. 10684—10695, 2022.

Kihyuk Sohn, Honglak Lee, and Xinchen Yan. Learning structured output representation using deep
conditional generative models. In Advances in Neural Information Processing Systems, volume 28,
2015.

Volker Steinbiss, Bach-Hiep Tran, and Hermann Ney. Improvements in beam search. In ICSLP,
volume 94, pp. 2143-2146, 1994.

Rainer Storn and Kenneth Price. Differential evolution—a simple and efficient heuristic for global
optimization over continuous spaces. Journal of global optimization, 11:341-359, 1997.

13


https://developers.google.com/optimization/
https://developers.google.com/optimization/

Under review as a conference paper at ICLR 2026

Sobihan Surendran, Adeline Fermanian, Antoine Godichon-Baggioni, and Sylvain Le Corff. Non-
asymptotic analysis of biased adaptive stochastic approximation. In Advances in Neural Information
Processing Systems, volume 37, pp. 1289712943, 2024.

Sobihan Surendran, Antoine Godichon-Baggioni, and Sylvain Le Corff. Theoretical convergence
guarantees for variational autoencoders. In The 28th International Conference on Artificial
Intelligence and Statistics, 2025.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. Sequence to sequence learning with neural networks.
In Advances in Neural Information Processing Systems, volume 27, 2014.

Masatoshi Uehara, Yulai Zhao, Tommaso Biancalani, and Sergey Levine. Understanding rein-
forcement learning-based fine-tuning of diffusion models: A tutorial and review. arXiv preprint
arXiv:2407.13734, 2024.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Fukasz
Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in Neural Information
Processing Systems, volume 30, 2017.

Siddarth Venkatraman, Moksh Jain, Luca Scimeca, Minsu Kim, Marcin Sendera, Mohsin Hasan, Luke
Rowe, Sarthak Mittal, Pablo Lemos, Emmanuel Bengio, et al. Amortizing intractable inference in
diffusion models for vision, language, and control. In Advances in Neural Information Processing
Systems, volume 37, pp. 76080-76114, 2024.

Matthew Veres and Medhat Moussa. Deep learning for intelligent transportation systems: A survey
of emerging trends. IEEE Transactions on Intelligent transportation systems, 21(8):3152-3168,
2019.

Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly. Pointer networks. In Advances in Neural
Information Processing Systems, volume 28, 2015.

Ronald J Williams. Simple statistical gradient-following algorithms for connectionist reinforcement
learning. Machine learning, 8:229-256, 1992.

Liang Xin, Wen Song, Zhiguang Cao, and Jie Zhang. Step-wise deep learning models for solving
routing problems. IEEE Transactions on Industrial Informatics, 17(7):4861-4871, 2020.

Liang Xin, Wen Song, Zhiguang Cao, and Jie Zhang. Multi-decoder attention model with embedding
glimpse for solving vehicle routing problems. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 35, pp. 12042-12049, 2021.

Ni Zhang, Jingfeng Yang, Zhiguang Cao, and Xu Chi. Adversarial generative flow network for
solving vehicle routing problems. In International Conference on Learning Representations, 2025.

Jianan Zhou, Yaoxin Wu, Zhiguang Cao, Wen Song, Jie Zhang, and Zhiqi Shen. Collaboration!
towards robust neural methods for routing problems. In Advances in Neural Information Processing
Systems, volume 37, pp. 121731-121764, 2024.

Brian D Ziebart, Andrew L Maas, J Andrew Bagnell, Anind K Dey, et al. Maximum entropy inverse
reinforcement learning. In Aaai, volume 8, pp. 1433—1438. Chicago, IL, USA, 2008.

14



Under review as a conference paper at ICLR 2026

Supplementary Material for ‘“Latent Guided
Sampling for Combinatorial Optimization”

Table of Contents
A" Problem and Model Description| 16
[A.1 Problem Setting| . . . . ... ... ... 16
[A2 Model Architecture detailsl . . . . . . .« . . .o 17
...................................... 18
B T0fErencel. . - . - o v oo 20
(B Preliminaries on Markov Chainsl 21
|C Convergence Analysis for Fixed 6| 22
|C.1 Proof of Proposition|S.1} . . . . . ... ... ... .. o 22
C2 Proofof TheoremB32[for K =1 . . . . .. .. ... ... .. .. .. ..... 23
C.3 Extensionto /X > 1| . . . . . . ... .. L 25
D Convergence Analysis for Adaptive 6| 27
ID.1  Convergence Analysis of Time-Inhomogeneous MCMC algorithm with Stochastic |
[ Approxmmation Update] . . . . .. ... ... ... Lo 27
D.2 Proof of TheoremI3.3l . . . . . . . . . . . . .. ... 31
ID.3 Convergence Rate in Stochastic Approximation|. . . . . . . ... ... ..... 31
[E__Extensive Related Workl| 32
[ Additional Experiments| 33
[F.1 Training Details| . . . . . .. ... .. ... . ... 33
|[E2 " Inference Details and Additional Experiments| . . . .. ... ... ... .... 33

15



Under review as a conference paper at ICLR 2026

NOTATION

Table 3: Summary of notation used throughout the paper.
Object Description
r={x}, € XC R4 Problem instance

y=(y1, - ,yr) €Y CH{O0,--- ,n}T Solution
d

z€ZCR* Latent variable

(X, &) Problem instance space X with Borel o-algebra X = B(X)
(Y, ) Discrete solution space Y with the power set ) = P(Y)
(Z,2) Latent space Z with Borel o-algebra Z = B(Z)

P, Distribution over problem instances

pe(z|x) Encoder distribution

po(y|z, 2) Decoder distribution

C Cost function

n Number of nodes in the instance

t,T Decoding step index and horizon

m, M Inference step index and total iterations

k, K Particle index and total number of particles

B Batch size used during training

For a given batch of problem instances, we denote by x(;) the i-th input in a training batch. The
corresponding solution and latent variable samples are denoted by y@) and z@) respectively, where k

indexes multiple samples drawn for the same input z(;y. During inference, we denote by yk and 2F
the solution and latent variable of the k-th particle at the m-th inference iteration.

A PROBLEM AND MODEL DESCRIPTION

A.1 PROBLEM SETTING

Traveling Salesman Problem (TSP). A TSP instance x = {x;}?_; consists of a set of n nodes,
where the feature x; corresponds to its coordinates c; € R2. The objective is to find a permutation
y = (Y1,--.,Yn) of the nodes, where y; € {1,...,n} and y; # y, for all t # t’, that minimizes the
total tour length:

n—1
C(y?$> = Z ||Iyi+1 = Ty, || + nyn - xy1|| ) (6)
i=1
where || - || denotes the Euclidean norm. Note that the number of decoder steps T" equals the number

of nodes n, i.e., T = n.

Capacitated Vehicle Routing Problem (CVRP). CVRP generalizes TSP by introducing a depot
(indexed as 0) and multiple routes, each starting and ending at the depot. Each customer i €
{1,...,n} has a demand d; > 0 and a location ¢; € R2, while the depot has dy = 0. A fleet of
vehicles, each with a capacity D > 0, serves the customers. The goal is to determine the minimum
number of vehicles and the corresponding routes, ensuring that each customer is visited exactly once
and that the total demand in each route does not exceed D: for any route 7,

Y di<D,

i€ER;

where I?; denotes the set of customers assigned to route j.
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A.2 MODEL ARCHITECTURE DETAILS

A.2.1 ENCODER

Given d,-dimensional input features x;, the encoder initially computes dj,-dimensional node embed-
dings B0 through a learned linear projection using parameters W and by:

WO = Wox; + b -

The embeddings are updated using L attention layers, each consisting of two sublayers: a multi-head
attention (MHA) layer followed by a node-wise fully connected feed-forward (FF) layer. Each
sublayer adds a skip connection (He et al.,2016) and instance normalization (InstanceNorm) (Huang

& Belongie, [2017)). Denoting hl(»l) as the node embeddings produced by layer [ € {1,..., L}, the
updates are defined as follows:

ﬁglﬂ) = InstanceNorm (hl(-l) + MHA (hgl), cee hgf))) )

hglﬂ) = InstanceNorm (le(-lH) + FF(EEZH))) .

Then, it computes an aggregated embedding ~(X) of the input graph as the mean of the final node

embeddings h,EL). Finally, the encoder generates a latent space vector using a reparameterization
trick:
ZZ/J¢($)+O’¢($)@€, ENN(O,Idz),
where the mean p(z) and log-variance log o (z)? of the conditional distribution py(z|z) are given
by:
py(z) = FF (B(L)) and  logo,(w)? =FF (B(L)) :

A.2.2 TSP DECODER

The context ¢; for the TSP decoder at time ¢ is derived by combining the latent vector z and the
output up to time ¢ — 1. Specifically, the context is defined as:

= {z h{E) h(L)} ,

7 Ye—17 Yo

where h§DL) and h{"

v+, represent the embeddings of the starting node and the previously selected node,
respectively.

Computation of Probabilities. The output probabilities for the TSP decoder are computed using a
single decoder layer with multi-head attention. This layer computes probabilities while incorporating
a masking mechanism:

T .
softmax (w tanh (%)) ifity, Vs<t,

0 otherwise ,

poly: = ilyo:t—1,2,2) =

where the query and key are given by q(.,) = MHA (ct, {hEL)}?zl, {hEL)}?zl) and k; = WKhEL)
respectively.

A.2.3 CVRP DECODER

Similar to the TSP decoder, the context ¢; for the CVRP decoder at time ¢ is derived by combining
the latent vector z and the output up to time ¢ — 1. Specifically, the context is defined as:

c = [z h{L) ﬁt} ,

7 Yt—17?

where we keep track of the remaining vehicle capacity ﬁt at time t. Att = 1, this is initialized as
D; = D, after which it is updated as follows:

B max(f)t —dy,+,0) ify, #0,
17 p ify, =0.
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Computation of Probabilities. The output probabilities for the CVRP decoder are computed using a
single decoder layer with multi-head attention. This layer computes probabilities while incorporating
a masking mechanism:

T . ~
softmax <w tanh (q%l>> ifi#y, Vs<t and d;s <Dy,

0 otherwise ,

p@(}’t = i|y0:t717$7 Z) =

where the query and key are given by ¢(,) = MHA (ct, {h(L)}l 1 {hEL)}?:l) and k; = WKhEL)
respectively.

A.3 TRAINING

When setting w* = 1 and 3 = 0 in the training objective defined in (2)), the loss reduces to minimizing
the expected cost over K latent samples, without weighting or entropy regularization. We introduce
the entropy term (controlled by /) to encourage diversity in the decoder’s outputs, inspired by
maximum entropy reinforcement learning (Ziebart et al., 2008; Haarnoja et al., 2018)).

One could, in principle, also regularize the encoder pg via an entropy term. However, we found empir-
ically that this had negligible impact on performance. Our intuition is that the decoder already induces
sufficient stochasticity, and that exploration of the latent space is effectively handled during inference.
Moreover, including encoder regularization would require tuning additional hyperparameters, which
we deliberately avoided for the sake of simplicity.

Justification for the weights w".

In [Bhattacharyya et al.[ (2018])), the authors motivate the "Best-of-Many” sample objective by
observing that the standard multi-sample VAE (Kingma & Welling, [2014)) loss averages the recon-
struction error across all latent samples, allowing even low-quality samples to influence learning.
To address this, they propose training on only the best sample. However, relying solely on the best
sample may overlook valuable learning signals from other informative samples.

The idea behind our introduction of weights w* = exp(—C(y*,z)/7) serves to softly prioritize
lower-cost solutions among multiple latent samples drawn from py (z|z). This design is inspired by
importance weighting techniques used in IWAE (Burda et al.,|[2016)), where more promising samples
are assigned greater influence during training. In our setting, all samples contribute to the gradient
estimator, but poor-quality samples have reduced impact, while more promising ones are emphasized.

As discussed in Section when w* = 1 (7 is large), the model treats all samples equally,
encouraging exploration. In contrast, when 7 is small, the weighting scheme closely resembles
training on only the best sample, as in Bhattacharyya et al.|(2018)). In our experiments, we employ a
decreasing schedule for 7, which enables more stable learning in the early stages while progressively
concentrating on high-quality regions of the latent space.

Importance sampling view of the weighted objective.
Let go.4(2,y | ) = py(2 | ©)pe(y | , 2) denote the joint distribution and
To.6(2,y | ) o go.s(z,y | 2)e CWD/T
the cost-weighted joint distribution, with normalizing constant Z(x). The importance ratio w(z,y) =
T0.6/q0.6 X e~ CWw2)/7 satisfies

qu,¢ [U)(Z, y)C’(y, 1‘)] = ]ETFG,¢ [O(y, 33)]

Indeed, we have:

Eq,., [w(z,9)C(y,2)] = / Cly yle)

—————=<q0.4(2,y | x)dzdy
q9¢zy|x) ¢( ‘ )

S Cly,z)/T

=Er, (o) [Cy. 2)].
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Drawing K i.i.d. pairs (2%, y*) ~ g9 4(- | z), we obtain
K
Eox [SI 0t Oyt 7)] = B, [C(0, )

Hence, the weighted multi-sample loss can be interpreted as an importance sampling estimator of the
expected cost under the cost-weighted target distribution 7 4.

Gradient computation.
The following proposition provides the gradient of the training objective defined in ().

Proposition A.1. Forallx € X, § € © and ¢ € @, we have:
K

VoL(0.$i0) = Y Eorp, (o) [Eyhmp ety [0 Cy" @) Vo log po(y*|e, 2)]]
k=1

K
- 52Ezk~p¢<~|m> (Bt oy (-f, %) [log pa(y* |z, 27) Vg log pa(y* |z, 2*)]]
V¢L ZE Erpg (- a:) yk~pe (-|x,2") [wkC(yk,Z)} V¢ logp¢(zk|x)]

+B ZEzmmuz) [H(po(- | 2, 2"))V 4 log ps(2*|a)] .

Proof. For the gradient with respect to 6, we have:
K

VoL(0, p; .’E) = ZE2k~p¢(~|ZI3) [ngykNpe(.‘x’Zk) [wkC(yk,ac)} + BVeH (po(- | T,z ))] .
k=1
For all z € X and z € Z, applying the score-function (log-derivative trick) identity gives
Vo Eypo(la.z) (WO, 2)] = Bynpy (fa,z) [WC(y, )V log po(y|z, 2)]
Moreover, since H(po(- | z,2)) = —Eypy(|2,2) 108 Po(y|x, 2)], its gradient is
VQH(pB(' | .IZ,Z)) = _Ey'\/pe(-\z,z) [10gpg(y|a:,z)V9 Inge(ypjvz)] .
Combining these two identities yields the desired expression for the gradient with respect to

6. For the gradient with respect to ¢, we apply the score-function identity to the function
2= Byopy(|2,2) [WC(y, x)] + BH(po(- | 2, z)) which does not depend on ¢. O

The estimator of the gradient of the objective defined in is computed using the Monte Carlo
method:

K
-~ 1
Vol =5 > (wﬁ)c(y@)»!ﬂ(i)) — Blogpe(yiy (i), 2() — b(x(i))) Vo log po(y(ylz (i), 2(;))

1=1 k=1
@)
R 1 B K
Vol =+ > (w(z (U(sys @ y) — Blog pa(yfsy |y, 2(y) — bla )) Vo log po(2(y () »
=1 k=1
()]

where b(x) denotes the baseline function, which is given by
K
1
= =" (W CWF ) — Blogpe(y* | 2,2Y)) .

This update rule has an intuitive interpretation: it adjusts the parameters 6 and ¢ in directions that
favor solutions yielding the highest reward, while simultaneously constraining the latent space to
remain bounded and encouraging diversity in the sampled trajectories. The training procedure is
outlined in Algorithm 2| The update step ADAM for the parameters (6, ¢) corresponds to a single
Adam update step (Kingma & Ba, [2015).
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Algorithm 2 REINFORCE training
Input: Distribution over problem instances P, number of training steps IV, batch size B, and number
of latent samples K.
1: Initialize the model parameters 6 and ¢.
2: for epoch =1to N do
3: Sample problem instances ;) ~ P, fori € {1,..., B}.
K. |z (7)) using the reparameterization trick.

4 Generate latent samples z(li), e z(lf) ~ pg’
5:  Sample solutions yfi) ~ Dy ( | 233y, zﬁ)) forallk=1,..., K.
6: Compute the gradient estimates §g7¢£(9, ¢) using (7) and (B).
7: Update parameters: (6, ¢) + ADAM ((9, ?), @9,¢£(9, gb))
8: end for

Output: Optimized parameters ¢ and ¢.

A.4 INFERENCE

The gradient of the inference objective is obtained using the log-derivative trick, in the same way as

in Proposition [A.T}
VoLiest(0;2) = Ery(.12) [Cy, x) Vo logma(y | x)]

This leads to the estimator in (3, with the baseline b(x) defined as the average cost over the K latent
samples for a given x:

1 K
bz) = 2 > Cy*.a). ©
k=1
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B PRELIMINARIES ON MARKOV CHAINS

In this section, we use the following definitions.

* A sequence of random variables { X,,, n € N} is a Markov Chain with respect to the filtration
(Fn)n>o with Markov kernel P : X x X — R if for any bounded measurable function
f: X=R,

E[f (Xus1) | Fol = Pf (X)) = / f(2)P (X, dz) |

* Furthermore, the sequence {X,,n € N} is a state-dependent Markov Chain if for any
bounded measurable function f : X — R,

E[f (Xnsr) | Ful = Po f (X)) = / f(2) Py, (Xn,da) |

where Py : X x X — R, is a Markov kernel with controlled parameters ,, € R9.

Definition B.1 (Invariant Probability Measure).
A probability measure 7 on (X, X) is called invariant for the Markov kernel P if it satisfies 7P = 7.

If {X,, : n € N} is a Markov Chain with Markov kernel P and X is distributed according to an
invariant probability measure 7, then for all n > 1, we have X, ~ 7.

Definition B.2 (Reversibility).
A Markov kernel P on (X, X) is said to be reversible with respect to a probability measure 7 if and
only if

m(dx)P(z, dy) = m(dy) P(y, dx).
Definition B.3 (Coupling of Probability Measures).
Let (X, X) be a measurable space and let 1, v be two probability measures, i.e., u, v € M1 (X). We
define C(p, v), the coupling set associated with (p, v/), as follows:

Clu,v) ={CeM(X?): VA€ X, ((AxX)=pn(4), (XxA)=v(4)} .

Definition B.4 (Total Variation Distance).
Let (X, X) be a measurable space and let p, v be two probability measures in M; (X). The total
variation norm between p and v, denoted by || — v| v, is defined by

= viry = 2sup{|p(f) —v(H): f € F(X),0< f <1}
=2inf{¢(A): ¢el(p )},

where A(z,2') = 1,4, forall (z,z") € X2.

Assumption 5. Let P be a Markov transition kernel on (X, X'). Suppose there exists a function
V : X = [0, 00) satisfying sup,cx V' (x) < 0o, and the following conditions hold.

1. Minorization Condition. There exist L € X', ¢ > 0 and a probability measure v such that
v(K) > 0and, forall A € X andz € K,

P(z,A) > ev(A).

2. Drift Condition (Foster-Lyapunov Condition). There exist constants A € [0,1), b €
(0, 00) satisfying
AV(x), z¢ K,
PV(z) <
(@) = {b, zel.

Theorem B.5. (Meyn & Tweedie, [1994; [Baxendale, [2005) Let Assumption 5| hold for a function
V : X = [0,00), where sup,cx V (z) < co. Then, the Markov kernel P admits a unique invariant
probability measure w. Moreover, 1(V') < oo and there exist constants (p, ) € (0,1) x Ry such
that for all y € M1(X), and m € N,

This result was originally stated and proven in (Meyn & Tweedie, [1994] Theorem 2.3) with explicit
formulas for p and k, and was later improved in (Baxendale, 2005, Section 2.1). Further details are
available in (Meyn & Tweediel 2012, Chapter 15) and (Douc et al., 2018, Chapter 15).

pP™ =y < kp" (V) .
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C CONVERGENCE ANALYSIS FOR FIXED 6

In this section, we prove that the iterates of Algorithm[I|with K" = 1 and fixed 6 (the exact algorithm
is given in Algorithm 3)) form a reversible Markov Chain (Proposition and exhibit geometric
ergodicity toward the joint target distribution (Theorem [5.2). We then extend these results to the
general case of arbitrary K in Section[C.3]

Algorithm 3 Latent Guided Sampling (K = 1)

1: Input: Problem instance x, pretrained encoder p, pretrained decoder py, proposal distribution
q, number of iterations M, and cost function C.
Initialize:
Sample initial particle: zp ~ pg(-|z).
form=0,1,...,M —1do
Propagate new particle: 2,11 ~ q(-|zm).
Generate new solution: y,,+1 ~ po(+|Zm+1, T)-
Compute the acceptance probability:

AR AN S ol

1 €A<C(ym+1,z>C<ym,z>>p¢(5m+1lw)> '

Q1 = Min
" < Py (2mlz)

8: Accept 2, +1 = Zm41 With probability oy, 41.
9: end for

C.1 PROOF OF PROPOSITION[5.1]

Proposition C.1. The sequence {(Z,,Y:,) : m € N} generated by Algorithm[3|with K = 1 and
fixed 0 forms a Markov Chain with transition kernel Py. Moreover, Py is mwg-reversible and for all
ze€ZyeY,and A€ Zx),

Py((z,y), A) = /Aq(dz'IZ)pe(dy’\z',w)a(%y,z’,y’) + @9 (2, )02 (A) , (10)

where

1 eA<C<y',m>c<y,z>>P¢(z’|¢”)>

I
Oé(Z,y,Z Y ) = min < p¢(2|$)

ag(z,y) =1 _/z Yq(dz’|z)p9(dy'|z’,x)a(z,y,z’,y') )
X

Proof. To compute the Markov kernel for the joint chain {(Z,,,Y;,) : m € N}, we introduce the
filtration:

Fm = 0(207YO> Ul:m) y

where Uy.,,, = (U1, - -, Up,) denotes the sequence of uniform random variables. For all bounded or
non-negative measurable function hon Z x Y and all m € N,

E[MZmt1: Ymi1) | F

=E [1 1)}h( ';n+17 n/”Hrl) \ fm}

+E [1{Um+12a(Zm,Ym,z’ v 0} (Zm Y | fm}

m+17

= / q(A2' | Zm)po(AY |2, 2)a( Ziy Yon, 25 " VR(2,9) + 60 (Zoy Yo )0 (Zy Yin)
ZxY

{UM+1 <a(Zm1Ym1Z;n+17Yr/n+

where

9(Zm, Ym) =1 —/ q(dz'|Zn)pe(dy' |2, 2)a(Zim, Yim, 2, Y) -
ZxY
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Thus, {(Z,,,Yy,) : m € N} forms a Markov Chain with the transition kernel given, for all z € Z,
yeY,and A€ Z x ), by

Py((z,y), A) =/Aq(dZ'IZ)pe(dy’IZ’,w)a(z,y,ZCy’)+6ze(z7y)5(z,y>(f4)-

The reversibility of the Markov transition kernel Py follows directly from its construction as a
Metropolis—Hastings algorithm (Douc et al.,|2018). Nonetheless, we include a proof specific to our
setting by verifying the detailed balance condition:

770(27 y)P9 ((Z, y)7 (Z/7 y/)) = ’/Tg(Z/, y/)PG ((2/7 y/)7 (27 y)) . (11)
Define the ratio in the acceptance probability « as r:

e m-cwa) Pe(2']2)

T(Z7 y’ Z/’y/) =€ *
ps(2]z)

We separate the analysis in two cases depending on the value of r(z,y, 2’, ).

Case 1. Ifr(z,y,2',y') < 1,then a(z,y,2',y’) = r(z,y,7,y") and a(z’, ¥/, z,y) = 1. Thus,

(2, 9)Po ((2,9), (2, 9)) = po(2l2)po(ylz, 2)e WD Py ((2,9), (2',1)))
= po(2]x)pe(y|z, x)e ACW)
(C(y’,x)fc’(y,z))p¢(z/|x)
pe(2|T)
= ps(2'|2)pa(y'|2', 2)e W (2 |2)pa (y]2, )
=mo(z, ¥ )Po((,9), (2,9)) -

x q(2|z)pe(y' |2, x)e ™

Case 2.
If r(z,y,2',y") > 1, then a(z,y,2,y') = 1l and a(2', ', z,y) = (2, ¥/, 2, y). Similarly,

mo(2 5 )Py (2, y). (2.9)) = ps(|2)pe(y' |2/, 2)e AW D Py (1)), (2,1))
= po(2 |)poy |, 2)e W)
o~ MC(y,2)=C(y @) o (2|7)
py(2'|z)
= po(2l2)pa(ylz, 2)e WP g (2|2 )po (y'| 2, @)
=mo(2,9)Po((2,9), (2,9")) -

x q(z]2")pa(ylz, x)

Since the detailed balance condition holds in both cases, we conclude that Py is mg-reversible. [

C.2 PRrROOF OF THEOREM[3.2]FOR K = 1
Proof. This follows from Theorem B.3] provided that we verify the minorization and drift conditions

of Assumption[3} We consider the set

y'eY

K= { (o) € Zx Y HIP < 2,00 # may ) |
which is compact since Y is finite. We denote by B(c,R) = {z € Z | ||z — c||* < R?} the ball
centered at ¢ with radius R.

Minorization Condition.
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The Markov transition kernel is given by: forall A € Z x ),
PG ((Zv y)» A)

. MO )~ po(2'|2)\ |
= [ q(dZ'|2)pe(dy’|Z’, z) min <1,€ MO 2)=Cly) 227 170} 4 50 (2, y)d(, 0 (A
RSB ) + o ()

’
> / q(dz’|z)p9(dy’|z’, JJ) min (1’ e—)\(C(y m)—C(yw))ptb(Z x)) + @9(3, y)(s(z’y) (A) )
ANK py(z|x)

We now establish a minorization by separately analyzing each term.
» Proposal Component: Since the proposal density ¢ is assumed to be positive on the compact
set B(0, R), forall z, 2/ € B(0, R),

q(z' | z) > eq = . z'ei%f(o R)q(z’ | z) > 0.

* Encoder Component: By Assumption|l} pys(-|2) is positive, so that by applying a similar
argument as above, we obtain the existence of . > 0 such that

ps(#|)

Po(zlr) —
* Decoder Component: By Assumption|I] the categorical transition probability satisfies:

inf "2 x) > :
z’elzl,ly’ere(y |#2) 2 €4 >0
« Exponential Weighting: Since e~ M€ ¥ #)=C(v.2)) is always positive and C is bounded
(Assumption E]), there exits €, > 0 such that:

e~ MC W' 2)=C(y,7)) > e (12)

Combining these bounds, for all A € Z x ), we get:
PO((Zv y)7 A)

/
_ / q(dz’|z)p9(dy’|z',x) min (17 ef)\(C(y .,:c)C(yyr))p‘ﬁ(zm> T @G(Z’y)(s(zﬁy)(A)
A py(z]z)

> uLeb(B(O7R))|Y|Eq8d min (1,Ewse)/ ve(dz"va(dy') ,
A
where v¢ is the uniform probability measure over Y:
1
va(dy') = M > 6y(dy')
yeY
and L b( /)
P (dz
d /! = :u“ 1 /
Vq( Z) NLeb(B(O,R)) B((LR)(Z ))

where ;:"°P denotes the Lebesgue measure. Thus, the transition kernel satisfies the uniform minoriza-
tion condition:
PQ((Zvy)aA) 261/(‘4) ) (13)

where £ = " (B(0, R))|Y|e,eq min (1, e4e.) and v(dz’, dy’) = v,(d2’)va(dy’) is a probability
measure.

Drift condition.

For a fixed = € X, we define the Lyapunov function for all 0 < s < A as

Va(zy) = €0 |

24



Under review as a conference paper at ICLR 2026

For all (z,y) € K, applying Py to V,,, we have:
PV (z,y) = /esc(y/””) (¢(d2[2)po(dy'[", w) (2, y, 2, y") + o (2,9)(z ) (A2, dy))
= /esc(yl’x)Q(dZ/‘z)pe(dy/|2/,»’U)Oé(zwy,Z’,y’) + ag(z,y)e’CW®)

= / (00" Da(z,y,2',y') + €00 —a(z,y, 2,y )esC WD) g(d2'|2)po(dy/| )

Since C' is bounded, we conclude that there exists a constant b < oo such that:

For all (z,y) ¢ K,

PGVz(Zu y)
Va(z,y)

= [ (00N a2 ) 1 a2l paldy | 2)

< / (es(c(y"””)’c(y’z))a(z,y72’7y’) +1-a(z,y, Z’,y’)) q(d2'|2)pe(dy’| ', z)
vy’ e{C(y",x)<C(y,x)}

+/ (es(C(y’}z)*C(y,x))a(Zjy’ Z/,y/) + 1— Oé(Z,y, Z/, y/)) q(dz/\z)pg(dy/|zl,w) )
y'e{C(y",z)=C(y,x)}
There exists 7 € (0, 1) such that:

/ (es(C(y',z)*C(y@))a(Ay’ z’,y’) +1-—al(zy, z’7y/)> q(dz’|z)p9(dy/|z’7$)
y'€{C(y’,x)<C(y,x)}

< / ¢(d2'|2)pe(dy'] 7 7) .
y’E{C(y’,aj)<C(y,m)}

Thus,

I(zy) <n+(1—1) / o(d'|2)pe (A7 ) |
y' €{C(y",z)=C(y,x)}

which establishes the drift condition and completes the proof of geometric ergodicity in total variation
distance using Theorem B.5]

For Ly-geometric ergodicity, note that the Markov Chain is reversible with respect to the probability
measure 7y (Proposition [5.1]), so the Markov operator Py acts as a self-adjoint operator on L.
The equivalence of geometric ergodicity and the existence of a spectral gap for P acting on Lo
was established in (Roberts & Rosenthall, 1997, Theorem 2.1). Specifically, it is shown that Py is
Ly-geometrically ergodic if and only if it is mg-TV geometrically ergodic. As a result, there exist
constants (ps, k2) € (0,1) x Ry such that forall u € M1(Z x Y),0 € ©,and m € N,

[uB" — mollL, < K2p5" [l — oL, -

C.3 EXTENSIONTO K > 1
Here, we show how Theorem@can be extended to the general case of K > 1. Notably, at each

iteration, K chains are generated simultaneously and independently, with interactions occurring only
among the particles from the previous iteration.

Proof. The Markov kernel for general K > 1 is defined, for all A € Z K« YK as
P0 ((ZLK, ylzK) A)

/quz’w o125, 2)a (2%, y*, 25, 5) + o (2", yF)0(en yo (d2*, )
A k=1
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where « and @y are defined in (10).

Using the same arguments as in the case K = 1 (cf. Section [C.2), we obtain the following
minorization condition:
Pg((Zl:K, yl:K')7 A) 2 EKV®K(A) ,

where ¢ and v are defined in (I3). This completes the proof of the minorization condition. We now
turn to the drift condition: for a fixed x € X, we define the Lyapunov function for all 0 < s < X as

x

K
VE (UK 1K) = Zesc(yk,x) .
k=1

Asin the case K = 1, for all (21, y*¥) € KK applying Py to V.5 yields:

PngK(Zl:K, ylzK)

K
= Z/BSC(Qk,I) (q(d2k|z)p9(dgk|2k7x)a(zk’ ykv 2k7gk) + &9(2k7yk)(s(z"’,yk)(dékvdgk))
k=1

K
=Y [ (et 24,98 (00 — 0019 4 o€ ) gz (a2, )
k=1

Using the same bounding argument as in the K = 1 case, we conclude that there exists a constant
b < oo such that:
PV, (z,y) < bK .

The case where the particles (z lie outside a compact set can be handled similarly, following
the same reasoning as in the proof for K = 1, thereby completing the extension to general K for
geometric ergodicity in total variation.

1:K, ylzK)

As in the case K = 1, the reversibility of the k-th chain can be verified. Since the Markov kernel
decomposes as a product, this structure ensures that reversibility holds component-wise, which in
turn implies Lo-geometric ergodicity for K > 1.

O
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D CONVERGENCE ANALYSIS FOR ADAPTIVE 0

D.1 CONVERGENCE ANALYSIS OF TIME-INHOMOGENEOUS MCMC ALGORITHM WITH
STOCHASTIC APPROXIMATION UPDATE

In this section, we present the general results of the time-inhomogeneous MCMC algorithm, where
the objective is to sample from 7y, which itself depends on the parameter § updated via SA. This
setting corresponds to Algorithm[T]with K" = 1, without imposing any assumptions on the proposal
density g, in particular without requiring symmetry. We then apply these results to our proposed
inference method. We consider the following time-inhomogeneous MCMC algorithm with Stochastic
Approximation update.

Algorithm 4 Time-Inhomogeneous MCMC with Stochastic Approximation Update

1: Input: Number of iterations M, initial parameter 6y, step sizes (’Ym)mzh initial distribution g,
proposal distribution ¢, and target distribution 7y.

2: Initialize:

3: Sample initial particle: x¢ ~ p.

4: form=0,1,...,M — 1do

5: Propose a new sample: Zp,+1 ~ q(|Zm)

6: Compute acceptance probability:

70, (jm+1)Q($m|jm+1) )

Qa1 =min | 1, ~
" ( 70, (T ) Q( Ty 1]2m)

7 Accept T, 41 = Typ41 With probability av,,41.

8 Compute the gradient estimate Hy, (2,+1) using previous samples.
9: Update parameters: 6,11 = 0, — Ym+1Ho,, (Trmit1)-
0

10: end for

To analyze its convergence, we introduce the following assumptions.

Assumption 6. Let (Py),>1 be a sequence of Markov transition kernels on (X, X'). Suppose there
exists a function V' : X — [1, 00) satisfying sup,cx V() < oo, and the following conditions hold:

1. Minorization condition. There exist € X', ¢ > 0 and a probability measure v such that
v(K) > 0and, forall A € X and z € K,

Pi(x,A) > ev(A) .

2. Drift condition. There exist constants A € [0,1), b € (0, 00) satistying

AV(z) z¢ K,
PV(z) < {b rzek.

Assumption [f] corresponds to a minorization and drift condition similar to those used in time-
homogeneous MCMC, but it holds uniformly for the sequence of kernels. While similar convergence
guarantees can be established under weaker, non-uniform conditions (e.g., allowing the constants to
depend on k), we focus on the uniform case as it aligns with our setting.

Assumption 7. There exists L € F(X) such that forall z € X and 6 € ©,
IVologme(z)|| < L(z) .

Assumption 8. There exists 0, € © and a positive sequence (a,,)
such that

mens With ay,, — 0asm — oo

2
10 — 000”1,2 = O(am) -
Assumption [/|is similar to the assumptions considered in (Andrieu & Atchadé, 2007; |Andrieu &

Moulines, [2006). Notably, Assumption[§|does not require 6 to be a unique minimizer; it can simply
be a critical point.

27



Under review as a conference paper at ICLR 2026

Theorem D.1. Let Assumptions @ - @ hold. Then, there exist a constant p € (0, 1) and positive
sequences (b)), cy such that for all i € My (X), and m € N,

m—1
]E{IluPel Py, — 7rHK,IITV} = 0(/}”’" + > nt am) .
j=m—bm

Furthermore, if limsup,,_, .. (by,' + by /m =+ by ym) = 0, then

E{HuPol'“Pem —W0x||rrv} — 0.

Theorem [D.T]establishes that the iterates of the time-inhomogeneous MCMC with Stochastic Ap-
proximation step converge to the target distribution 7y__. To establish this result, we first present a
decomposition of the error in total variation in[D.1.T} followed by an upper bound on the mixing error
in[D.1.2] The proof of the theorem is then provided in[D.1.3]

D.1.1 ERROR DECOMPOSITION

Lemma D.2. Forall1l < s < m, we have:

—1
1Po, - -+ Po,, — To llpy < ||MP91 Py, =m0, Po., - P, HTV + mz Hﬂ—oﬁrl — T, HTV
j=s
+ 170, — To llpy -
Proof. For all m € N, using the triangle inequality, we have:
1P, -+ Py, = 7o vy < uPo, -+ Po,, — 7o, vy + 70, — Tollpy - (14)

Using the fact that Py admits 7y_, as an invariant measure and applying the triangle inequality, for
all 1 < s < m, we have:

P, - Po,, =m0, |loy < ||wPa, - Po,, — 76, Po..y - Po,, || oy
m—1
+ Z HWOJ‘P@‘HPGJ'H Py, =m0, Po; 1 FPoyn o P, HTV
j=s
m—1
< H/‘P(h Py, =7, Po., - Po,, HTV + Z ||7T9j+1 — T ||TV ’
j=s

where the last inequality follows from the fact that, for all 7, the Markov kernels ng are contractions.
Together with (T4)), this completes the proof. O

This bound decomposes the total variation error into three components: () the mixing error (first
term), which measures how well the Markov chain mixes from an arbitrary initial distribution; (i)
the tracking error (second term), which measures how much the stationary distributions shift over
time due to changes in the parameters; and (4i¢) the optimization error (last term), which measures
the difference between the current parameters and their limiting value 6.

D.1.2 UPPER BOUND ON THE MIXING ERROR

Proposition D.3. Let Assumption 6| hold for a function V : X — [1,00), where sup,cx V() < oc.
Let (Py)i>1 be a sequence of Markov transition kernels on (X, X). Then, there exists a constant
p € (0,1) such that for all £, &' € M1 (X) and all m € N,

m

2p if €, & are supported on K |
P ---P,—¢P P, < ’
&Py &0 ey < {pm (E(V)+¢&(V)) otherwise .

28



Under review as a conference paper at ICLR 2026

Proposition [D.3]corresponds to the mixing rate of a time-homogeneous Markov Chain and is anal-
ogous to (Douc et al.,[2004, Theorem 2), though it differs in both statement and proof. In general,
there are various approaches to establish the geometric ergodicity of Markov Chains. Here, we follow
a coupling argument. Specifically, we adapt the proof of homogeneous Markov Chains from (Douc
et al.| 2018| Theorem 19.4.1) to the time-homogeneous setting.

We construct a bivariate Markov Chain (X}, X )x>1 such that, marginally, (Xj)r>1 and (X},)g>1
are Markov Chains starting from X; = 2 and X = 2/, respectively, and each evolving according to
the transition kernels (Py)x>1.

To achieve this, for all k& > 1, we define the modified kernel Q, defined for all A C X and z € X

as:
Qu (oy, 4) = DAL D

and introduce the coupling kernel Py, on X2, defined for all A x A’ € X2 and all z;, = (zk, :c;c) e X2
by

)

Py (2, Ax A) =  P— (k, A) Oy, (A") + 1oy 20, 1oy g2 Pr (zg, A) Py (2}, A)
+ Loy Lopeic (v (A) 0y, (A) + (1 — ) Qi (5, A) Q. (2, A))) . (15)
Lemma D.4. Let (Pk)k>0 be the Markov kernels on (XQ, XQ) defined by (15). Then, for alln € N
and all (x, ") € X2, we have
PP, ((x,2"),)€C(P- Pp(x,),P - Py (2',")) ,
where C denotes the set of couplings introduced in Definition

Proof. We proceed by induction on m. By the definition of Py, we have by construction
Py ((z,2"),-) € C(Pi(z,-), P (',")) .
Suppose that for some m > 1, we have
PP, ((x,2"),)€C(Py - Pp(z,),P--- Py (2',)) .

Applying P,,, 11 to both sides and using the definition of composition of Markov kernels, we obtain,
by definition of P, 11,

Py pm-i-l ((l‘, x/) aA X X) = pl e pm ((Z‘,J?l),dydy/) pm+1 ((y,y'),A X X)
XxX

= Py Py, ((z,2"),dydy") Ppi1 (y, A)
XxX

[P Pu(edy) P (0.
XxX

:Pl"'Pm+1($,A) ,

where the third equality follows from the inductive hypothesis. Similarly, we obtain
Pl .. 'perl (((E,SL'/) ,X X A) = P1 .. ‘anLJrl (x/,A) .
Thus, we conclude that
Py Py ((z,2),-) € C(Py-- Py (), P+ Py (2,0))

This completes the induction and proof. O

Lemma D.5. For all (z,2') € X? define A(z,2") = 1,2, and V(z,2') = (V(z) + V(2')) /2.
Then, for all k € N:

o If (z,2') € K2, then
PiA(z,2") < (1 —e)A(x,2’), PV(x,2')<b.
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o If (x,2') ¢ K2, then

PA(z,2") < Az, 7)), P V(z,2") <AV (z,2).

Proof. The inequality for PyA in both cases follows immediately from the definition of Py. For the
second inequality, we have:

_ P P, !
PV (z,2) = kv(m)—; V@)

If (z,2') € K2, then since P,V (z) < band P,V (z') < b, it follows that:

If (z,2') ¢ K2, using P,V (z) < AV (x) and P,V (2') < AV (2’), we obtain:

PV (z,of) = BY@ T BVE) W@ AVE) g, ),

This concludes the proof. O

Proof of Proposition|D.3} For any t € (0,1), we define

0¢ = max ((1 —e) e, At) )

For chosen ¢, we introduce the function: W (xz,2’) = A1, ez + A Vi1, 4r)gxc2. Then,
using Lemma[D.4] we have:

|Pr-- Pn(z,-) = P Py (2/,) || py = 2inf {{(A) : C € C(Py -+ Po(,+), P+ Py (2/,4)) }
<2P; - PpA(z,7)
< 2P .- P,W(x,z') .
where we used V' > 1. Finally, applying Hélder’s inequality and using Lemma|D.3] we obtain, for all
(z,2') € X2,
PW (z,2") = Py (A"'V") (z,2") < (PuA (z, x’))l_t (PV (I,x’))t

_ 1—e) 7't if (z,2) € K2
< 1—t / ( B )
<A@ al) x {Atvt (z,2) if (z,2') ¢ K2

§ QtW (‘T7I/) .

This implies by induction that for all m € N and all (z,2') € X2,

P PoW (z,2) < o'W (x,2") .

Then,
|Pr--- Po(w,) = Pr--- Py (xlv')”Tv < 2thW($axl)
< {2‘9? ifxel,
“ o (V(z)+V () ifzx¢gK.
This concludes the proof. O
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D.1.3 PROOF OF THEOREM D ]

Proof. Using Lemma|D.2} and taking s = m — b,,,, we have:

Py Py

m

|4Pg, -~ Po,, — mo. Iy < ||Po, -+~ Po,, — o

m—bm m—bm

TV

m—1
+ Z Hﬂ9j+1 — T, ||TV + 1m0, — mo. llpy

j=m—bm
< NwPor - Po = 701, Porns ++ Pon |1y
m—1
+ L) Y 0541 = 05l + L(@) 0w — O]
Jj=m—bm

where we used the Lipschitz condition of 7. For the first term, using Proposition with £ =
by, Py, , _, and& =my we have:

Py, , Py

m—bm *
o, Py v S

m 7TGnl—bﬁb m

For the second term, using the Lipschitz condition (Assumption [7) and the recursion of 6,1, we get:

m—1 m—1
Y Elfr—0ll= Y vrEllHe, @ni)ll]
j=m—by, j=m—by,

-1

~ElL@] Y -

m
Jj=m—bm

For the last term, Using Jensen inequality and Assumption[§] we obtain:
2
E {16 — Ol < [|6m = Ocllr, = O (am) -

D.2 PROOF OF THEOREM[3.3]

For a fixed = € X, we define the Lyapunov function for all 0 < s < A as
Vi(z,y) =1+ W)
Following the procedure outlined in the proof of Theorem it is straightforward to verify Assump-

tion [6] (the minorization and drift condition) with V' > 1. Additionally, using Assumptions [3|and 4}
we can verify Assumptions[7]and[8] The proof is then concluded by applying Theorem|[D.1]

D.3 CONVERGENCE RATE IN STOCHASTIC APPROXIMATION

Stochastic Approximation can be traced back toRobbins & Monro|(1951)). Since then, numerous
variants have been proposed, including those using adaptive step sizes, such as |[Kingma & Ba
(2015). The non-asymptotic convergence of biased SA methods has been studied in various settings.
For instance, [Karimi et al.| (2019) analyzes the case without adaptive step sizes, while [Surendran
et al.| (2024)) extends the analysis to include adaptive schemes for non-convex smooth objectives.
These works provide convergence guarantees in terms of the squared norm of the gradient of the
objective function. Specifically, they show that the iterates converge to a critical point at a rate of
O(logm/\/m + b), where b corresponds to the bias and m to the number of iterations. The analysis
typically relies on standard assumptions, including the smoothness of the objective function, an
assumption on the bias and variance of the gradient estimator (see Assumption H3 in[Surendran et al.
(2024)), and a decreasing step size.

In our setting, given that the cost is bounded, the smoothness of the test objective L;.s; hinges on
the smoothness of the policy py, an assumption also used in [Papini et al.| (2018)); Surendran et al.
(2023). The stochastic update defined in (3)) is bounded under Assumption [3] which allows us to
verify the necessary conditions on the bias and variance. In particular, the bias is of order O(1/K).
Therefore, with an additional smoothness assumption on py and a suitable choice of step sizes, such
as v, = 1/y/m, Assumptioncan be satisfied.
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E EXTENSIVE RELATED WORK

Other Sampling Methods.

Besides MCMC methods, there exist works on Boltzmann sampling with non-differentiable reward
functions (Fan et al.,[2023; [Uehara et al.| 2024} Venkatraman et al.| 2024} Bengio et al., [2023)), which
aligns well with our setting. In Fan et al.|(2023); \Uehara et al.| (2024)); Venkatraman et al.|(2024)), the
authors propose methods for fine-tuning diffusion models to maximize potentially non-differentiable
reward functions. These approaches remain applicable when adapting a generic pretrained policy.
This idea is closely related to Active Search (Bello et al., 2017), where policy parameters are fine-
tuned through Reinforcement Learning. Efficient Active Search (EAS) (Hottung et al.| 2022) extends
this approach by fine-tuning only a subset of parameters—typically by adding new layers—and by
incorporating Imitation Learning (IL), which allows part of the generated samples to imitate the best
solutions found. Another promising direction is GFlowNets (Bengio et al.,|2023), which have also
been applied to Vehicle Routing Problems (Zhang et al., [2025). In this setting, a GFlowNet generator
is trained jointly with an adversarial discriminator to tackle large-scale routing problems, handling
instances with up to 1,000 nodes.
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F ADDITIONAL EXPERIMENTS

F.1 TRAINING DETAILS

In this section, we provide the details of our model and training procedure. The encoder uses multi-
head attention with 8 heads and an embedding dimension of d;, = 128, and consists of 6 layers. The
decoder includes a single multi-head attention layer with 8 heads and a key dimension of d;, = 16.

For both the TSP and CVRP, node coordinates c; are sampled uniformly within the unit square. In
CVRP instances, customer demands d; are drawn from a uniform distribution /([1, 10]). The vehicle
capacity D is set based on the number of nodes: D = 50 for n = 100, D = 55 for n = 125, and
D = 60 for n = 150, following the setup used in the literature (Hottung et al., 2021}

Training is conducted only for instances with n = 100 nodes, using K = 100 latent samples. The
latent space is defined as a compact space with diameter R = 40 and dimension d, = 100. We use
the Adam optimizer with a learning rate of 5 X 10~4, a batch size of 128, and train for 2000 epochs.
The momentum parameters are fixed at 3; = 0.9 and 32 = 0.999, with a weight decay of 1 x 1075,
The entropic regularization parameter (3 is set to 0.01, and the weights 7 in the loss (2)) are chosen
according to an exponential decay schedule. The training loss and corresponding cost are shown in

Figure 4]
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Figure 4: Training loss and score for our model trained on CVRP instances with nodes n = 100

F.2 INFERENCE DETAILS AND ADDITIONAL EXPERIMENTS

F.2.1 INFERENCE DETAILS

The inference results typically include the objective value (cost), the optimality gap, and the computa-
tion time. For example, in Tables ] and[5] Obj. denotes the value of the cost function defined in (6)
for the TSP and CVRP. The Gap indicates the percentage gap to optimality, computed as:

Cly,x)

Gap(y,y”) = < — 1] *100% , (16)
Cly*, )

where y* denotes the optimal solution for TSP and the near-optimal solution provided by LKH3 for
CVRP.

In our experiments, we use a batch size of 200 for TSP and 100 for CVRP with K = 600 latent
samples when the augmentation trick is not applied. When using the augmentation trick, we reduce
the batch size to 100 for TSP and 50 for CVRP, and K = 300 latent samples.

The proposal distribution is a Gaussian with density: forallm € Nand 1 < k < K,

Q(Zr];+1 | Z7an) =N (Z'rkn+1; ZﬁL + (Zii - Z{ﬁ) 7U2Idz) )
where I, I ~U({1,..., K}). The variance parameter is set to 02 = 0.01 and the scaling factor is

~v = 0.319 for TSP and 7 = 0.379 for CVRP. Instead of updating the parameters at every iteration,
updates are performed at fixed intervals. The update schedule is described in the next section and
illustrated in Figure
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F.2.2 ADDITIONAL EXPERIMENTS

Here, we present the experimental results for TSP and CVRP with the augmentation trick. “Obj.”
denotes the average total cost (travel distance) over all instances, while “Time” indicates the total
runtime for all 1,000 instances. “Gap” defined in (IE]) measures the difference from the best-known
solution (Concorde for TSP and LKH3 for CVRP). Concorde is an exact solver (optimal solutions),
whereas LKH3 is a heuristic (near-optimal solutions). Consequently, negative gaps indicate that the
corresponding method achieves lower-cost solutions than LKH3 on CVRP. For clarity and ease of
comparison, we also report the results without augmentation, as originally shown in the main paper.

Table 4: Experimental results on TSP without and with the augmentation trick

Training distribution Generalization
n =100 n=125 n =150
Method Ob;. Gap Time Ob;. Gap Time Ob;. Gap Time
Concorde 7.752 0.00% 8M 8.583 0.00% 12M 9.346 0.00% 17™M
LKH3 7.752 0.00% 47M 8.583 0.00% 73M 9.346 0.00% 99M

POMO (greedy) 7.785 0.429% <IM  8.640 0.664% <IM 9442 1.022% <M
POMO (sampling)  7.772 0.261% 10M 8.595 0.140% 50M 9.377 0.327% 1H30

s  CVAE-Opt 7779  0.348% 15H 8.646  0.736% 21H 9.482 1.454% 30H
= EAS 7767  0.197% 20M 8.607  0.280% 30M 9.387  0.434% 40M
o  COMPASS 7753 0.014% 20M 8.586  0.035% 30M 9.358  0.128% 40M
ELG 7.783  0.399% 20M 8.634  0.594% 30M 9.427  0.867% 40M
CNF 7.766  0.181% 20M 8.607  0.279% 30M 9394  0.514% 40M
LGS-Net (ours) 7752 0.002% 20M 8.584  0.012% 30M 9.354  0.081% 40M
POMO (greedy) 7762 0.132% <IM  8.607  0.280% <IM 9397 0.541% <IM
POMO (sampling)  7.757  0.068% 30M 8.596  0.151% 70M 9.378  0.338% 100M
. EAS 7755  0.042% 60M 8.591  0.093% 100M 9363  0.177% 160M
5  COMPASS 7752 0.002% 40M 8.585  0.024% 60M 9352 0.059% 90M
ELG 7.761  0.116% 40M 8.606  0.268% 75M 9391  0.481% 140M
CNF 7.756  0.052% 40M 8.595  0.139% 75M 9377  0.332% 140M
LGS-Net (ours) 7752 0.000% 40M 8583  0.001% 60M 9349  0.027% 90M
Table 5: Experimental results on CVRP without and with the augmentation trick
Training distribution Generalization
n =100 n=125 n =150
Method Obj. Gap Time Ob;. Gap Time Obj. Gap Time
LKH3 15.54 0.00% 17H 17.50 0.00% 19H 19.22 0.00% 20H
OR Tools 17.084 9.936% 38M 18.036 3.063% 64M 21.209 10.349% 73M
POMO (greedy) 15.740 1.287% <IM 17.905 2.314% <M 19.882 3.444% <IM
POMO (sampling) 15.633 0.598% 10M 17.687 1.069% 12M 19.597 1.961% 17™M
«» CVAE-Opt 15.752 1.364% 32H 17.864 2.080% 36H 19.843 3.240% 46H
=1 EAS 15.563 0.148% 40M 17.541 0.234% 1H 19.319 0.515% 1H30
o  COMPASS 15.561 0.135% 40M 17.546  0.263% 1H 19358  0.718% 1H30
= ELG 15.736 1.261% 40M 17.729 1.308% 1H 19.516 1.540% 1H30
CNF 15.591 0.328% 40M 17.682 1.040% 1H 19.998 4.047% 1H30
LGS-Net (ours) 15.524  -0.102% 40M  17.496  -0.022% IH 19.286  0.343% 1H30
POMO (greedy) 15.652 0.721% M 17.756 1.463% M 19.701 2.503% M
POMO (sampling) 15.567 0.174% 40M 17.595 0.543% 1H15 19.476 1.332% 2H
. EAS 15508  -0.205% 80M 17466 -0.194%  2H10  19.212  -0.041%  3H20
5  COMPASS 15531  -0.057% 80M 17512 0.068% 2HI0 19318  0.509% 3H20
ELG 15.635 0.611% 90M 17.623 0.703% 2H30 19.421 1.046% 4H15
CNF 15.553 0.084% 90M 17.607 0.611% 2H30 19.878 3.423% 4H15
LGS-Net (ours) 15.501 -0.251% 80M 17.461 -0.223% 2H10 19.229 0.046% 3H20

The average performance of each method is reported in Table [Z_f] (TSP) and Table E] (CVRP), both
with and without the augmentation trick of [Kwon et al.| (2020). Overall, our approach achieves
state-of-the-art performance across most settings. For the TSP, our method produces near-optimal
solutions even without augmentation, and consistently reaches optimality when the augmentation
trick is applied.

For the CVRP without augmentation, our model again outperforms all baselines, including both
COMPASS and EAS. It also surpasses the performance of LKH3 on the instances with n = 100
and n = 125. When augmentation is applied, performance improves further. However, for n = 150,
EAS outperforms our method, likely due to the reduced number of latent samples imposed by the
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computational budget. In this case, exploring the latent space effectively may require a higher sample
count. We note that, when solving one instance at a time (thus relaxing the budget constraint), our
model can achieve even stronger performance under augmentation.

Comparison with other sampling methods. We now compare our method to the approaches
discussed in Section @ Active Search (Bello et al., 2017), which appears to be the most effective
existing approach related to sampling non-differentiable reward functions (Fan et al.| 2023} |Uehara
et al., 2024} Venkatraman et al.| |2024), and the Adversarial Generative Flow Network (AGFN)
(Zhang et al., [2025), which builds on GFlowNet. We evaluate these methods on CVRP instances with
n = 100, under the same setup as in Table 2] and report the results in Table[6] The results show that
Active Search outperforms POMO (both greedy and sampling) but remains inferior to our method. In
contrast, AGFN performs surprisingly poorly compared to POMO-greedy, despite using the same
inference budget. Notably, the original AGFN paper also reports sub-par performance on instances
with n = 200. While the method shows improvements on extremely large-scale problems, such
settings are beyond the scope of our current study but represent a valuable direction for future work.

Table 6: Additional comparison of different inference methods on CVRP with n = 100

Method Ob;. Gap

Active Search + IL 15.618 0.502%
AGFN (greedy) 15.873 2.142%
LGS (ours) 15.524  -0.102%

Comparison with gradient-based methods. Our initial motivation for using a continuous latent
space was to gain the flexibility of applying continuous inference methods, particularly gradient-based
techniques such as SGLD. The primary challenge in our setting is to obtain high-quality solutions
within a limited computational budget. However, we found that computing gradients—especially
backpropagating through the decoder in the latent space—is computationally expensive. This
observation motivated us to adopt a sampling-and-learning approach instead.

In our experiments, all methods (including ours) were evaluated on batches of 1,000 problem instances.
Gradient-based approaches, however, cannot process such large batches within GPU memory limits,
requiring much smaller batch sizes and thereby reducing their practical efficiency. In contrast, our
sampling-and-learning method updates only the decoder’s final layer during inference, avoiding costly
end-to-end backpropagation. This design reduces computation time while preserving solution quality,
underscoring the practical advantages of sampling-and-learning inference over fully gradient-based
alternatives.

Scalability of our method. While our experiments are limited to n < 150, our method is in principle
applicable to larger instances. The main computational cost arises from (i) propagating multiple latent
particles during inference, and (ii) updating the final decoder layer via Stochastic Approximation.
Both steps parallelize efficiently on GPUs, with the number of particles K and the update frequency
remaining constant across scales. However, the decoding horizon 7T inevitably grows with instance
size, a limitation shared by all constructive NCO methods. An interesting direction for future work
is to design inference strategies that exploit problem structure by adapting the latent space at each
decoding step, though this would incur significant computational cost.

F.2.3 ILLUSTRATION OF HYPERPARAMETERS

Figure [5]illustrates solutions generated by our method, following a similar visualization style as in
Perron & Furnon| (2019)); Kool et al.|(2019). Visually, the solutions appear to be optimal.

To highlight the impact of important hyperparameters, we first focus on the number of latent samples
K. We observe that increasing K improves the results, as stated in Theorem [5.3] particularly due
to the constant arising from the minorization condition. However, beyond a certain threshold, the
improvement becomes insignificant. Choosing an appropriate value of K is crucial to balance faster
mixing with computational cost.

Next, we discuss the SA step, focusing on how frequently the parameters should be updated. Our
initial motivation for not updating the parameters at every iteration is twofold: to reduce computational
cost and to better explore the latent space given the current parameter distribution. Consequently,
parameter updates can be performed at regular intervals rather than every iteration.
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Figure 5: Solution representation produced by our model on the TSP (left) and CVRP (right) with
n = 50. In the TSP plot, the red point denotes the starting node, and arrows indicate the visiting order.
In the CVRP plot, the large square represents the depot, and each color corresponds to a distinct
vehicle route. The bar illustrates vehicle capacity usage: black segments show the portion used by
each customer, while white segments indicate unused capacity. The overall height of each bar reflects
the total load on the corresponding route.
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Figure 6: Average gap to optimality for different values of K in the CVRP with n = 100

Since the initial parameters are typically far from optimal, allowing long exploration intervals early
in training is often unnecessary. Instead, we begin with short exploration intervals and gradually
increase them to enable more thorough exploration as learning progresses. Selecting these intervals is
non-trivial; we chose them manually without extensive hyperparameter tuning. The update schedule
used in our experiments is [1,1,5,15,25,100, 150]. Optimizing this schedule remains an open
question and presents an interesting direction for future work.

Figure|/|illustrates the average gap to optimality for different choices of parameter update frequency,
including both regular intervals and the increasing schedule. Here, M denotes the update frequency,
with My = 50 indicating that parameters are updated every 50 iterations. We observe that while
regular intervals produce similar results overall, My = 75 yields slightly better performance. Notably,
the increasing update schedule achieves a clear improvement over the fixed schedules, highlighting
the potential benefits of adaptive strategies.
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Figure 7: Performance comparison of various SA step update frequencies on CVRP with n = 100
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