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Abstract

Dynamic GNNs, which integrate temporal and spatial features in Electroen-
cephalography (EEG) data, have shown great potential in automating seizure
detection. However, fully capturing the underlying dynamics necessary to repre-
sent brain states, such as seizure and non-seizure, remains a non-trivial task and
presents two fundamental challenges. First, most existing dynamic GNN methods
are built on temporally fixed static graphs, which fail to reflect the evolving nature
of brain connectivity during seizure progression. Second, current efforts to jointly
model temporal signals and graph structures and, more importantly, their inter-
actions remain nascent, often resulting in inconsistent performance. To address
these challenges, we present the first theoretical analysis of these two problems,
demonstrating the effectiveness and necessity of explicit dynamic modeling and
time-then-graph dynamic GNN method. Building on these insights, we propose
EvoBrain, a novel seizure detection model that integrates a two-stream Mamba
architecture with a GCN enhanced by Laplacian Positional Encoding, following
neurological insights. Moreover, EvoBrain incorporates explicitly dynamic graph
structures, allowing both nodes and edges to evolve over time. Our contributions
include (a) a theoretical analysis proving the expressivity advantage of explicit
dynamic modeling and time-then-graph over other approaches, (b) a novel and
efficient model that significantly improves AUROC by 23% and F1 score by 30%,
compared with the dynamic GNN baseline, and (c) broad evaluations of our method
on the challenging early seizure prediction task.

1 Introduction

Epileptic seizures are typically considered a network disorder (Burns et al., 2014a). The abnormal
connections across brain regions often serve as markers of seizure events (Li et al., 2021b). As such,
recent studies have leveraged graph neural networks (GNNs) to model these networks for automating
seizure detection (Cai et al., 2023; Ho and Armanfard, 2023). Considering the unfolding time-course
of brain dynamics, a recent trend models EEGs as a sequence of time-varying graphs. Temporal
models, such as recurrent neural networks (RNNs), integrated with GNNs, known as dynamic GNNs,
have been proposed to learn spatiotemporal features in EEGs (Tang et al., 2023). By modeling graphs
at fine-grained time steps and their sequential representations, these methods can capture how graphs
or brain states evolve over time, further enhancing seizure detection accuracy.
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Figure 1: The brain network evolves over time, and changes occurring during seizures and im-
mediately before them in the pre-seizure phase, especially within specific zones, are clinically
important. These changes are captured using dynamic graphs derived from multi-channel EEG
signals. EvoBrain incorporates a explicit dynamic graph modeling and time-then-graph architecture.

However, effectively representing brain dynamics by integrating graph and temporal models remains
non-trivial. In this paper, we study this critical problem in accurate seizure detection and prediction
by learning dynamic representations from EEGs. In essence, we mainly face two challenges:
( 1 ) Representing EEG dynamics (Problem 1). We observe that although many existing methods are
labeled as “dynamic,” they often employ static graph structures (Ho and Armanfard, 2023; Tang et al.,
2022). Typically, these methods construct a predefined graph based on EEG channel correlations
from the initial snapshot, which is then fixed and shared across all subsequent EEG snapshots. This
implicitly assumes that the spatial structure of brain activity remains constant over time. In contrast,
seizures induce evolving patterns of neuronal synchrony and desynchrony across different brain
regions (Rolls et al., 2021; Li et al., 2021b; Chen et al., 2025), as shown in Figure 1.
( 2 ) Effective Spatio-temporal Modeling (Problem 2). Dynamic GNNs can generally be categorized
into time-then-graph, graph-then-time, and time-and-graph architectures, following the taxonomy
of Gao and Ribeiro (2022) (A concise illustration is provided in Appendix Figure 7). The
time-then-graph first model the temporal dynamics and then employ GNNs to learn spatial
representations. The graph-then-time first applies GNNs to each EEG snapshot independently, and
then learns temporal dynamics from the resulting graph features. The time-and-graph is a recurrent
GNN to capture temporal interactions between EEG snapshots before performing graph learning at
each time step. However, the independent GNNs in graph-then-time represent information at single
time steps without accounting for dynamic interactions between time steps. While recurrent GNNs in
time-and-graph capture graph interactions, they also rely heavily on the independent initial GNNs.
Overall, an effective dynamic GNNs for integrating temporal and graph-based representations to
model brain dynamics remains poorly understood.

Novelty and Contributions: We first analyze a theoretical foundation for designing dynamic graph
structures and models that effectively represent brain dynamics. Building upon this foundation, we
propose EvoBrain, which effectively learns Evolving, dynamic characteristics in Brain networks
for accurate seizure detection and prediction. Overall, we summarize our contributions as:

• Theoretical Analysis. To tackle the first challenge, we propose and analyze dynamic graph
structure that explicitly incorporate temporal EEG graph modeling (Theorem 1). To tackle the
second challenge, we first theoretically analyze different dynamic GNNs approaches from EEG
graph perspective (Theorem 2). We discuss the necessarily of dynamic GNNs at node-level, since
the node similarity measures are key factors in determining EEG graph construction.
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• Novel Model Design. We hence propose a novel time-then-graph model, EvoBrain, which
integrates a two-stream Mamba architecture (Gu and Dao, 2024) with a GCN enhanced by Laplacian
Positional Encoding (Wang et al., 2022), following neurological insights. EvoBrain achieves up to
23% and 30% improvements in AUROC and F1 scores, respectively, compared with the dynamic
GNN baseline. Also, EvoBrain is 17× faster than the SOTA time-and-graph dynamic GNN.

• Broad Evaluation. Unlike most seizure detection studies (Eldele et al., 2021; Cai et al., 2023; Ho
and Armanfard, 2023), we evaluate the more challenging task of seizure prediction, which aims to
identify the preictal state before seizures. This is critical for early intervention in clinical settings,
and EvoBrain maintains performance, with a 13.8% improvement in AUROC.

2 Problem Setting

2.1 Notations

We define an EEG x with N channels and T snapshots as a graph G = (A,X ), where A = (V, E)
and A ∈ RN×N×T are the adjacency matrices. V and E represent the channels (i.e., nodes) and
edges. Notably, most existing work constructs a weighted adjacency matrix A ∈ RN×N as fixed
across T meaning that all EEG snapshots share the same graph structure and only the node features
H are computed iteratively at each snapshot. In this paper, each edge ei,j,t ∈ E represents pairwise
connectivity between channels vi and vj , where i, j ∈ N . The feature vector xi,t ∈ Rd captures
the electrical activity of i-th channel during the EEG snapshot at time step t. If ei,j,t exists, ai,j,t

is a non-zero value. ai,j,t ∈ R quantifies the connectivity strength between two channels for each
snapshot. To represent temporal EEG graphs, we define the embedding of node vi at time step t as
hnode
i,t ∈ Rk, which captures both the spatial connectivity information from the edges and the temporal

dynamics from previous node embeddings. The embedding of edge ei,j,t, denoted as hedge
i,j,t ∈ Rl,

captures the temporal evolution of channel connectivity, reflecting changes in brain networks.

2.2 Problem - Dynamic GNN Expressivity in EEG Modeling

Brain networks in different states can manifest as distinct graph structures, as shown in Figure 1. We
treat expressivity analysis as a graph isomorphism problem (Xu et al., 2019), where non-isomorphic
EEG graphs represent different brain states, enabling the model to effectively distinguish between
seizure and non-seizure graphs. We formulate the challenge of representing EEG dynamics as
the distinction between implicit and explicit dynamic graph modeling in Problem 1. We further
define the challenge of effective spatio-temporal modeling as the investigation of the expressivity of
graph-then-time, time-and-graph, and time-then-graph (Gao and Ribeiro, 2022) in dynamic EEG
graph analysis in Problem 2.
Definition 1 (Implicit Dynamic Graph Modeling - Static Structure). This approach fixes a single
adjacency matrix A ∈ RN×N across all time steps, although each node’s feature vector x:,t evolves
across t. Formally, A:,:,t = Â, for each t ∈ {1, . . . , T}, where Â is constant for all t. Hence, the
spatial connectivity among EEG channels remains unchanged, and only node features capture the
dynamic aspects.

Definition 2 (Explicit Dynamic Graph Modeling - Dynamic Structure). In contrast to the implicit
setting, here both node features x:,t and the adjacency matrices {A:,:,t}Tt=1 can vary with time.
Specifically, A:,:,t ∈ RN×N at each snapshot t may be computed by a function f : A:,:,t =
f
(
x:,t

)
, ∀t ∈ {1, . . . , T}, thereby capturing the dynamic evolution of channel connectivity in

addition to time-varying nodes.

Problem 1 (Implicit vs. Explicit Dynamic Graph Modeling). We consider two approaches for
capturing spatial relationships. In the implicit (static) approach, a single adjacency matrix A
remains fixed across all time steps, so only the node features evolve. In the explicit (dynamic)
approach, both node features and adjacency matrices {A:,:,t}Tt=1 can change with t, allowing for
time-varying connectivities derived from the EEG data. Our goal is to compare the expressiveness of
these two approaches in capturing spatiotemporal dependencies for dynamic EEG graph analysis.

Definition 3 (Graph-then-time). This architecture first apply GNNs to learn spatial, graph information
at each t independently, followed by the temporal processing (e.g., by RNNs) of the resulting node
embeddings. The formal definition is given as:
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hnode
i,t = Cell

([
GNNL

in

(
X:,t,A:,:,t

)]
i
,hnode

i,t−1

)
. Z = Hnode

:,T , ∀i ∈ V, (1)

where hnode
i,t (1 ≤ t ≤ T ) denotes the embedding of node i ∈ V , GNNL

in(X:,t,a:,:,t) denotes graph
learning on the current snapshot through L layer GNNs. The learned embeddings, hnode

i,t−1, are
then passed into the RNN cell to capture the temporal dependencies. The last step output h:,T is
considered the final representation Z.

Definition 4 (Time-and-graph). This architecture alternately processes time and graph components,
applying GNNs to each EEG snapshot, as formally defined by:

hnode
i,t = Cell

([
GNNL

in

(
X:,t,A:,:,t

)]
i
,
[
GNNL

rc

(
H:,t−1,A:,:,t

)]
i

)
, Z = Hnode

:,T , ∀i ∈ V, (2)

where we initialize Hi,0 = 0. GNNL
in encodes each x:,t while GNNL

rc encodes representations from
historical snapshots H:,t−1, and RNN cell embeds evolution of those graph representations.

Definition 5 (Time-then-graph). This architecture first models the evolution of node and edge
attributes over time and then applies a GNN to the resulting static graph for final representation:

hnode
i = RNNnode(Xi,≤T

)
, ∀i ∈ V, hedge

i,j = RNNedge(ai,j,≤T

)
, ∀(i, j) ∈ E ,

Z = GNNL
(
Hnode,Hedge). (3)

time-then-graph represents the evolution of hnode and hedge using two sequential models RNNnode

and RNNedge, resulting in a new (static) graph, which is then encoded by a GNNL.

Problem 2 (Expressive Dynamic EEG Graph Architecture). Determine which of these three architec-
tures exhibits the highest expressiveness for dynamic EEG graph modeling, and characterize their
relative representational power.

3 Theoretical Analysis for Dynamic EEG Graphs

In this section, we aim to provide a theoretical analysis of the two problems. To this end, we employ
1-Weisfeiler-Lehman (1-WL) GNNs, a standard tool for analyzing graph isomorphism, as detailed
in Appendix B. In the context of dynamic EEG analysis, an expressive model should be able to
distinguish between different brain states by identifying non-isomorphic graphs.
Remark. For Theorem 2, we follow the general GNN taxonomy proposed by Gao and Ribeiro (2022),
but extend the analysis to EEGs, specifically focusing on node-level expressivity in dynamic EEG
graphs. Their analysis partially targets edge- or structure-level representations using unattributed
graphs, but it does not explicitly consider node features. In contrast, node features are essential in
EEG analysis, as EEG graph construction typically relies on pairwise similarity between channels
(Ho and Armanfard, 2023; Tang et al., 2022). To this end, we provide formal theorems and proofs
that consistently incorporate node features throughout the expressivity analysis. We also discuss the
necessity of jointly modeling both node and edge representations from the perspective of EEG graphs
in Appendix C.1.

Theorem 1. [Implicit ⪵ Explicit Dynamic Graph Modeling.] Explicit dynamic modeling (dynamic ad-
jacency matrices) is strictly more expressive than implicit dynamic modeling (static graph structures)
in capturing spatiotemporal dependencies in EEG signals.

Proof. Let Fimplicit and Fexplicit denote the function classes expressible by implicit and explicit
dynamic models, respectively. Since an explicit model can replicate any implicit model by ignoring
time variations in adjacency, it follows that Fimplicit ⊆ Fexplicit. To show strict separation, we
construct two temporal EEG graphs that share identical node features but differ in adjacency at a
single time step. An implicit model compresses adjacency into a static representation, potentially
making these graphs indistinguishable, while an explicit model processes time-varying adjacency
and can distinguish them. Thus, Fimplicit ̸= Fexplicit, proving Fimplicit ⊂ Fexplicit. The full proof is
provided in Appendix C.2.
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Lemma 1. [graph-then-time ⪵ time-and-graph ] time-and-graph is strictly more expressive than
graph-then-time representation family on Tn,T,Heta as long as we use 1-WL GNNs.

Proof. By Definition 3, hi,t−1 is passed without this additional GNN (i.e., GNNL
rc(·)) to learn

interactions between EEG snapshots. This results in a simpler form of temporal representation
compared to time-and-graph: hi,t−1 ⊆

[
GNNL

rc

(
H:,t−1,A:,:,t

)]
i
. graph-then-time is a strict subset

of time-and-graph in terms of expressiveness.

Lemma 2. [time-and-graph ⪵ time-then-graph ] time-then-graph is strictly more expressive than
time-and-graph representation family on Tn,T,θ, as time-then-graph outputs different representations,
while time-and-graph does not.

In Appendix C.3, we prove Lemma 2 using both node and edge representation perspectives (based on
Lemma 4 in Appendix C.1) to hold Theorem 2. Notably, we provide a synthetic EEG task where any
time-and-graph representation fails, while a time-then-graph approach succeeds. time-then-graph
learns node and edge features across time steps to capture temporal dependencies. This is done by
encoding the temporal adjacency matrices A:,:,≤t and node features X:,≤t together, enabling the
model to distinguish between graphs with distinct temporal structures. However, time-and-graph
handles each time step independently, leading to identical representations across time.
Theorem 2. [Temporal EEG Graph Expressivity] Based on Lemmas 1 and 2, we conclude that
graph-then-time is strictly less expressive than time-and-graph, and time-and-graph is strictly less
expressive than time-then-graph on Tn,T,θ, when the graph representation is a 1-WL GNN:

graph-then-time ⪵Tn,T,θ
time-and-graph ⪵Tn,T,θ

time-then-graph. (4)

We confirm this conclusion in our experiments of both seizure detection and early prediction tasks.

4 Proposed Method - EvoBrain

Based on the above analysis, this section presents our EvoBrain, which is built on top of explicit
dynamic modeling and time-then-graph architecture to represent temporal EEG structures.

4.1 Explicit Dynamic Brain Graph Structure

Based on Theorem 1, we propose to construct EEG graphs for each snapshot instead of constructing
a single static graph from the entire EEG recording. We first segment an EEG epoch into short
time durations (i.e., snapshots) at regular intervals and compute channel correlations to construct a
sequence of graph structures. Specifically, for the t-th snapshot, we define the edge weight ai,j,t as
the weighted adjacency matrix A, computed as the absolute value of the normalized cross-correlation
between nodes vi and vj . To prevent information redundancy and create sparse graphs, we rank the
correlations among neighboring nodes and retain only the edges with the top-τ highest correlations.

ai,j,t = |xi,t ∗ xj,t|, if vj ∈ N (vi), else 0,

where xi,:,t and xj,:,t represent vi and vj channels of t-th EEG snapshot. ∗ denotes the normalized
cross-correlation operation. N (vi) denotes the set of top-τ neighbors of vi with higher correlations.
After computing this for T snapshots, we obtain a sequence of directed, weighted EEG graphs G to
represent brain networks at different time points. In other words, the dynamic nature of the EEG is
captured by the evolving structure of these graphs over time.

4.2 Dynamic GNN in Time-Then-Graph Model

Based on Theorem 2, we propose a novel time-then-graph model, where two-stream Mamba Gu
and Dao (2024) learn the temporal evolution of node and edge attributes independently, followed
by Graph Convolutional Networks (GCN) to capture spatial dependencies across electrodes in a
static graph. This method effectively captures the temporal and spatial dynamics inherent in EEG
data for seizure detection and prediction. Notably, the model input is not the raw EEG signals but
their frequency representation. Here, clinical seizure analysis aims to identify specific frequency
oscillations and waveforms, such as spikes (Khan et al., 2018). To effectively capture such features,
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we apply a short-term Fourier transform (STFT) to the EEG signal, retaining the log amplitudes of
the non-negative frequency components, following prior studies (Covert et al., 2019; Asif et al., 2020;
Tang et al., 2022). The EEG frequency snapshots are then normalized using z-normalization across
the training set. Consequently, an EEG frequency representation with a sequence of snapshots is
formulated as X ∈ RN×T×d, serving N node initialization and dynamic graph construction.

4.2.1 Temporal Modeling with Mamba

We introduce a two-stream Mamba framework, with separate processes for node and edge attributes
to capture their temporal dynamics. Given a dynamic EEG graph G, Mamba can be interpreted as a
linear RNN with selective state updates, making it suitable for modeling brain dynamics that involve
both short-term and long-term memory processes. In the brain, short-term memory maintains transient
information over brief intervals, while long-term memory spans extended timescales, enabling the
integration of past experiences into current processing.

For a traditional RNN processing sequence {xt}Tt=1, the hidden state update is: ht = σ(Wht−1 +
Uxt), where the weight matrices W and U representing synaptic connectivity between neurons are
fixed across time t. However, the synaptic weights are constantly changing, controlled in part by
chemicals such as neuromodulators (Citri and Malenka, 2008). This limits the model’s ability to
evolve information over long sequences (Costacurta et al., 2024). In contrast, Mamba can be viewed
as a linear RNN with input-dependent parameters for each element xe (node feature xi,t or weighted
adjacency matrix ai,j,t):

∆e
t = τ∆(f

e
∆(x

e
t )), Be

t = fe
B(x

e
t ), Ce

t = fe
C(x

e
t ),

he
t = (1−∆e

t ·D)︸ ︷︷ ︸
selective forgetting

ht−1 + ∆e
t ·Be

t︸ ︷︷ ︸
selective update

xe
t , ye

t = Ce
th

e
t , (5)

where f∗ are learnable projections for important frequency bands or edge connectivity. The hidden
state he

t encodes the evolving neural activity, serving as a substrate for both transient (working)
memory and more persistent (long-term) memory traces. The softplus activation τ∆ guarantees that
the gating variable ∆e

t remains positive, thereby modulating the trade-off between retaining previous
neural states and incorporating new inputs. Specifically, the forgetting term (1−∆e

t ·D) implements
a selective mechanism analogous to synaptic decay or inhibitory processes that diminish outdated
or irrelevant information. Conversely, the update term ∆e

t ·Be
t mirrors neuromodulatory gating

(e,g, via dopamine signaling) that selectively reinforces and integrates salient new information. The
projection Ce

t translates the internal neural state into observable outputs. The final hidden states
hnode
i = ynode

i,T and hedge
ij = yedge

ij,T capture the temporal evolution of nodes and edges.

4.2.2 Spatial Modeling with GCN and LapPE

We adapt Graph Convolutional Network (GCN) and Laplacian Positional Encoding (LapPE) (Wang
et al., 2022) for efficiently modeling spatial dependencies in EEG signals.

Capturing Brain Network Topology. Recent studies of neuroscience reveal that particular functions
are closely associated with specific brain regions (e.g., Neocortex or Broca’s area) (Hawkins and
Ahmad, 2016; Rubinov and Sporns, 2010). However, due to the fundamental computation of GNNs,
nodes that are structurally equivalent under graph automorphism receive identical representations,
effectively losing their individual identities (Wang et al., 2022). In order to reflect the spatial
specificity of the brain within spatial modeling, we introduce Laplacian Positional Encoding (LapPE).
Given edge feature Hedge the normalized Laplacian L is defined as: L = I− (D−1/2A′D−1/2) =
UΛU⊤, A′ = τedge(fedge(H

edge)), where τedge is the softplus function, fedge is the learnable
projection, A′ is a weighted adjacency matrix A′, and D is a degree matrix, diagonal with D =
{
∑

j a
′
i,j}Ni=1. I ∈ RN×N is the identity matrix, and D−1/2 is the element-wise inverse square root

of the degree matrix D. Performing an eigendecomposition on L yields. The columns of U ∈ RN×N

are the eigenvectors of L, and Λ is a diagonal matrix containing the corresponding eigenvalues.

To capture the global geometry of the network, we select the first K eigenvectors corresponding to
the smallest eigenvalues. For node i, its Laplacian-based positional encoding pi ∈ RK is given by
pi = [u1[i],u2[i], . . . ,uK [i]]⊤, xnode

i = [hnode
i ;pi], where uk[i] denotes the i-th component of

the k-th eigenvector and [; ] indicates vector concatenation.
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Modeling EEG Spatial Dynamics. We then adapt a GCN to learn spatial dependencies. These graph
embeddings capture the temporal evolution of EEG snapshots, with each snapshot reflecting the brain
state at that particular time. Each layer of the GCN updates the node embeddings by aggregating
information from neighboring nodes and edges. The node embeddings are updated as follows:

h
(l+1)
i = σ

(
(D−1/2A′D−1/2)h

(l)
j Θ(l)

)
, where h

(l)
i is the embedding of node i at layer l and

h
(0)
i = xnode

i . Θ(l) is the learnable weight matrix at layer l, and σ is an activation function (e.g.,
ReLU). Afterward, we apply max pooling over the node embeddings, i.e., Z = h

(L)
i , followed by a

fully connected layer and softmax activation for seizure detection and prediction tasks.

5 Experiments and Results

5.1 Experimental Setup

Tasks. In this study, we focus on two tasks: seizure detection and seizure early prediction.

• Seizure detection is framed as a binary classification problem, where the goal is to distinguish
between seizure and non-seizure EEG segments, termed epochs. This task serves as the foundation
for automated seizure monitoring systems.

• Seizure early prediction is the more challenging and clinically urgent task. It aims to predict the
onset of an epileptic seizure before it occurs. Researchers typically frame this task as a classification
problem (Burrello et al., 2020; Batista et al., 2024), where the goal is to distinguish between pre-
ictal EEG epochs and the normal state. Accurate classification enables timely patient warnings or
preemptive interventions, such as electrical stimulation, to prevent or mitigate seizures. The seizure
prediction task is defined as a classification problem between inter-ictal (normal) and pre-ictal
states (Burrello et al., 2020). However, there is no clear clinical definition regarding its onset or
duration of pre-ictal state (Lopes et al., 2023). So it is defined as a fixed duration before the seizure
occurrence (Batista et al., 2024). This duration is chosen to account for the time required for
stimulation by implanted devices (Cook et al., 2013) and to allow for seizure preparation. In this
study, we define the pre-ictal state as one minute, providing adequate time for effective electrical
stimulation to mitigate seizures or minimal preparation. Data labeled as seizures were discarded,
and a five-minute buffer zone around the boundary data was excluded from the analysis. The
remaining data were used as the normal state.

Datasets. We used the Temple University Hospital EEG Seizure dataset v1.5.2 (TUSZ) (Shah et al.,
2018) to evaluate EvoBrain. Data description can be found in Appendix F. TUSZ is the largest
public EEG seizure database, containing 5,612 EEG recordings with 3,050 annotated seizures. Each
recording consists of 19 EEG channels. Additionally, we used the smaller CHB-MIT dataset, which
consists of 844 hours of 22-channel scalp EEG data from 22 patients, including 163 recorded seizure
episodes. For the TUSZ dataset, we followed the official data split, in which a subset of patients
is designated for testing. Similarly, for the CHB-MIT dataset, we used randomly selected 15% of
the patient’s data for testing. Hyperparameters and augmentation strategies were set following prior
studies and can be found in Appendix D. Preprocessing: For the early prediction task, we defined the
one-minute period before a seizure as the preictal phase, implying the ability to predict seizures up to
one minute in advance.

Baselines. We selected four dynamic GNNs studies as baselines: EvolveGCN-O (Pareja et al.,
2020), which follows the graph-then-time architecture, and a time-and-graph work, DCRNN (Tang
et al., 2022). time-then-graph approach, GRAPHS4MER (Tang et al., 2023) and GRU-GCN Gao
and Ribeiro (2022) are time-then-graph architectures. We included EEG foundation models, BIOT
(Yang et al., 2023a), LaBraM (Jiang et al., 2024), and EEGPT (Wang et al., 2024). LaBraM and
EEGPT were fine-tuned from the publicly available base model checkpoint. We also evaluated LSTM
(Hochreiter and Schmidhuber, 1997) and CNN-LSTM (Ahmedt-Aristizabal et al., 2020) as referenced
in Tang et al. (2022) and conventional methods, Support Vector Machine (SVM) and Random Forest.

Metrics. We used the Area Under the Receiver Operating Characteristic Curve (AUROC) and F1
score as evaluation metrics. AUROC considers various threshold scenarios, providing an overall
measure of the model’s ability to distinguish between classes. The F1 score focuses on selecting the

7



Table 1: Performance comparison of TUSZ dataset on seizure detection and prediction for 12s and
60s. The best and second best results are highlighted.

Detection Prediction

12s 60s 12s 60s

Method AUROC F1 AUROC F1 AUROC F1 AUROC F1

SVM 0.765 ±0.004 0.369 ±0.007 0.720 ±0.017 0.390 ±0.019 0.566 ±0.016 0.320 ±0.037 0.561 ±0.025 0.312 ±0.029
Random Forest 0.778 ±0.004 0.354 ±0.005 0.739 ±0.031 0.386 ±0.038 0.566 ±0.032 0.344 ±0.037 0.550 ±0.037 0.330 ±0.037
LSTM 0.794 ±0.006 0.381 ±0.019 0.720 ±0.014 0.392 ±0.012 0.572 ±0.024 0.353 ±0.011 0.559 ±0.026 0.393 ±0.025
CNN-LSTM 0.754 ±0.009 0.356 ±0.008 0.680 ±0.007 0.331 ±0.016 0.621 ±0.018 0.389 ±0.010 0.528 ±0.020 0.316 ±0.028
BIOT 0.726 ±0.016 0.320 ±0.018 0.651 ±0.024 0.280 ±0.013 0.576 ±0.019 0.425 ±0.016 0.574 ±0.006 0.388 ±0.008
LaBraM 0.825 ±0.003 0.472 ±0.013 0.793 ±0.002 0.469 ±0.010 0.661 ±0.003 0.482 ±0.010 0.669 ±0.014 0.413 ±0.020
EEGPT 0.803 ±0.005 0.415 ±0.011 0.743 ±0.003 0.406 ±0.012 0.672 ±0.005 0.465 ±0.012 0.610 ±0.018 0.396 ±0.022
EvolveGCN 0.757 ±0.004 0.343 ±0.012 0.670 ±0.017 0.340 ±0.015 0.622 ±0.006 0.437 ±0.010 0.531 ±0.020 0.344 ±0.019
DCRNN 0.817 ±0.008 0.415 ±0.039 0.808 ±0.014 0.435 ±0.019 0.634 ±0.021 0.401 ±0.024 0.601 ±0.031 0.397 ±0.029
GRAPHS4MER 0.833 ±0.005 0.413 ±0.017 0.778 ±0.021 0.439 ±0.012 0.632 ±0.021 0.438 ±0.022 0.638 ±0.025 0.355 ±0.031
GRU-GCN 0.856 ±0.009 0.505 ±0.009 0.822 ±0.013 0.438 ±0.014 0.659 ±0.020 0.453 ±0.012 0.601 ±0.028 0.392 ±0.017
EvoBrain (Ours) 0.877 ±0.005 0.539 ±0.009 0.865 ±0.009 0.483 ±0.006 0.675 ±0.015 0.470 ±0.003 0.651 ±0.023 0.401 ±0.023

best threshold by balancing precision and recall. All results are averaged over five runs with different
random seeds. Experimental details are provided in Appendix E.

5.2 Results

Main Results. Table 1 presents a performance comparison of seizure detection and prediction
for the TUSZ dataset using various models over 12-second and 60-second windows. EvoBrain
consistently outperforms dynamic GNN baselines and achieves competitive performance to the
large-scale foundation model, LaBraM, while using 30 times fewer parameters. For the seizure
detection in a 12-second window data, EvoBrain shows a 14% increase in AUROC and 12% increase
in F1 score compared with LaBraM. For the 60-second window data, EvoBrain shows a 23%
increase in AUROC and 30% (0.670 → 0.865) increase in F1 score (0.340 → 0.483) compared with
EvolveGCN. All time-then-graph models demonstrate relatively high performance, supporting our
theoretical analysis and conclusion of Theorem 2 in Section 3.

(a) TUSZ dataset  (b) CHB-MIT dataset 

Figure 2: ROC curve results for the 12-second
seizure detection task on two datasets.

Figure 2 shows the ROC curves results compar-
ing EvoBrain with other dynamic GNN models
on seizure detection task. In subfigure (a), for the
TUSZ dataset, EvoBrain achieves an AUC of 0.88,
outperforming DCRNN (0.81) and EvolveGCN
(0.76). Our ROC curve is positioned higher, in-
dicating a stronger ability to differentiate between
seizure and non-seizure events. In subfigures (b) for
the CHB-MIT dataset, EvoBrain achieves an AUC
of 0.94, significantly higher than the 0.81 and 0.59
of time-and-graph and graph-then-time approaches,
respectively. The results show the effectiveness of
time-then-graph for identifying seizures.

(a) TUSZ 12s (b) TUSZ 60s
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Figure 3: Comparison of the proposed dynamic
graph structure and the static structure.

Dynamic Graph Structure Evaluation. Figure 3
shows the effectiveness of our proposed dynamic
graph structure (i.e,. explicit dynamic modeling)
compared to the static graph structure (i.e., im-
plicit dynamic modeling) commonly used in ex-
isting work (Ho and Armanfard, 2023; Tang et al.,
2022). The purple bar shows the performance of
the static graph structure, while the orange bar rep-
resents the results when the static graph is replaced
with our dynamic graph structures. As seen, the im-
provements are not limited to our time-then-graph
method but also enhance the performance of all dy-
namic GNNs approaches. The figure highlights the
effectiveness and necessity of dynamic graphs in
capturing brain dynamics. The results imply that
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(b) Training time(a) Inference time 

TUSZ dataset CHB-MIT dataset  CHB-MIT dataset  TUSZ dataset 

Figure 4: (a) Inference and (b) training time vs. input data length on CHB-MIT and TUSZ datasets.
Our model achieves up to 17x faster training times and 14x faster inference times than its competitors,
demonstrating scalability.

(a) Architecture evaluation  (b) Node feature (d) RNN layer(c) GNN layer

Figure 5: (a) Architecture evaluation using same GNN and RNN layers. (b) Results using raw EEG
instead of frequency-domain features. (c) GNN and (d) RNN layer evaluation.

modeling temporal dynamics in EEGs should incorporate various channel connectivity or structural
information, supporting our theoretical analysis and conclusion of Theorem 1 in Section 3.

Computational Efficiency. To assess the computational efficiency of our method, we measured
the training time and inference time. Dynamic GNNs require computation time that scales with the
length of the input data (details are provided in Appendix D). Figure 4 (a) illustrates the average
training time per step for dynamic GNNs with a batch size of 1 across various input lengths. In
practice, while the RNN component operates very quickly, the GNN processing accounts for most of
the computation time. Since our method performs GNN processing only once for each data sample,
it is up to 17× faster training time and more than 14× faster inference time than DCRNN. Thus, our
approach is not only superior in performance but also fast in computational efficiency.

Ablation Study. Figure 5 (a) shows the results of different architectures applied to the same GRU
and GCN layers using the 12-second TUSZ dataset on the seizure detection task. Consistent with
Theorem 1, the time-then-graph architecture achieved the best performance. Figure 5 (b) shows the
results when the FFT processing or LapPE was removed. Figure 5 (c) illustrates that replacing the
GCN with GIN yields nearly identical performance, whereas removing the GNN and using only
the RNN leads to a performance drop. Figure 5 (d) shows results of replacing Mamba with GRU
layers on the seizure detection task using the 60-second TUSZ dataset. The results demonstrates that
Mamba provides performance benefits, especially for longer input sequences.

5.3 Clinical Analysis.

We show a case analysis of our constructed dynamic graphs from a neuroscience perspective. Figure
6 shows the top-10 edges with the strongest connections in the learned dynamic graphs , where the
yellow color represents the strength of the connections. These edges are selected based on the highest
values, indicating the most significant relationships captured by the model. In Figure 6 (a), a sample
unrelated to a seizure shows weak, sparse connections spread across various regions over an extended
period. Figure 6 (b) shows a pre-seizure sample, where some connections gradually strengthen.
Figure 6 (c) shows the result of a focal seizure, a type of seizure that originates in a specific area,
with sustained strong connections only in a specific region. In Figure 6 (d), a generalized seizure is
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(b) Pre-seizure(a) Normal

(c) Focal-seizure  (d) Generalized-seizure 

Strong

Weak

Figure 6: Learned graph structure visualizations. The yellow color of the edges indicates the strength
of the connections. In (a) Normal state, the dark shows weak connections. In (b) Pre-seizure state,
the connections in specific regions strengthen over time. In (c) Focal seizure, which occurs only in a
specific area of the brain, strong connections are consistently present in a particular region. In (d)
Generalized seizure, strong connections are observed across the entire brain.

illustrated, characterized by strong connections across the entire brain.
Successful surgical and neuromodulatory treatments critically depend on accurate localization of the
seizure onset zone (SOZ) (Li et al., 2021a). Even the most experienced clinicians are challenged
because there is no clinically validated biomarker of SOZ. Prior studies have shown that abnormal
connections across several channels may constitute a more effective marker of the SOZ (Scharfman,
2007; Burns et al., 2014b; Li et al., 2018). Our dynamic graph structures align with neuroscientific
observations, successfully visualizing these abnormal connections and their changes. This offers
promising potential for application in surgical planning and treatment strategies.

6 Conclusion

In this work, we propose a dynamic multi-channel EEG graph modeling approach, EvoBrain. By
adopting a time-then-graph strategy together with explicit dynamic modeling, EvoBrain captures the
evolving nature of brain networks. Our theoretical analysis establishes the expressivity advantages
of both explicit dynamic graphs and the time-then-graph paradigm over alternatives, providing a
principled foundation for the design choices. EvoBrain yields substantial empirical gains, including
improvements of 23% in AUROC and 30% in F1 over a strong dynamic GNN baseline, and strong
performance on early seizure prediction. Case clinical analyses further highlight potential clinical
utility by revealing network changes consistent with seizure progression. Taken together, these
results suggest EvoBrain is a practical and theoretically grounded step toward reliable, clinically
meaningful EEG-based seizure analysis.

Limitations and Social Impacts. In seizure prediction, pre-ictal patterns are typically weaker and
more spatially diffuse. While EvoBrain achieves the best performance among lightweight GNN-based
models, LaBraM benefits from more parameters and pretraining on large-scale multiple EEG corpora,
which enhances its ability to generalize under limited and noisy pre-seizure data conditions. While
we focus our evaluation on the seizure task, generalization to other tasks remains a challenge of future
work. Regarding potential negative societal impacts, we recognize key risks such as bias and system
malfunction. Specifically, models trained on EEG data from specific demographic groups may exhibit
biased performance when applied to broader populations, potentially leading to unequal diagnostic
accuracy. Additionally, miscalibrated early seizure prediction could lead to false alarms, causing
unnecessary interventions or patient distress. These challenges highlight promising directions for
future work, where incorporating fairness assessments, demographic audits, and human-in-the-loop
strategies can lead to more robust and trustworthy EEG-based systems.
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referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: This paper has instructions on how to reproduce the main experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
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instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We release source code. Datasets are available for download from their
respective sources.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specify the experimental details.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The results are accompanied by standard deviations.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The paper provides information on the computer resources.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.
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Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both potential positive and negative societal impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite the original paper of existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We release our source code.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLM was used only for writing, editing, and formatting purposes.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Figure 7: We compare (a) explicit dynamic modeling with implicit dynamic modeling and (b)
time-then-graph with graph-then-time and graph-and-time architectures.

A Related Work

Automated Seizure Analysis. The automated detection or prediction of seizures has been a long-
standing challenge (Zhang et al., 2024b; Kotoge et al., 2024). Deep learning has shown great
achievements in automating EEG feature extraction and detection, using convolutional neural net-
works (CNNs) (Fukumori et al., 2022b; Ahmedt-Aristizabal et al., 2020; Asif et al., 2020; Saab et al.,
2020), RNN-based models (Fukumori et al., 2022a; Ahmedt-Aristizabal et al., 2020; Rasheed et al.,
2021), Transformers (Eldele et al., 2021; Yang et al., 2023b; Jiang et al., 2024; Yi et al., 2023), and
brain-inspired models (Rich et al., 2020; Burelo et al., 2022; Chen et al., 2023; Costa et al., 2024).

Spatial Relationships in EEG Networks. A seizure is fundamentally a network disease, and
detection typically relies on the ability to determine abnormalities in EEG channels (Burns et al.,
2014a; Li et al., 2021b; Rolls et al., 2021). Many multi-channel methods have been proposed for
capturing spatial information in channels (Jiang et al., 2024; Yi et al., 2023; Zhang et al., 2023;
Mohammadi Foumani et al., 2024). Among them, recent studies have proposed GNNs to capture
further the non-Euclidean structure of EEG electrodes and the connectivity in brain networks (Covert
et al., 2019; Sun et al., 2021; Li et al., 2022b; Chen et al., 2022; Klepl et al., 2022; Demir et al.,
2022). These methods form EEGs as graphs, embedding each channel into the nodes and learning
spatial graph representations (Demir et al., 2021; Ho and Armanfard, 2023). However, they do not
explicitly model temporal relationships, relying instead on convolutional filters or conventional linear
projections for node embeddings.

Dynamic GNNs for EEG Modeling. Dynamic GNN is effective in learning temporal graph
dynamics, achieving promising results in tasks such as dynamic link prediction (Tian et al., 2024),
node classification (Zhang et al., 2024a), and graph clustering (Liu et al., 2024). Recently, some
studies have focused on dynamic GNNs aimed to enhance temporal and graph representations for
EEG-based seizure modeling. Tang et al. (2022) proposes a time-and-graph model , which uses
frequency features from FFT as node features and applies GNN and RNN processing simultaneously
for each sliding window. Cai et al. (2023) adopts a graph-then-time model that combines GCN and
RNN for seizure detection. However, these studies construct static graphs with fixed structures across
temporal learning. Hou et al. (2022) propose time-then-graph model, BiLSTM-GCNNet, which
uses RNNs to construct static graph from node feature. GRAPHS4MER (Tang et al., 2023) is also
proposed as a time-then-graph method. This work learns dynamic graphs using an internal graph
structure learning model. Similarly, both Asadzadeh et al. (2022) and Li et al. (2022a) internally learn
dynamic graph structures. However, its input for graph structure learning is still based on the static
Euclid distance or similarity of the entire data sample (e.g., 12 or 60 seconds) rather than individual
snapshots. Our work differs by defining dynamic graph structures that more effectively capture the
temporal evolution of brain connectivity in EEGs.

B Graph Isomorphism and 1-WL Test

Graph isomorphism refers to the problem of determining whether two graphs are structurally
identical, meaning there exists a one-to-one correspondence between their nodes and edges. This is a
crucial challenge in graph classification tasks, where the goal is to assign labels to entire graphs based

22



on their structures. A model that can effectively differentiate non-isomorphic graphs is said to have
high expressiveness, which is essential for accurate classification. In many cases, graph classification
models like GNNs rely on graph isomorphism tests to ensure that structurally distinct graphs receive
different embeddings, which improves the model’s ability to classify graphs correctly.

1-Weisfeiler-Lehman (1-WL) test is a widely used graph isomorphism test that forms the foundation
of many GNNs. In the 1-WL framework, each node’s representation is iteratively updated by
aggregating information from its neighboring nodes, followed by a hashing process to capture
the structural patterns of the graph. GNNs leveraging this concept, such as Graph Convolutional
Networks (GCNs) and Graph Attention Networks (GATs), essentially perform a similar neighborhood
aggregation, making them as expressive as the 1-WL test in distinguishing non-isomorphic graphs
(Xu et al., 2019). Modern GNN architectures adhere to this paradigm, making the 1-WL a standard
baseline for GNN expressivity. In our work, we also use 1-WL-based GNNs, leveraging their proven
expressiveness for dynamic brain graph modeling.

C Proofs of Expressivity Analysis

C.1 Expressiveness with Node and Edge Representations

Lemma 3. [Necessity of Node Representations] Edges alone (Gao and Ribeiro, 2022) are insufficient
to uniquely distinguish certain temporal EEG graphs. Specifically, there exist pairs of temporal
EEG graphs that have identical edge features across all time steps but different node features,
making them indistinguishable based solely on edge representations. Therefore, incorporating node
representations is necessary to achieve full expressiveness in EEG graph classification tasks.

Proof. Given G(1) and G(2), with the same sets of V and E , for ∀ t, the edge features satisfy:
a
(1)
i,j,t = a

(2)
i,j,t ∀(vi, vj) ∈ E ,∀t ∈ {1, 2, . . . , T}. However, suppose there exists at least one node

vk ∈ V and one time step t′ such that: x(1)
k,t′ ̸= x

(2)
k,t′ . Since a

(1)
i,j,t = a

(2)
i,j,t, any GNN architecture that

relies solely on edge features will produce identical embeddings for G(1) and G(2), ∀t.

Lemma 4. [Expressiveness with Node and Edge Representations] When both node and edge rep-
resentations are incorporated, a GNN can uniquely distinguish any pair of temporal EEG graphs
that differ in either node features or edge features at any time step, provided the GNN is sufficiently
expressive (e.g., 1-WL GNN).

Proof. Given G(1) = (A(1),X (1)) and G(2) = (A(2),X (2)), suppose they differ in at least one node
feature or edge feature at some time step t. An expressive GNN can produce different embeddings
for these graphs by capturing the differences in node and/or edge features. Specifically:

1. If X(1)
:,t ̸= X

(2)
:,t for some t, then the node embeddings h(1)

i,t and h
(2)
i,t will differ for at least

one node vi.

2. If a(1)i,j,t ̸= a
(2)
i,j,t for some edge (vi, vj) and some t, then the edge embeddings h(1)

ij,t and h
(2)
ij,t

will differ for that edge.

Since the GNN aggregates information from both node and edge embeddings, any difference in either
will propagate through the network, resulting in distinct final representations Z(1) and Z(2). Thus,
the GNN can uniquely distinguish between G(1) and G(2).

C.2 Implicit and Explicit Dynamic Modeling

Theorem 1. [Implicit ⪵ Explicit Dynamic Graph Modeling.] Explicit dynamic modeling (dynamic ad-
jacency matrices) is strictly more expressive than implicit dynamic modeling (static graph structures)
in capturing spatiotemporal dependencies in EEG signals.

Proof. Let Fimplicit be the family of functions (e.g., representations or classifiers) expressible by
an implicit dynamic graph model that compresses all adjacency snapshots {A:,:,t}Tt=1 into a single
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adjacency matrix Â, and let Fexplicit be the family of functions expressible by an explicit dynamic
graph model that uses the full time-varying adjacency {A:,:,t}Tt=1. We prove

Fimplicit ⊆ Fexplicit and Fimplicit ̸= Fexplicit,

i.e.,
Fimplicit ⊂;Fexplicit.

(1) Subset Relationship. It can be interpreted as any implicit dynamic model aggregates the set
of adjacency matrices {A:,:,t}Tt=1 into a single, static Â by some function f(·) (e.g., averaging,
summation, thresholding):

Â = f
(
{A:,:,t}Tt=1

)
.

Such a model uses Â for all time steps, disregarding changes in edges across t. In contrast, an explicit
dynamic model directly processes the full sequence {A:,:,t}Tt=1. To see that Fimplicit is contained
in Fexplicit, observe that any function fimp ∈ Fimplicit can be mimicked by an explicit model that
simply ignores the time-specific variability in adjacency and substitutes f({A:,:,t}) = Â as if it were
the adjacency for every t. Hence,

∀ fimp ∈ Fimplicit, fimp ∈ Fexplicit,

implying
Fimplicit ⊆ Fexplicit.

(2) Strict Separation by Counterexample. To show that Fimplicit ̸= Fexplicit, we construct two
temporal EEG graphs, G(1) = {X:,t,A

(1)
:,:,t}Tt=1 and G(2) = {X:,t,A

(2)
:,:,t}Tt=1, such that

1. Their node features match at every time step:

X
(1)
:,t = X

(2)
:,t ∀ t ∈ {1, . . . , T}.

2. Their adjacency differs only at one time step t′:

A
(1)
:,:,t′ ̸= A

(2)
:,:,t′ , and A

(1)
:,:,t = A

(2)
:,:,t ∀ t ̸= t′.

Under implicit dynamic modeling, the function f({A:,:,t}Tt=1) may yield the same compressed
adjacency Â for both G(1) and G(2). Hence, any implicit model would treat the two graphs identically,
failing to separate them because the single Â cannot preserve the difference at t′.

In contrast, the explicit dynamic model processes {A(k)
:,:,t}Tt=1 without discarding the time-step-

specific variations. Consequently, it does see A(1)
:,:,t′ ̸= A

(2)
:,:,t′ , and can therefore distinguish G(1) from

G(2). Thus, there exist inputs in the domain of temporal EEG graphs that are indistinguishable by
any implicit dynamic model but distinguishable by an explicit dynamic model. This proves

Fimplicit ̸= Fexplicit,

and in view of the subset argument, we conclude

Fimplicit ⊂ Fexplicit,

explicit dynamic modeling is strictly more expressive than implicit dynamic modeling.

C.3 time-and-graph and time-then-graph

Lemma 2. [time-and-graph ⪵ time-then-graph ] time-then-graph is strictly more expressive than
time-and-graph representation family on Tn,T,θ, as time-then-graph outputs different representations,
while time-and-graph does not.

Gao and Ribeiro (2022) prove that a time-then-graph representation that outputs the same embeddings
as an arbitrary time-and-graph representation. Thus, time-then-graph is as expressive as time-and-
graph. To prove Lemma 2 we also provide a EEG graph classification task where any time-and-graph
representation will fail while a time-then-graph would work, which then, added to the previous result,
proves that time-then-graph is strictly more expressive than time-and-graph.
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Figure 8: A synthetic EEG task where only time-then-graph is expressive. The top and bottom
2-time temporal graphs on the left side have snapshots of different structure at time t2 (denote by C8,2
and C8,1). The top and bottom temporal graphs on the left show different dynamic-graph structures.
The right side shows their aggregated versions, where edge attributes indicate whether they existed
(1) or not (0) over time, using different colors. The goal is to distinguish the structural differences
between the top and bottom graphs. time-and-graph has the same node representation neighbors in
both snapshots, indistinguishable. time-then-graph aggregates the dynamic graphs into different node
representations and succeeds in distinguishing them.

Proof. We now propose a synthetic EEG task, whose temporal graph is illustrated in Figure 8. The
goal is to differentiate the topologies between two 2-step temporal graphs. Each snapshot is a static
EEG graph with 8 attributed nodes, denoted as C8,1 and C8,2.

Two temporal graphs differ in their second time step t2. If the graphs have the same features, any
1-WL GNN will output the same representations for both C8,1 and C8,2. We use a(top) to represent the
adjacency matrix of dynamics in the top left of Figure 8, and a(btm) for dynamics in the bottom left of
Figure 8. Note that X(top) = X(btm) since the temporal graph has the same features.

Hence, for a time-and-graph representation:

GNNL
in

(
X

(top)
:,1 ,A

(top)
:,:,1

)
= GNNL

in

(
X

(top)
:,2 ,A

(top)
:,:,2

)
= GNNL

in

(
X

(btm)
:,1 ,A

(btm)
:,:,1

)
= GNNL

in

(
X

(btm)
:,2 ,A

(btm)
:,:,2

)
,

GNNL
rc

(
H

(top)
:,0 ,A

(top)
:,:,1

)
= GNNL

rc

(
H

(btm)
:,0 ,A

(btm)
:,:,1

)
,

GNNL
rc

(
H

(top)
:,1 ,A

(top)
:,:,2

)
= GNNL

rc

(
H

(btm)
:,1 ,A

(btm)
:,:,2

)
.

Then, when we apply Equation (2) at the first time step, for the top graph:

h
(top)
i,1 = Cell

([
GNNL

in

(
X

(top)
:,1 ,A

(top)
:,:,1

)]
i
,
[
GNNL

rc

(
h
(top)
:,0 ,A

(top)
:,:,1

)]
i

)
,

for the bottom graph:

h
(btm)
i,1 = Cell

([
GNNL

in

(
X

(btm)
:,1 ,A

(btm)
:,:,1

)]
i
,
[
GNNL

rc

(
h
(btm)
:,0 ,A

(btm)
:,:,1

)]
i

)
.

Since X(top) = X(btm), A(top)
:,:,1 = A

(btm)
:,:,1 , and h

(top)
:,0 = h

(btm)
:,0 ,

we have: h(top)
i,1 = h

(btm)
i,1 .
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For the second time step:

h
(top)
i,2 = Cell

([
GNNL

in

(
X

(top)
:,2 ,A

(top)
:,:,2

)]
i
,
[
GNNL

rc

(
h
(top)
:,1 ,A

(top)
:,:,2

)]
i

)
,

h
(btm)
i,2 = Cell

([
GNNL

in

(
X

(btm)
:,2 ,A

(btm)
:,:,2

)]
i
,
[
GNNL

rc

(
h
(btm)
:,1 ,A

(btm)
:,:,2

)]
i

)
.

Despite A
(top)
:,:,2 ̸= A

(btm)
:,:,2 , the 1-WL GNN will output the same representations h(top)

i,2 = h
(btm)
i,2 for

both C8,1 and C8,2.

Therefore:

Z(top) = h
(top)
i,2 = h

(btm)
i,2 = Z(btm).

Thus, time-and-graph will output the same final representation Z(top) = Z(btm) for two different
temporal graphs in Figure 8.

For the time-then-graph representation, we apply Equation (3). First, for the node representations:

hnode(top)
i = RNNnode(X(top)

i,≤2

)
= RNNnode([x(top)

i,1 ,x
(top)
i,2 ]

)
,

hnode(btm)
i = RNNnode(X(btm)

i,≤2

)
= RNNnode([x(btm)

i,1 ,x
(btm)
i,2 ]

)
.

Since X(top) = X(btm), we have hnode(top)
i = hnode(btm)

i for all nodes i.

Now, for the edge representations:

hedge(top)
i,j = RNNedge(A(top)

i,j,≤2

)
= RNNedge([a(top)

i,j,1 ,a
(top)
i,j,2 ]

)
,

hedge(btm)
i,j = RNNedge(A(btm)

i,j,≤2

)
= RNNedge([a(btm)

i,j,1 ,a
(btm)
i,j,2 ]

)
.

Here, a(top)
i,j,≤2 ̸= a

(btm)
i,j,≤2 for some (i, j) pairs, because the graph structures differ at t2. Therefore,

hedge(top)
i,j ̸= hedge(btm)

i,j for these pairs. Finally, we apply the GNN:

Z(top) = GNNL
(
Hnode(top),Hedge(top)),

Z(btm) = GNNL
(
Hnode(btm),Hedge(btm)).

Since hedge(top) ̸= hedge(btm), and 1-WL GNNs can distinguish graphs with different edge attributes,
we have:

Z(top) ̸= Z(btm). (6)

Thus, time-then-graph outputs different final representations Z(top) ̸= Z(btm) for the two
temporal graphs in Figure 8, successfully distinguishing them.

Finally, we conclude:

1. The time-then-graph is at least as expressive as the time-and-graph;

2. The time-then-graph can distinguish temporal graphs not distinguishable by time-and-graph.

Thus, time-then-graph is strictly more expressive than time-and-graph. More precisely,

time-and-graph ⪵Tn,T,θ
time-then-graph,

concluding our proof.
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D Computational Complexity

In this section, we provide the computational complexities of the three architectures: graph-then-time,
time-and-graph, and time-then-graph. We demonstrate that the time-then-graph architecture has the
lowest computational complexity among them.

Let T be the number of time steps, V be the number of nodes, Et be the number of edges at time
t,
∑

t Et be the total number of edges across all time steps, Eagg be the number of edges in the
aggregated graph (i.e., the union of all edges across time steps), and d be the dimension of the node
and edge representations.

D.1 graph-then-time Architecture

In the graph-then-time architecture, at each time step t, a GNN is applied to the snapshot graph
(X:,t,a:,:,t) to capture spatial relationships. Subsequently, an RNN processes the node embeddings
over time to capture temporal dependencies.

The computational complexity per time step t is dominated by:

O
(
V d2 + Etd

)
,

where V d2 accounts for node-wise transformations (e.g., linear layers), and Etd accounts for message
passing over edges.

Over all time steps, the total complexity for the GNN computations is:

O

(
TV d2 +

T∑
t=1

Etd

)
.

The RNN processes the node embeddings over time with complexity:

O
(
V Td2

)
.

Therefore, the overall computational complexity of the graph-then-time architecture is:

O

(
V Td2 +

T∑
t=1

Etd

)
. (7)

D.2 time-and-graph Architecture

In the time-and-graph architecture, temporal dependencies are integrated into the GNN computations.
At each time step t, two GNNs are applied:

• GNNL
in processes the current snapshot inputs (X:,t,a:,:,t).

• GNNL
rc processes the representations from the previous time step (h:,t−1,a:,:,t).

The computational complexity per time step t is:

O
(
V d2 + Etd

2
)
,

due to the node-wise transformations and edge-wise message passing with updated representations.

Over all time steps, the total complexity for the GNN computations is:

O

(
TV d2 +

T∑
t=1

Etd
2

)
.
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The RNN (or any recurrent unit) further processes the node embeddings with complexity:

O
(
V Td2

)
.

Therefore, the overall computational complexity of the time-and-graph architecture is:

O

(
V Td2 +

T∑
t=1

Etd
2

)
. (8)

D.3 time-then-graph Architecture

In the time-then-graph architecture, temporal evolutions of node and edge attributes are modeled
first using sequence models (e.g., RNNs). A GNN is then applied to the resulting static graph with
aggregated temporal information.

The computational complexities are as follows:

Node Sequence Modeling. For each node i ∈ V , an RNN processes its temporal features Xi,≤T :

O
(
V Td2

)
.

Edge Sequence Modeling. For each edge (i, j) ∈ Eagg, an RNN processes its temporal adjacency
features ai,j,≤T:

O
(
EaggTd

2
)
.

GNN over Aggregated Graph. A GNN is applied once to the static graph with updated node and
edge representations:

O
(
V d2 + Eaggd

2
)
.

Therefore, the overall computational complexity of the time-then-graph architecture is:

O
(
(V + Eagg)Td

2
)
. (9)

D.4 Comparison of Complexities

To compare the computational complexities, we consider the dominant terms in Equations (7), (8),
and (9).

• graph-then-time:

O

(
V Td2 +

T∑
t=1

Etd

)
.

• time-and-graph:

O

(
V Td2 +

T∑
t=1

Etd
2

)
.

• time-then-graph:

O
(
(V + Eagg)Td

2
)
.

By comparing these computational complexities, the time-then-graph method is superior under
the aggregated number of edges Eagg is smaller than the total sum of edges over all time steps, i.e.,
Eagg ≪

∑T
t=1 Et.
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E Experimental details and implementation

Model training. Training for all models was accomplished using the Adam optimizer (Kingma and
Ba, 2014) in PyTorch on NVIDIA A6000 GPU and Xeon Gold 6258R CPU.

Data augmentation. During the training process, we applied the following data augmentation
techniques, following prior studies (Tang et al., 2022; Eldele et al., 2021): randomly scaling the
amplitude of the raw EEG signals by a factor between 0.8 and 1.2.

Implementation details. We used binary cross-entropy as the loss function to train all models. The
models were trained for 100 epochs with an initial learning rate of 1e-4. To enhance efficiency
and sparsity, we set τ = 3 and the top-3 neighbors’ edges were kept for each node. The dropout
probability was 0 (i.e., no dropout). EvoBrain has two Mamba consisting of two stacked layers and
a two-layer GCN with 64 hidden units, resulting in 114,794 trainable parameters. We release GitHub
repository (https://github.com/Kotoge/EvoBrain).

Implementation of baselines. For baselines, DCRNN (Tang et al., 2022), EvolveGCN (Pareja et al.,
2020), and LSTM (Hochreiter and Schmidhuber, 1997), we used the number of RNN and GNN
layers and hidden units in our EvoBrain. For BIOT, we use the same model architecture described
in Yang et al. (2023a), i.e., four Transformer layers with eight attention heads and 256-dimensional
embedding. For LaBraM, we used the official checkpoint provided by Jiang et al. (2024). For CNN-
LSTM, we use the same model architecture described in Ahmedt-Aristizabal et al. (2020), i.e., two
stacked convolutional layers (32 3× 3 kernels), one max-pooling layer (2× 2), one fully-connected
layer (output neuron = 512), two stacked LSTM layers (hidden size = 128), and one fully connected
layer. Table 2 shows a comparison of trainable parameters, with our EvoBrain achieving the best
performance using the relatively few parameters.

Table 2: Comparison of trainable parameters.

EvoBrain GRU-GCN DCRNN EvolveGCN EEGPT LaBraM BIOT CNN-LSTM LSTM

Trainable
Parameters 183,834 114,794 280,769 200,301 51,221,121 5,803,137 3,187,201 5,976,033 536,641

F Data description

Tabel 3 shows the details of TUSZ dataset.

Table 3: Number of EEG data samples and patients in the train, validation, and test sets on TUSZ
dataset. Train, validation, and test sets consist of distinct patients.

EEG Input
Length
(Secs)

Train Set Validation Set Test Set

Task EEG samples
% (Pre-) Seizure Patients EEG samples

% (Pre-) Seizure Patients EEG samples
% (Pre-) Seizure Patients

Seizure
Detection

60-s 38,613 (9.3%) 530 5,503 (11.4%) 61 8,848 (14.7%) 45
12-s 196,646 (6.9%) 531 28,057 (8.7%) 61 44,959 (10.9%) 45

Seizure
Prediction

60-s 7,550 (9.9%) 530 999 (12.0%) 61 1,277 (24.4%) 45
12-s 40,716 (12.8%) 531 5,439 (16.0%) 61 6,956 (27.6%) 45

G Memory Efficiency

Figure 4 shows memory efficiency comparisons across dynamic GNNs in both training and inference
settings with a batch size of 1. While DCRNN and EvolveGCN exhibit the lowest memory usage,
EvoBrain achieves over 10× faster computation compared to these baselines, making it a compelling
choice for time-critical applications. Among the three time-then-graph models, EvoBrain demon-
strates the best balance between memory consumption and computational speed, with significantly
lower memory requirements than GRAPHS4MER and comparable usage to GRU-GCN.
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Table 4: GPU memory consumption during training and inference. EvoBrain offers competitive
memory efficiency compared to baselines.

Model Training (MB) Inference (MB)
EvoBrain 51.35 46.64
GRU-GCN 54.61 52.09
GRAPHS4MER 369.46 93.02
DCRNN 21.10 20.54
EvolveGCN 22.06 20.07
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