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Abstract

Nucleic acid-based drugs like aptamers have recently demonstrated great therapeu-
tic potential. However, experimental platforms for aptamer screening are costly,
and the scarcity of labeled data presents a challenge for supervised methods to
learn protein-aptamer binding. To this end, we develop an unsupervised learning
approach based on the predicted pairwise contact map between a protein and a nu-
cleic acid and demonstrate its effectiveness in protein-aptamer binding prediction.
Our model is based on FAFormer?, a novel equivariant transformer architecture that
seamlessly integrates frame averaging (FA) within each transformer block. This
integration allows our model to infuse geometric information into node features
while preserving the spatial semantics of coordinates, leading to greater expressive
power than standard FA models. Our results show that FAFormer outperforms
existing equivariant models in contact map prediction across three protein complex
datasets, with over 10% relative improvement. Moreover, we curate five real-world
protein-aptamer interaction datasets and show that the contact map predicted by
FAFormer serves as a strong binding indicator for aptamer screening.

1 Introduction

Nucleic acids have recently shown significant potential in drug discovery, as shown by the success of
mRNA vaccines [26, 61, 60] and aptamers [15, 32, 14, 41]. Aptamers are single-stranded nucleic acids
capable of binding to a wide range of molecules, including previously undruggable targets [20, 11].
Currently, aptamer discovery is driven by high-throughput screening, which is time-consuming and
labor-intensive. While machine learning can potentially accelerate this process, the limited availability
of labeled data presents a significant challenge in ML-guided aptamer discovery [57, 44, 16]. Given
this challenge, our goal is to build an unsupervised protein-nucleic acid interaction predictor for
large-scale aptamer screening.

Motivated by previous work on unsupervised protein-protein interaction prediction [34], we focus on
predicting the contact map between proteins and nucleic acids at the residue/nucleotide level. The
main idea is that a predicted contact map offers insights into the likelihood of a protein forming a
complex with an aptamer, thereby encoding the binding affinity between them. Concretely, as shown
in Figure 1(a), our model is trained to identify specific contact pairs between residues and nucleotides
when forming a complex. The maximum contact probability across all pairs is then interpreted as the
binding affinity, which is subsequently used for aptamer screening.

*Correspondence to tinglin.huang@yale.edu
https://github.com/Graph-and-Geometric-Learning/Frame-Averaging- Transformer

38th Conference on Neural Information Processing Systems (NeurIPS 2024).


https://github.com/Graph-and-Geometric-Learning/Frame-Averaging-Transformer

(a) Pipeline of Contact Map Prediction and Aptamer Screening (b) Architecture Comparison
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Figure 1: (a) The pipeline of contact map prediction between protein and nucleic acid, and applying
the predicted results for screening in an unsupervised manner. The affinity score is quantified as the
maximum contact probability over all pairs. (b) Comparison between Transformer with vanilla frame
averaging framework and FAFormer, where the blue cells indicate FA-related modules.

One key factor contributing to the accuracy of contact map prediction models is their capacity to
learn equivariant transformations for symmetry groups [67, 39, 66, 74, 52]. A novel line of research
focuses on adapting Transformer [83] to equivariant frameworks, leveraging its great expressive power.
However, these studies have encountered issues with either (1) high computational overhead with
spherical harmonics-based models [47, 27], which complicate encoding by introducing irreducible
representations; or (2) limited expressive capability with frame averaging (FA) [63], which diminishes
geo-information exploitation by simply concatenating coordinates with node representations.

In light of this, we propose FAFormer, an equivariant Transformer architecture that integrates FA as
a geometric module within each layer. FA as a geometric component offers flexibility to effectively
integrate geometric information into node representations while preserving the spatial semantics
of coordinates, eliminating the need for complex geometric feature extraction. FAFormer consists
of a Local Frame Edge Module that embeds local pairwise interactions between each node and its
neighbors; a Biased MLP Attention Module that integrates relational bias from edge representation
within MLP attention and equivariantly updates coordinates; and a Global Frame FFN that integrates
geometric features into node representations within the global context.

To validate the advantage of our model architecture, we evaluate FAFormer on two tasks: (1) protein-
nucleic acid contact prediction and (2) unsupervised aptamer virtual screening. In the first task, our
model consistently surpasses state-of-the-art equivariant models with over 10% relative improvement
across three protein complex datasets. For the second task, we collected five real-world protein-
aptamer interaction datasets with experimental binding labels. Our results show that FAFormer,
trained on the contact map prediction task, is an effective binding indicator for aptamer screening.
Compared to RoseTTAFoldNA, a large pretrained model for complex structure prediction, FAFormer
achieves comparable performance on contact map prediction and better results on aptamer screening,
while offering 20-30x speedup.

2 Related Work

Aptamer screening Aptamers are single-stranded RNA or DNA oligonucleotides that can bind
various molecules with high affinity and specificity [14, 15, 32, 41]. SELEX (Systematic Evolution of
Ligands by EXponential Enrichment) is a conventional technique used for high-throughput screening
of aptamers [23, 72, 23], which iteratively selects and amplifies target-bound sequences. Despite its
effectiveness, SELEX needs to take substantial time to identify a small number of aptamers [73, 51].
There are some recent studies applying machine learning techniques to aptamer research [18],
including generating aptamer structures [36], optimizing SELEX protocols [6], and predicting and
modeling protein-aptamer interactions [24, 46, 68, 57]. However, these methods require the user to
provide labeled data from time-consuming SELEX assays, thus do not apply to new targets without
any SELEX data. Our work focuses on predicting the contact map between protein and nucleic acids
using 3D structures and conducting unsupervised screening based on the predicted contact maps,
which has not yet been thoroughly explored.



Protein complex modeling The prediction and understanding of interactions between proteins and
molecules play a crucial role in biomedicine. For example, some prior studies focus on developing
a geometric learning method to predict the conformation of a small molecule when it binds to a
protein target [71, 19, 53, 50]. As for the protein-protein complex, [25, 29] explore the application of
machine learning in predicting the structure of protein multimer. Some studies [77, 56] investigate
the protein-protein interface prediction in the physical space. Jin et al. [38] studies the protein-
protein affinity prediction in an unsupervised manner. For protein-nucleic acid, some prior works
explore the identification of the nucleic-acid-binding residues on protein [65, 86, 89, 37, 85] or
predict the binding probability of RNA on proteins [79, 82, 87, 54]. Some previous studies focus
on modeling protein-nucleic acid complex by computational method [81, 80, 28]. AlphaFold3 [1]
and RoseTTAFoldNA [5] are the recent progresses in this field, which both are pretrained language
models for complex structure prediction.

Geometric deep learning Recently, geometric deep learning achieved great success in chemistry,
biology, and physics domains [13, 90, 40, 55, 52, 64, 10, 70]. The previous methods roughly fall
into four categories: 1) Invariant methods extract invariant geometric features from the molecules,
such as pairwise distance and torsion angles, to exhibit invariant transformations [67, 31, 30];
2) Spherical harmonics-based models leverage the functions derived from spherical harmonics
and irreducible representations to transform data equivariantly [27, 47, 75]; 3) Some methods
encode the coordinates and node features in separate branches, interacting these features through
the norm of coordinates [66, 39]; 4) Frame averaging (FA) [63, 21] framework proposes to model
the coordinates in eight different frames extracted by PCA, achieving equivariance by averaging the
encoded representations.

The proposed FAFormer combines the strengths of FA and the third category of methods by encoding
and interacting coordinates with node features using FA-based components. Besides, FAFormer can
also be viewed as a combination of GNN and Transformer architectures, as the edge representation
calculation functions similarly to message passing in GNN. This integration is made possible by the
flexibility provided by FA as an integrated component.

3 Frame Averaging Transformer

In this section, we present our proposed FAFormer, a frame averaging (FA)-based transformer
architecture. We first introduce the FA framework in Section 3.1 and elaborate on the proposed
FAFormer in Section 3.2. Discussion on the equivariance is provided in Section 3.3, and the
computational complexity analysis can be found in Appendix B.

3.1 Background: Frame Averaging

Frame averaging (FA) [63] is an encoder-agnostic framework that can make a given encoder equiv-
ariant to the Euclidean symmetry group. FA applies the principle components derived via Principal
Component Analysis (PCA) to construct the frame capable of achieving E'(3) equivariance. Specifi-
cally, the frame function F(-) maps a given set of coordinates X to eight transformations:

]:(X) = {(U,C)|U = [Oél'l,Ll,()[g’lLQ,agUg],Oéi S {—171}} (1)

where w1, us, us are the three principal components of X, U € R3*3 denotes the rotation matrix
based on the principal components, and ¢ € R? is the centroid of X . The main idea of FA is to encode
the coordinates as projected by the transformations, followed by averaging these representations. We
introduce fr(-) to represent the projections of given coordinates via F(-):

fr(X) ={(X - U | (U,c) € F(X)}

@
={X9}~

where X9 denotes the coordinates transformed by g-th transformations. We can apply any encoder
®(+) to the projected coordinates and achieve equivariance by averaging, which can be formulated as
an inverse mapping fr—1(-):

fro ({8(XD)}5) = WIX” Y XU +e 3)
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Figure 2: Overview of FAFormer architecture. The input consists of the node features, coordinates,
and edge representations, which are processed by a stack of (b) Biased MLP Attention Module, (c)
Local Frame Edge Module, (d) Global Frame FFN, and (e) Gate Function. > deontes aggregation, -
is multiplication, + is addition, and || indicates concatenation. Purple cells indicate the operation
related to FA. (f) illustrates the difference between the local and global frames, where the local frame
captures local interactions among the immediate neighbors for each node, while the global frame
captures long-range correlations among all nodes.

where U;l is the inverse matrix of g-th transformations and the result exhibit £/(3) equivariance.
The outcome is invariant when simply averaging the representations without inverse matrix.

3.2 Model Architecture

Instead of serving FA as an external encoder wrapper, we propose instantiating FA as an integral
geometric component within Transformer. This integration preserves equivariance and enables the
model to encode coordinates effectively in the latent space, ensuring compatibility with Transformer
architecture. The overall architecture is illustrated in Figure 2.

Graph Construction Each molecule can be naturally represented as a graph [47, 35, 43] where
the residues/nucleic acids are the nodes and the interactions between them represent the edges. To
efficiently model the macro-molecules (i.e., protein and nucleic acid), we restrict the attention for
each node i to its K -nearest neighbors /\/mp_ k (1), within a predetermined distance cutoff ¢:

N (i) = {jldij < cand j € Niop-x (4)} “)

where we use N (i) to denote the valid neighbors of node i, and d;; denotes the distance between
node ¢ and j. The long-range context information can be captured by iterative attention within the
local neighbors for each node 1.

Overall Architecture As shown in Figure 2(a), the input of FAFormer comprises the node features
Z € RN*DP coordinates X € RV*3, and edge representations E € RN XKD derived by our
proposed edge module, where NN is the number nodes and D is the hidden size. FAFormer processes
and updates the input features at each layer:

Z(Hl),X(Hl),E(Hl) _ f(l)(Z(l),X(l),E(l)) 5)

where f()(-) represents I-th layer of FAFormer. In each model layer, we first update coordinates and
node features using the Biased MLP Attention Module. Then, these features are fed into Local Frame
Edge Module to refine the edge representations. Finally, the node representations undergo further
updates through Global Frame FFN.



FA Linear Module Based on FA, we generalize the vanilla linear module to encode coordinates in
the latent space invariantly:
1

Linearz(X) := | ZNorm(X(g))Wg (6)
9

where { X (9) } F is obtained using Equ.(2), W, € R3*D is a learnable matrix for g-th transformations,

and Norm(X) := X /,/1||X||3 is the normalization which scales the coordinates such that their

root-mean-square norm is one [39]. Linearx(-) is an invariant transformation and will serve as a
building block within each layer of the model.

Local Frame Edge Module We explicitly embed the interactions between each node and its
neighbors as the edge representation E € RY*EXD 'where K is the number of the neighbors. It
encodes the relational information and represents the bond interaction between nodes, which is
critical in understanding the conformation of molecules [40, 4, 35].

As shown in Figure 2(f), unlike the vanilla FA which globally encodes the geometric context of the
entire molecule, the edge module builds frame locally around each node’s neighbors. Specifically,
given a node ¢ and its neighbor j € N (i), the geometric context is encoded within the local
neighborhood:

{X|_,;}n@) = Linearr ({XZ- - Xj}N(i)) @

where {X; — X j}ar(;) denotes the direction vectors from center node i to its neighbors, and
X, ;€ R4 is the encoded representation. With the local frame, the spatial information sent from
one source node depends on the target node, which is compatible with the attention mechanism.
Then the node features are engaged with geometric features, and the edge representation is finalized
through the residual connection with the gate mechanism:

m;; = Linear(Z,||Z;]|X;_,;) and Ej; = g;;-m; + Eyj (8)
where (-||-) is the concatenation operation, and the calculated gate g,; = o(Linear(m;;)) provides
flexibility in regulating the impact of updated edge representation.

The encoded edge representation in FAFormer plays a crucial role in modeling the pairwise rela-
tionships between nodes, especially for nucleic acid due to their specific base pairing rules [58, 45].
The incorporation of FA facilitates the encoding of the pairwise relationships in a geometric context,
resulting in an expressive representation.

Biased MLP Attention Module As shown in Figure 2(b), the attention module of FAFormer first
transforms the node features Z into query, key, and value representations:

Zo=2ZWg, Zx =ZWk, Zy = ZWy ©)

where W, Wi, Wy € RPXP are the learnable projections. We adopt MLP attention [12] to
derive the attention weight between node pairs, which can effectively capture any attention pattern.
The relational information from the edge representation is integrated as an additional bias term:

a;j = Softmax; (Linear(Z ¢ ;|| Z k. ;) + bij) , (10)

where b;; = Linear(LN(E,;)) represents the scalar bias term based on the edge representation, a;;
denotes the attention score between i-th and j-th nodes, Z . ; is i-th representation of the matrix Z,,
Softmax; (-) is the softmax function operated on the attention scores of node 4’s neighbors, and LN(-)
is layernorm function [3].

Besides the value embeddings, the edge representation will also be aggregated to serve as the context
for the update of node feature in FAFormer:

Z;k: Z G,iij,_Ez< = Z aijEij, (11)
JEN(3) JEN (i)
Z; = LN (Linear(Z} || E})) + Z; (12)



where Z is the update representation of node i. The above attention can be extended to a multi-head
fashion by performing multiple parallel attention functions. For the coordinates, we employ an
equivariant aggregation function that supports multi-head attention:

X = fros ([AOX©) o ADXO[W) ) a3

where { X9} » = f7(X), H is the number of attention heads, [-] is the tensor stack operation and
W € RH*1 is a linear transformation for aggregating coordinates in different heads. An additional
gate function that uses node representations as input to modulate the aggregation is applied:

X' :gattn'X* +(1fgatm) - X (14)

where g,,, = o(Linear(Z)) is the vector-wise gate designed to modulate the integration between
the aggregated and the original coordinates. This introduced gate mechanism further encourages the
communication between node features and geometric features.

Global Frame FFN To further exploit the interaction between node features and coordinates, we
extend the conventional FEN to Global Frame FFN which integrates spatial locations with node
features through FA, which is illustrated in Figure 2(d):

X, = Linearz(X) and Z' =FFN(Z||X,)+ Z (15)

where FEN(+) denotes a two-layer fully connected feed-forward network. This integration of spatial
information X ,, into the feature vectors enables the self-attention mechanism to operate in a geometric-
aware manner. Unlike the edge module that focuses on each node’s local neighbors, global frame
FFN encodes the coordinates of all nodes, thereby capturing the long-range correlation among nodes.

3.3 Equivariance

The function Linear £ (-) exhibits invariance since results are simply averaged across different trans-
formations. In light of this, the node representation generated by the edge module and FFN are also
invariant. The biased attention is based on the scalar features so the output is always invariant.

The update of coordinates within FAFormer leverages a multi-head attention aggregation with a gate
function. Both functions are F(3)-equivariant: attention aggregation is based on frame averaging,
while gate function is linear and also exhibits £'(3)-equivariance, with a formal proof in Appendix C.

In conclusion, FAFormer is symmetry-aware which exhibits invariance for node representations and
E(3)-equivariance for coordinates.

4 Experiments

In this section, we present three protein complex datasets and five aptamer datasets to explore
protein complex interactions and evaluate the effectiveness of FAFormer. More details regarding the
experiments and datasets can be found in Appendix A and D. Additional experiments, including the
ablation studies, and the comparison with AlphaFold3, can be found in Appendix E. All the datasets
used in this study are included in our anonymous repository.

4.1 Dataset

Protein Complexes We cleaned up and constructed three 3D structure datasets of protein complexes
from multiple sources [8, 7, 2, 77]. A residue-nucleotide pair is determined to be in contact if any
of their atoms are within 6A from each other [77, 78]. We conduct dataset splitting based on the
protein sequence identity, using a threshold of 50% for protein-RNA/DNA complexes® and 30% for
protein-protein complexes. The details of all datasets are shown in Table 1.

The protein’s and nucleic acid’s structures in the validation/test sets are generated by ESMFold [48]
(proteins) or RoseTTAFoldNA (nucleic acids). This offers a more realistic scenario, given that the
crystal structures are often unavailable.

3Note that we don’t use 30% as the threshold since it results in a very limited validation and test set.



Table 1: Protein complex dataset statistics. Table 2: Aptamer dataset statistics.

#Train #Val #Test Label Target‘ GFP NELF HNRNPC CHK2 UBLCP1

Protein-RNA | 1,009 115 118 1.517% #Positive | 520 797 233 1,255 892
Protein-DNA | 2,590 134 134 1.215% #Candidate | 1,875 9,833 3,328 10,000 10,000

Protein-Protein | 4,402 544 545 0.469%

Aptamers Our aptamer datasets come from the previous studies [76, 46, 73], including five protein
targets and their corresponding aptamer candidates. The affinity of each candidate to the target is
experimentally determined. Each dataset is equally split into validation and test sets.

We construct the protein-RNA training set by excluding complexes from our collected dataset with
over 30% protein sequence identity to these protein targets, resulting in 1,238 training cases. The
3D structures of proteins are obtained from AlphaFold Database [5], and the structures of RNAs are
generated by Rose TTAFoldNA without using MSAs. The statistics are presented in Table 2.

Feature The coordinates of the C,, atoms from residue and the ('3 atoms from nucleotide are
used as coordinate features. For node feature generation, we employ ESM2 [49] for proteins and
RNA-FM [17] for RNA. The one-hot embedding is utilized as DNA’s node feature.

4.2 Contact Map Prediction

As shown in Figure 1(a), this task aims to predict the exact contact pairs between protein {S;} y and
nucleic acid {S’ } 5+ which conducts binary classification over all pairs:

1, S; contacts with S

0, Other (16)

Model(S;, S) = {

Baselines We compare FAFormer with four classes of methods: 1) Vanilla Transformer [83]
which doesn’t utilize 3D structure; 2) Spherical harmonics-based models Equiformer [47] and
SE(3)Transformer [27]; 3) GNN-based models EGNN [66] and GVP-GNN [39]; 4) Transformer
with FA [63]. The protein and nucleic acid will be separately encoded with two encoders to avoid
label leakage. The representations of residues and nucleotides are concatenated from all pairs and fed
into a MLP classifier to conduct prediction.

Results To comprehensively evaluate the performance of label-imbalanced datasets, we apply F1
and PRAUC as the evaluation metrics. The comparison results are presented in Table 3 from which
FAFormer reaches the best performance over all the baselines with a relative improvement over 10%.

Additionally, some geometric methods fail to outperform the vanilla Transformer in certain cases.
We attribute this to overfitting on crystal structures during training, which hinders their ability to
generalize well to unbound structures during evaluation. Compared with serving FA as an external
equivariant framework on Transformer, the performance gain on FAFormer verifies the effectiveness
of embedding FA as a geometric component within Transformer.

Table 3: Comparison results on three datasets of contact map prediction task.

\ Metric \ Transformer  SE(3)Transformer Equiformer EGNN GVP-GNN FA FAFormer

Protein-RNA F1 0.1021 go7 0.0816 90 0.0990. 005  0.1093.004 0.1091919  0.1150,503 0.1284 go3
PRAUC | 0.1015 go2 0.0881 o1 0.0985 994  0.0964 992  0.1008 004  0.0965 005 0.1113 goa

Protein-DNA F1 0.0963 006 0.0824 15 0.0925 910 0.1208 009  0.1225 96 0.1283 901  0.1457 gos
PRAUC | 0.1111 go2 0.1022 g7 0.0913 992 0.1139919 0.1195006 0.1092.006 0.1279 006

Protein-Protein Fl1 0.0756 004 0.1147 p11 0.1039.902  0.1461 991 0.1302.991  0.1011 902 0.1596 o2
PRAUC | 0.0707 go2 0.0906 0 0.0834 992  0.1245991 0.1181 92  0.0830.001 0.1463 003

4.3 Binding Site Prediction

In addition to contact map prediction, we examine the nucleic acid binding site prediction task, which
is a node-level task, to comprehensively evaluate our model. This task solely takes a protein {.5; }



as input and aims to identify the nucleic-acid-binding residues on the protein:

1, S; contacts with nucleic acid

0, Other a7

Model(S;) = {
Predicting the nucleic acid binding site offers promising therapeutic potential for undruggable targets
by conventional small molecule drug [33, 9, 88], expanding the range of potential therapeutic targets.

Baselines We compare FAFormer with two state-of-the-art geometric deep learning models: Graph-
Bind [86] and GraphSite [89] in this task. The protein structure is embedded with the geometric
encoder and the residue’s representations are fed into a classifier for prediction.

Results F1 and PRAUC are applied as the evaluation metrics and we report the average results
over three different seeds in Table 4. We can observe that FAFormer achieves the best performance
over all the baselines, demonstrating the effectiveness of FAFormer on nucleic acid-related tasks and
modeling the geometric 3D structure.

Table 4: Comparison results on binding site prediction.
‘ Metric ‘ GraphBind GraphSite FAFormer

proteinDNA | FL | 0492004 0.416.007 0.506.005

PRAUC | 0.520.003 0.541 901 0.549.004

Protein.RNA | F1 | 0-449.004  0.400.007 0.472 003

PRAUC| 0.471.005 0.479.001 0.507 004

4.4 Unsupervised Aptamer Screening

This task aims to screen the positive aptamers from a large number of candidates for a given protein
target. We quantify the binding affinities between RNA and the protein target as the highest contact
probability among the residue-nucleotide pairs. The main idea is that two molecules with a high
probability of contact are very likely to form a complex [34]. The models are first trained on the
protein-RNA complexes training set using the contact map prediction, then the aptamer candidates
are ranked based on the calculated highest contact probabilities.

Results Top-10 precision, Top-50 precision, and PRAUC are used as the metrics. As shown
in Table 5, the geometric encoders outperform sequence-based Transformer in most cases, and
FAFormer generally reaches the best performance. This demonstrates the great potential of an
accurate interaction predictor in determining unsupervisedly promising aptamers.

Table 5: Comparison results of zero-shot aptamer screening.

\ Metric \ Transformer  SE(3)Transformer  Equiformer EGNN GVP-GNN FA FAFormer

Topl0 Prec. | 0.2333 994 0.2000.14; 0.3000.000  0.2666.047  0.3000081  0.3000.141 0.4000 g7g

GFP Top50 Prec. | 0.2733 973 0.2666 061 0.3666 024  0.3400 981 0.3799 gs2  0.3333.033 0.4133 041
PRAUC 0.2881 18 0.2883 015 0.3106.005  0.3076.013  0.3170.071  0.2895014 0.3224 go4

Top10 Prec. | 0.0000 oo 0.1000 981 0.2333.124  0.2666.124  0.2333 124  0.0666.047 0.3333.160

HNRNPC | Top50 Prec. | 0.0266 15 0.1533 052 0.1666 065  0.2266 947  0.2266 947  0.1533.024 0.2399 043
PRAUC 0.0641 g5 0.1178 016 0.1191 g33  0.1525 919  0.1434 935  0.0913 003 0.1628 ggo

Topl0 Prec. | 0.1666 124 0.2000 134 0.1666. 124  0.2000.141  0.0666.041  0.1666 124 0.2333 041

NELF Top50 Prec. | 0.1866 49 0.1599.041 0.2000,033  0.1333.037  0.1133 061  0.1533.049  0.2399 032
PRAUC 0.0972 03 0.0931 906 0.1065 993 0.0969.013  0.0850.005 0.0982901  0.0963 908

TOplO Prec. 0-1000.081 0.1666_047 0.2000_000 0.1333_124 0.2666_124 0.1666_047 0-1000.081

CHK2 Top50 Prec. | 0.1066 937 0.0933.009 0.1533.047  0.1199 932 0.1466 033  0.1333 049 0.1733 037
PRAUC 0.1273 904 0.1253 903 0.1271 903 0.1268 g2 0.1249 gp3  0.1251 905 0.1297 go5

Top10 Prec. | 0.1000 oo 0.0599 043 0.0666 047  0.1266.909  0.0799 932 0.1000.000 0.1800 g9

UBLCP1 | Top50 Prec. | 0.1400 14 0.1050 936 0.1266. 924  0.1149 o7  0.1116.910 0.1133 047 0.1500 o50
PRAUC 0.1004 904 0.0956 906 0.1026.002  0.0977 002 0.0968 002  0.0977 003  0.1070 01




4.5 Comparison with RoseTTAFoldNA

In this section, we investigate the performance of RoseTTAFoldNA [5] which is a pretrained pro-
tein complex structure prediction model and compare it with FAFormer. The performance of
FAFormer is evaluated on the individual predicted protein and nucleic acid structures by ESMFold
and RoseTTAFoldNA. We additionally test the performance of AlphaFold3 [1] on a subset of the
screening tasks due to AlphaFold3 server submission limits (Appendix E).

Dataset For the contact map prediction task, we select the test cases used in Rose TTAFoldNA to
create the test set, yielding 86 protein-DNA and 16 protein-RNA cases. Furthermore, the complexes
from our collected dataset that have more than 30% protein sequence identity to these test examples
are removed. This leads to 1,962 training cases for protein-DNA and 1,094 for protein-RNA, which
are used for training FAFormer. The MSAs of proteins and RNAs are retrieved for RoseTTAFoldNA.

For the aptamer screening task, we construct a smaller candidate set for each protein target by
randomly sampling 10% candidates, given that the inference of Rose TTAFoldNA with MSA searching
is time-consuming. The datasets will be equally split into validation and test sets. More details of
these datasets can be found in Appendix D.

e A || s

-- s PRAUC - s PRAUC
e M =1 o [ —
. | | | i | | i i 0 i I |
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Protein-DNA Complexes Protein-RNA Complexes

Figure 3: Contact map prediction on RoseTTAFoldNA test set.

Table 6: Comparison results with RoseTTAFoldNA using the sampled datasets, which accounts for
the performance differences of FAFormer as shown in Table 5.

| Mewic | GFP HNRNPC ~ NELF CHK2 UBLCPI

Topl0Prec.| 0.4000  0.1000 0.0 0.0 0.0
RoseTTAFoldNA | Top50 Prec. | 0.3600  0.0599 0.0 0.1000 0.0199
PRAUC | 0.3926  0.1452  0.0481 0.1176 0.0722
Topl0 Prec. | 0.4000 9  0.1666 124 0.1666 051 0.1333 124 0.1000.094
FAFormer | TopS0 Prec. | 0.3800 o158 0.0800.024 0.0866 015 0.1266. 039 0.0866 009
PRAUC | 0.4027 022 0.1781.0s9 0.1044.01s 0.1374.013 0.0762 016
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Figure 4: Case study based on two complex examples (PDB id: 7DVV and 7KX9), where each
heatmap entry represents the contact probability between the nucleotide and residue. In each row, the
figure on the left displays the ground truth contact maps, while the figure on the right displays the
results predicted by FAFormer.

Results The comparison results of contact map prediction are presented in Figure 3, where
FAFormer can achieve comparable performance to RoseTTAFoldNA using unbounded structures.



Specifically, our method has higher F1 scores for protein-DNA complexes (0.103 vs. 0.087) and
performs comparably for protein-RNA complexes (0.108 vs. 0.12). Besides, Table 6 shows that
RoseTTAFoldNA fails to receive positive aptamers for some targets, e.g., NELF and UBLCP1, while
FAFormer consistently outperforms RoseTTAFoldNA for all the targets.

Aligning Figure 3 with Table 6, we observe that while FAFormer does not surpass RoseTTAFoldNA
in contact map prediction, it significantly excels in aptamer screening. We attribute this to two
reasons: 1) Similar to AlphaFold3 (Table 10), RoseTTAFoldNA as a foundational structure prediction
model is optimized for general complex structures, which might bias its performance on some specific
protein targets. For example, it can achieve good performance on proteins GFP and HNRNPC but
fails for NELF. 2) The protein-RNA test set used by Rose TTAFoldNA for contact map prediction is
limited, which may not comprehensively evaluate FAFormer.

Case Study Two examples of protein-DNA (PDB id: 7DVV) and protein-RNA (PDB id: 7KX9)
complexes are provided in Figure 4, which shows a visual comparison between the actual (left) and
the predicted (right) contact maps. Note that only the residues involved in the actual contact map are
presented for a clear demonstration*. The complete contact map can be found in Appendix E.1. We
can find that despite the sparsity of contact pairs, the predicted contact maps show a high degree of
accuracy when compared to the ground truth.

Time Comparison Table 7 shows the aver-
age and total inference time of FAFormer and Protein-DNA | Protein-RNA
RoseTTAFoldNA on the test cases for the con- Avg.  Total | Avg. Total
tact map prediction task, including the time for  "RoseTTAFoldNA [0.175h 15.12h]0.440h 7.04h
predicting the unbound structures for FAFormer. FAFormer 32.65s 0.78h | 51.75s 0.23h
The predicted structures used for the evaluation
of FAFormer are generated without protein and  Table 7: Inference time on contact map prediction,
RNA MSAs, demonstrating a significantly faster denoted in seconds ("s") and hours ("h").
inference speed by orders of magnitude. For the

unsupervised aptamer screening task, while RoseTTAFoldNA requires only a single MSA search for
each protein target, it needs to search MSAs for each RNA candidate sequence separately. Besides,
the inclusion of MSAs results in a large input sequence matrix, leading to a time-consuming folding
process of RoseTTAFoldNA.

5 Conclusion

This research focuses on predicting contact maps for protein complexes in the physical space and
reformulates the task of large-scale unsupervised aptamer screening as a contact map prediction task.
To this end, we propose FAFormer, a frame averaging-based Transformer, with the main idea of
incorporating frame averaging within each layer of Transformer. Our empirical results demonstrate
the superior performance of FAFormer on contact map prediction and unsupervised aptamer screening
tasks, which outperforms eight baseline methods on all the tasks.

Broader Impacts The proposed paradigm for aptamer screening can be extended to other modali-
ties, such as protein-small molecules and antibody-antigen. Moreover, the strong correlation between
contact prediction and affinity estimation demonstrated in our paper can guide future model develop-
ment. Besides, FAFormer introduces a novel approach to equivariant model design by leveraging the
flexibility of FA. This idea opens up numerous possibilities for future research, including exploring
different ways to integrate FA with various neural network architectures.

Limitation In this study, the geometric features utilized in the encoders are limited to the coordinates
of the C,, and C5 atoms. Features extracted from the backbone or sidechains have not been used,
which may limit the performance of the geometric encoders.

“We sort the residue IDs alongside the row ID so that the contact map appears diagnostic.
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A Experimental Details

Running environment. The experiments are conducted on a single Linux server with The AMD
EPYC 7513-32 Core Processor, 1024G RAM, and 4 Tesla A40-48GB. Our method is implemented
on PyTorch 1.13.1 and Python 3.9.6.

Training details. For all the baseline models and FAFormer, we fix the batch size as 8, the number
of layers as 3, the dimension of node representation as 64, and the optimizer as Adam [42]. Binary
cross-entropy loss is used for contact map identification tasks with a positive weight of 4. The
gradient norm is clipped to 1.0 in each training step to ensure learning stability. We report the model’s
performance on the test set using the best-performing model selected based on its performance on the
validation set. All the results are reported based on three different random seeds.

The learning rate is tuned within {1le-3, Se-4, le-4} and is set to le-3 by default, as it generally
yields the best performance. For each model, we search the hyperparameters in the following ranges:
dropout rate in [0, 0.5], the number of nearest neighbors for the GNN-based methods in {10, 20, 30},
and the number of attention heads in {1, 2, 4, 8}. The hyperparameters used in each method are
shown below:

» FAFormer: The number of attention heads, dropout rate, and attention dropout rate are 4, 0.2, and
0.2 respectively. We initialize the weight of the gate function with zero weights, and bias with a
constant value of 1, ensuring a mostly-opened gate. SiLU [22] is used as the activation function.

The distance threshold ¢ is set as 1e5A and the number of neighbors is 30.

* GVP-GNN?’: The dimensions of node/edge scalar features and node/edge vector features are set as
64 and 16 respectively. The dropout rate is fixed at 0.2. For a fair comparison, we only extract the
geometric feature based on C,, i.e., the forward and reverse unit vectors oriented in the direction
of C,, between neighbor residues.

» EGNN®: The number of neighbors is set as 30. Besides, we apply gate attention to each edge update
module and residue connection to the node update module. SiLLU [22] is used as the activation
function.

+ Equiformer’ and SE(3)Transformer®: The number of attention heads, and the hidden size of each
attention head are set as 4 and 16. We exclude the neighbor nodes with a distance greater than
100A and set the number of neighbors as 30. Based on our experiments, we set the degree of
spherical harmonics to 1, as higher degrees tend to lead to performance collapse according to our
experiments.

» Transformer and FA®: The Transformer is applied as FA’s backbone encoder. The dropout and
attention dropout rates are 0.2 and 0.2. The number of attention heads is set as 4.

* GraphBind'?: The dropout ratio and the number of neighbors are 0.5 and 30. We apply addition
aggregation to the node and edge update module, following the suggested setting presented in the

paper.
* GraphSite'': The number of neighbors and dropout ratio are 30 and 0.2. The number of attention

layers and attention heads are 2 and 4 respectively. Besides, we additionally use the DSSP features
as the node features, as suggested in the paper.

» RoseTTAFoldNA!?: We employ the released pretrained weight of Rose TTAFoldNA, and set up
all the required databases, including UniRef, BFD, structure templates, Rfam, and RNAcentral
following the instructions.

*https://github.com/drorlab/gvp-pytorch
https://github.com/vgsatorras/egnn
"https://github.com/atomicarchitects/Equ.iformer
%https://github.com/FabianFuchsML/se3-transformer-public
‘nttps://github.com/omril1348/Frame-Averaging
Yhttp://www.csbio.sjtu.edu.cn/bioinf/GraphBind/sourcecode.html
"https://github.com/biomed-AI/GraphSite
https://github.com/uw-ipd/RoseTTAFold2NA
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B Efficiency Analysis

B.1 Computational Complexity

As a core component in the model, frame averaging’s time complexity mainly comes from the
calculation of PCA among the input coordinates. This operation is practically efficient due to
the low dimensionality of the input (only 3 for coordinates). Besides, the calculation of eigenvalue
decomposition can be significantly accelerated by some libraries, such as PyTorch [62] and SciPy [84].
We ignore the complexity used for calculating projected coordinates in the following analysis.

As for the local frame edge module in FAFormer, linear transformations are employed to compute
the pairwise representation (Equ. (7) and Equ. (8)), and an additional gate is applied to regulate these
messages (Equ. (8)), resulting in a computational complexity of O(N K D + N K D?). Considering
the residue connection, the overall complexity of the local frame edge module is O(N K D+ N K D?+
ND).

As for the self-attention module, linear transformations are performed on token embeddings and
edge representations (Equ. (9)), and the multi-head MLP attention computation is limited to nearest
neighbors (Equ. (10)), leading to the complexity of O(N H D? + N K H D) where H is the number of
attention heads. Further operations, including aggregation, linear projection, and residual connections
(Equ. (11) and Equ. (12)), add O(NKHD + N K HD? + N D). Moreover, applying a gate function
to the combination of aggregated coordinates and original coordinates (Equ. (13) and Equ. (14))
adds O(NKH + ND + ND?). As a result, the total complexity for the self-attention module is
ONKHD + NKHD? + NKH + ND + ND?).

Regarding the FFN, most operations are linear transformations that have the complexity of O(N D?).
The gate function and linear combination of coordinates contribute O(N D? + N D). So the total
computational complexity of FFN is O(N D? + N D).

B.2 Wall-Clock Time Performance Comparison

We conduct a comparison of wall-clock time performance between FAFormer and other geometric
baseline models under the same computational environment. Specifically, we measure the average
training time for one epoch of each model, with the results illustrated in Figure 5. It can be observed
that FAFormer demonstrates greater efficiency compared to spherical harmonics-based models and
achieves performance comparable to the GNN-based method GVP-GNN. Such efficiency is attributed
to the utilization of top-K neighbor graphs and FA-based modules in FAFormer, which enable
efficient modeling of coordinates through linear transformations.

s SE(3)Transformer Equiformer EGNN B GVPGNN . FA FAFormer
Protein-DNA Protein-RNA
250
80
200
- 60
ngO
= 40
100
50 20
0 Model ° Model

Figure 5: Training time comparison between FAFormer and the other baseline models.

C Equivariance Proof
In this section, we investigate the equivariance of the gate function (Figure 2(e)), which can be
formulated as:
Gate(Xi,fA(Xi),Zi) = QZAXz + (1 —gi)Xl- (18)
=X (19)

where X ; represents the coordinates of i-th node, g; = o(Linear(Z;)) is the gate score based on
i-th node’s feature, and AX; = fa(X;) denotes the coordinate update function, i.e., the multi-head
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aggregation function Equ.(13) which is based on the frame averaging and thus is E(3) equivariant:
QAX,; +t=fa(QX; +1) (20)
where t € R? is a translation vector and Q € R3*3 is an orthogonal matrix.

We aim to prove that the gate function is F(3) equivariant, meaning it is translation equivariant for
any translation vector ¢ € R? and rotation/reflection equivariant for any orthogonal matrix Q € R3*3,
Specifically, we want to show:

QX +t=Cate(QX,; +t, fa(QX; +1),Z,) (21)

Derivation.
Gate(QX; +t, fa(QX;+1t),Z;) =9;(QAX; +t) + (1 — g,)(QX; + 1) (22)
=9,QAX; +(1-¢,)QX;+g;t+(1—g;)t (23)
=Q (90X +(1-g)Xi) +t 24)
=QX, +t (25)

Therefore, we have proven that applying rotation and translation to X ; results in the identical rotation
and translation being applied to X .

D Dataset Descriptions

Protein Complex Datasets We collect the complexes from PDB [8], NDB [7], RNASolo [2] and
DIPS [77] databases. Complexes are excluded if they have protein sequences shorter than 5 or longer
than 800 residues, or nucleic acid sequences shorter than 5 or longer than 500 nucleotides. The
redundant proteins with over 90% sequence similarity to other sequences within the datasets are
removed. The protein and the binder structures will be separated and decentered.

Aptamer Datasets Detailed information on each protein target and the aptamer candidates is pre-
sented below. The threshold for categorizing sequences as positive or negative aptamers is determined
by referencing previous studies or identifying natural cutoffs in the affinity score distributions.

» GFP"3: Green fluorescent protein. The aptamer candidates are mutants of GFPapt [69], with Ky
values ranging from OnM to 125nM as affinity measures. Candidates with K; values lower than
10nM are considered positive cases.

» NELF'4: Negative elongation factor E. The aptamer candidates are mutants of NELFapt [59], with
K ; values ranging from OnM to 183nM as affinity measures. Candidates with K; values lower
than 5nM are considered positive cases.

» HNRNPC'3: Heterogeneous nuclear ribonucleoproteins C1/C2. The aptamer candidates are the ran-
domly generated RNA 7mers and we apply the affinity values provided by the previous studies [46].
Candidates with affinity scores lower than -0.5 are positive.

» CHK2'®: Serine/threonine-protein kinase Chk2. Szeto et al [73] applied SELEX (Systematic
Evolution of Ligands by EXponential Enrichment) [23] to screen aptamers from a large library of
random nucleic acid sequences through multiple rounds. During each round, the bound sequences
were amplified and isolated. We use the final round of sequences as the candidates, with sequences
having multiplicities over 100 considered positive aptamers.

« UBLCP1'7: Ubiquitin-like domain-containing CTD phosphatase 1. Similar to CHK2, the final
round of sequences are considered candidates, with sequences having multiplicities over 200
considered positive aptamers.

Phttps://www.uniprot.org/uniprotkb/P42212/entry
“https://www.uniprot.org/uniprotkb/P92204/entry
Bhttps://www.uniprot.org/uniprotkb/P07910/entry
Yhttps://www.uniprot.org/uniprotkb/096017/entry
"https://www.uniprot.org/uniprotkb/Q8WVY7/entry
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Table 8: Sampled aptamer dataset statistics.

Target ‘ GFP NELF HNRNPC CHK2 UBLCPI

#Positive| 55 62 20 122 66
#Candidate | 188 981 328 1,000 1,000

Sampled Aptamer Datasets We construct smaller aptamer datasets for the comparison between
RoseTTAFoldNA and FAFormer by randomly sampling 10% candidates from the original datasets.
The statistics are shown in Table 8. We equally split each dataset into a validation set and a test set.
The performance of FAFormer on the test set is reported with the best performance on the validation
set. RoseTTAFoldNA is directly evaluated on the test set.

Test datasets of RoseTTAFoldNA The test datasets used to evaluate Rose TTAFoldNA are available
at this accessible link. We downloaded the dataset and filtered out non-dimer complexes, resulting in
86 protein-DNA and 16 protein-RNA complexes.

E Additional Experiments

E.1 Case Study

Figure 6 presents the complete groundtruth and predicted contact maps of the cases used in Figure 4,
where the model accurately captures the sparse pattern.
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(a) Protein-DNA Contact Map Comparison (Top: Groundtruth, Down: Prediction)

Residue

Residue

(b) Protein-RNA Contact Map Comparison (Top: Groundtruth, Down: Prediction)

Figure 6: Case study based on two complex examples (PDB id: 7DVV and 7KX9).

E.2 Ablation Study

In this section, we conduct an ablation study to investigate the impact of FAFormer’s core modules.
Specifically, we individually disable the edge module and attention mechanism, and replace the
proposed FEN with the conventional FFN in FAFormer. The results are presented in Table 9.

Table 9: Ablation study.

Protein-DNA Protein-RNA Protein-Protein
F1 PRAUC F1 PRAUC F1 PRAUC

FAFormer 0.1457_005 0-1279.006 0.1284,003 0.1113_004 0.15964002 0.1463,003
w/o Edge 0.1171,004 041225,002 0.1048,007 0.0983,008 0.1100,005 0.0972,002
w/o Attention | 0.1401 go1 0.1250.006 | 0.1059.002 0.0973.001 | 0.1325.001 0.1121 go1
w/o FAFFN |0.1332.001 0.1211 902 [ 0.1078.005 0.0958 001 | 0.1474.001 0.1334 001
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Removing any core module results in a significant performance decline. Notably, the model degrades
to either an attention-only or message-passing-only architecture when the edge or attention module is
removed, both of which lead to significant declines in performance. This demonstrates the advantage
of combining these two architectures with FA.

E.3 Aptamer Screening with AlphaFold3

AlphaFold3 [1] represents the latest advancement in biomolecular complex structure prediction and
is accessible through an online server'®. Due to its limited quota (20 jobs per day), we evaluated it on
two of the smallest sampled aptamer datasets, GFP and HNRNPC. The statistics for these datasets
are presented in Table 8. We used the contact probability produced by the server and the maximum
probability as the estimated affinity. The results are shown in Table 10. Although AlphaFold3
performs well in predicting the complex structure, it fails to identify promising aptamers in our cases.
We attribute this to fine-grained optimization and overfitting on molecule interaction patterns in the
structure prediction task, which have biased its screening performance on specific protein targets.

Table 10: Comparison results with AlphaFold3.
‘ Metric ‘ AlphaFold3 RoseTTAFoldNA FAFormer

Top10 Prec. | 0.3000 0.4000 0.4000.¢
GFP | Top50 Prec.| 0.3199 0.3600 0.3800 018
PRAUC 0.3132 0.3926 0.4027 22
Topl0 Prec.| 0.1000 0.1000 0.1666.124
HNRNPC | Top50 Prec. 0.0799 0.0599 0.0800.024
PRAUC 0.1355 0.1452 0.1781 os9

Bhttps://golgi.sandbox.google.com/
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: As presented in the abstract and introduction, we focus on learning the interac-
tions of protein complexes and extending it to the zero-shot aptamer screening application.
Besides, we propose FAFormer, which is an equivariant Transformer architecture based on
frame averaging, achieves the best performance on all the tasks.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We’ve included a section in the paper specifically focusing on modeling
the interactions of protein complexes and zero-shot aptamer screening without evaluating
FAFormer on other tasks. We will continue to work on this and aim to benchmark the
method more comprehensively.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide proof verifying the equivariance of the gate function, including
a detailed derivation demonstrating how the gate function maintains equivariance with
orthogonal matrices and translation vectors.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We’ve included a code link in the paper for review, which contains the pipelines
for all tasks and datasets. Additionally, we present the data sources and processing methods
for all datasets.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: A code link is included in the paper, containing the training pipelines for all
tasks. Additionally, we have detailed the dataset preprocessing methods and provided the
corresponding scripts in the code link.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: As shown in Appendix A and Appendix D, we have introduced the dataset split-
ting strategies based on protein sequence identity, the search range of each hyperparameter,
and the optimal hyperparameters for each model.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: We report the variance for all results by repeating the experiments with three
different random seeds.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: As mentioned in the Appendix A, the experiments are conducted on a single
Linux server with The AMD EPYC 7513-32 Core Processor, 1024G RAM, and 4 Tesla A40-
48GB. Our method is implemented on PyTorch 1.13.1 and Python 3.9.6. The computational
complexity and running time comparison are shown in Appendix B.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We’ve followed the instructions in the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
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10.

11.

12.

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper presents work whose goal is to advance the field of geometric deep
learning on protein complex modeling. There are some potential societal consequences of
our work, none of which we feel must be specifically highlighted here.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The datasets and models used in this study don’t have such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

25



13.

14.

15.

Justification: All the involved models and datasets, including pretrained protein/RNA se-
quence models, pretrained structure prediction models (RoseTTAFoldNA and AlphaFold3),
complex datasets, and aptamer datasets, are properly credited and cited.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce new assets; it only uses existing models and
datasets that are properly credited and cited.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing experiments or research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing experiments or research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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