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Abstract

Maximum a posteriori decoding, a commonly
used method for neural machine translation
(NMT), aims to maximize the estimated poste-
rior probability. However, high estimated prob-
ability does not always lead to high translation
quality. Minimum Bayes Risk (MBR) decod-
ing (Kumar and Byrne, 2004) offers an alter-
native by seeking hypotheses with the highest
expected utility.

Inspired by Quality Estimation (QE) rerank-
ing which uses the QE model as a ranker (Fer-
nandes et al., 2022), we propose source-based
MBR (sMBR) decoding, a novel approach that
utilizes quasi-sources (generated via paraphras-
ing or back-translation) as “support hypotheses”
and a reference-free quality estimation metric
as the utility function, marking the first work
to solely use sources in MBR decoding. Ex-
periments show that sSMBR outperforms QE
reranking and the standard MBR decoding. Our
findings suggest that sMBR is a promising ap-
proach for NMT decoding.'

1 Introduction

Neural Machine Translation (NMT) models typi-
cally aim to select a hypothesis with the highest
estimated posterior probability during decoding, an
approach known as Maximum A Posteriori (MAP)
decoding. Beam search (Graves, 2012; Sutskever
et al., 2014), which balances computational cost
and search accuracy, has become the standard ap-
proximate decoding method for MAP.

However, the underlying assumption of beam
search - that estimated probability is a good proxy
for translation quality - has been challenged by
evidence showing that estimated probability and
quality do not always correlate positively (Ott et al.,
2018; Freitag et al., 2021). For example, Fig 1 illus-
trates a case where a human reference translation

'We will make the source code publicly available once the
paper is accepted.
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Figure 1: Example of De—En, with source “Kommt
einem Spitzel nahe”. BS denotes beam search. The
estimated log probability of a human reference is lower
than that of the beam search output, and even lower than
that of a bad translation.

has a lower estimated probability than the hypothe-
sis generated by beam search, and even lower than
that of a poor translation. Furthermore, the true
MAP output is sometimes an empty string or overly
brief translation (Koehn and Knowles, 2017; Mur-
ray and Chiang, 2018; Ott et al., 2018; Stahlberg
and Byrne, 2019). These suggest that solely search-
ing for high estimated probability hypotheses may
not be an effective strategy for improving quality.

Given the limitations of using estimated proba-
bility as a proxy for quality, an attractive alternative
is to directly target translation quality during de-
coding (Freitag et al., 2022). Minimum Bayes Risk
(MBR) decoding, proposed in the era of statisti-
cal machine translation (Kumar and Byrne, 2004;
Tromble et al., 2008), aims to find the hypothesis
with the highest expected utility with respect to
a set of hypotheses called “support hypotheses”.
Traditionally, surface-based evaluation metrics like
BLEU (Papineni et al., 2002) were used as the
utility function in MBR decoding (Eikema and
Aziz, 2020; Eikema and Aziz, 2022). However,
these metrics have shown limited correlation with
human judgments (Mathur et al., 2020; Freitag
et al., 2023b), hindering the widespread adoption
of MBR decoding based on them. Recent work has
explored using state-of-the-art neural metrics, such
as COMET (Rei et al., 2022a), as utility functions
for MBR decoding (Freitag et al., 2022; Fernan-



des et al., 2022; Freitag et al., 2023a), showing
promising improvements in human evaluations.

Moreover, advances in reference-free evaluation
metrics (Rei et al., 2021; Rei et al., 2022b; Rei
et al., 2023) have enabled their direct application to
hypothesis reranking, which we refer to as Quality
Estimation (QE) reranking (Fernandes et al., 2022).
QE reranking selects the hypothesis with the high-
est reference-free quality estimation score among
the candidate hypotheses. However, QE reranking
remains understudied compared to MBR decoding.

Inspired by QE reranking, which uses the QE
model as a reranker, we propose a novel ap-
proach called source-based MBR (sMBR) decod-
ing, which uses quasi-sources generated by para-
phrasing or back-translation as “support hypothe-
ses” and a QE metric as the utility function. This
marks the first work to solely use sources as sup-
port hypotheses in MBR decoding, breaking the
long-standing tradition of relying on using other
hypotheses to approximate true utility for this pur-
pose. See Fig 2 for a overview of our methodology.
We provide empirical evidence through comprehen-
sive experiments on three translation directions in
both classic (large transformer models trained from
scratch, including high-resource and low-resource
sub-setups) and large language model (LLM) se-
tups, demonstrating that sMBR outperforms QE
reranking and the standard MBR decoding. These
findings suggest that SMBR is a promising NMT
decoding approach.

2 Decoding methods in NMT

Decoding can be viewed as two phases: hypoth-
esis generation and decision. Specifically, in the
hypothesis generation phase, a certain generation
method, such as beam search, is used to generate
N hypotheses from the model {hg, h1,...,An_1}.
Then, in the decision phase, N decision scores
need to be computed for each of these /N hypothe-
ses {scorey, scorey, ..., scoren_1}. Finally, the
hypothesis with the highest decision score is se-
lected as the final output.

2.1 MAP decoding

Given a source sentence x and a hypothesis space
‘H, the translation model P,,;(- | ) estimates the
probability of any hypothesis h € H. MAP decod-
ing aims to find the hypothesis 34" that maxi-

mizes the probability:

yMAP = argmax P (h | x). (1)

heH

In other words, MAP decoding simply takes the
estimated probability as the decision score.

However, considering all possible hypotheses in
‘H is computationally intractable. Therefore, beam
search is widely used as an efficient approximation
of MAP decoding, balancing the trade-off between
computational cost and search accuracy.

Increasing the beam size leads to searching
for hypotheses with higher estimated probabilities.
However, in practice, when the beam size exceeds
5 or 10, it often leads to a performance degrada-
tion instead (Tu et al., 2017; Koehn and Knowles,
2017). This phenomenon is known as the beam
search curse, considered one of the six challenges
of NMT (Koehn and Knowles, 2017).

2.2 MBR decoding

Unlike MAP decoding, which aims to find the high-
est estimated probability hypothesis, Minimum
Bayes Risk (MBR) decoding seeks the hypothesis
that minimizes the expected loss (or equivalently,
maximizes the expected utility) with respect to a
set of hypotheses, called “support hypotheses”.

In practice, it is common to use a set of hy-
potheses from a model as support hypotheses. For-
mally, let S C H be a set of support hypotheses
from model P,,0qci(- | z), for support hypothe-
sis hs € S, MBR decoding selects the hypothesis
yMBE that has the least risk:

yMBR = argminEhses [L(h87 h) ’ .’I)] (2)
heH
= argmin Z (hs, h) Pt (hs | ). (3)
heH hsE€S

In practice, it is common to use a utility func-
tion, correlated to human evaluation results, such
as BLEU or COMET, as an alternative to the loss
function L(-,-). Thus, the purpose of MBR de-
coding is actually to select the hypothesis with the
maximum expected utility. In addition, the hypoth-
esis space is usually too large to traverse all the
hypotheses to find a translation that satisfies the
above conditions. Therefore, a set of hypotheses
C from the hypothesis space H, called “candidate
hypotheses”, is often used as a representative of
the whole hypothesis space. Combining these two
points, for a given utility function u(-, -), the MBR
decoding objective can be reformulated as:
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Figure 2: Overview of decoding methods in NMT. The diagram illustrates the process for MBR decoding, QE
reranking, and the proposed sMBR decoding. It also shows two practices of sSMBR: sMBR-BT and sMBR-PP. The
figure demonstrates how the score used for selecting the final hypothesis is computed for each method.

yMBE  argmax Z w(hs, h) Pt (hs | ). (4)
heC hs€S

A widely used practice is to use the same set of
hypotheses for both C and S, and to assume that
all h, have the same probability, instead of the esti-
mated probability given by the model. That is, the
expected utility for a chosen hypothesis is approxi-
mated by averaging its utilities to other hypotheses.
Hypotheses can be obtained through, for example,
beam search or ancestral sampling®. Formally, the
objective of MBR can be approximated as:

yMPR ~ argmax score}ijR, (5)
heC
scorelPR — Sl Z u(hs, h). (6)
Sl s
2.3 QE reranking

Quality estimation (QE) is a task that aims to assess
the quality of a translated sentence without refer-
ence translations but the original source sentence
x. Recently, QE models have been employed to
develop a new decoding method called QE rerank-
ing (Fernandes et al., 2022), which leverages QE
models to rerank the candidate hypotheses. The
main idea behind QE reranking is to select the hy-
pothesis h with the highest estimated quality with
the QE model, rather than relying on the estimated
probability Py, (h|z).

%In the context of NMT, ancestral sampling refers to sam-
pling from the entire vocabulary without any pruning.

Formally, for a source x, a candidate hypothesis
from the hypothesis space h € C, and QE function
for, QE reranking aims at finding a y@F that has

the highest QE decision score score,?E:

QE QFE

y¥~ = argmax score; @)
heC
= argmax fog(z, h). )
heC
3 Method

In this section, we first introduce our proposed
method, source-based MBR (sMBR) decoding.
Then, we show that QE reranking is actually a
special case of SMBR. Finally, we introduce two
practices of sMBR: paraphrasing-based (sMBR-
PP) and back-translation-based (sMBR-BT). See
Figure 2 for a quick overview of how sMBR differs
from standard MBR decoding and QE reranking.

3.1 sMBR

In this subsection, we introduce MBR decoding
using a novel method to calculate the utility, sMBR
decoding. Then, we will show that QE reranking is
actually a special case of sMBR.

We hypothesize that for a hypothesis, decision
scores calculated by QE using only the hypothesis
and sources are a good proxy for translation quality,
since QE reranking can achieve promising perfor-
mance using only a reference-free reranker (QE
model) (Fernandes et al., 2022). We are therefore
interested in calculating the utility of MBR decod-
ing using only sources and a QE model, and call
MBR decoding based on this idea sSMBR decoding.
In other words, in the sSsMBR, sources are used as



“support hypotheses”, and the QE model is used as
a utility function.

Given that empirically better performance can be
obtained by using more support hypotheses in the
standard MBR decoding (Freitag et al., 2022; Fer-
nandes et al., 2022; Freitag et al., 2023a), we would
like to use more “support hypotheses” (sources) for
sMBR as well. However, in the standard MBR
decoding, there are usually multiple support hy-
potheses (i.e., |S| > 1), while we usually only
have one source sentence. Therefore, we obtain
additional “support hypotheses” for sMBR by con-
sidering other source language sentences that have
the same meaning as the original source sentence.

Formally, let P,,(X’| X) be a paraphrasing dis-
tribution of source language sentences with the
same meaning as the original source x, and X’ be
a finite sample from P,,(X'|X = z). Then, for
a reference-free QE utility function u(-, -), sSMBR
looks for y*MBE that has the highest sSMBR deci-

sion score scoreZMBR in the set of candidate hy-
potheses C:
yMBE — ari;reréax E, % [u(z', h) | 2] 9)
= argmax Z uw(z’, h) Py, (2! |z). (10)
hec

z'eX’

Similarly to eq. 6, it is also possible to approxi-
mate by assuming that all sources x’ have the same
probability, which simplifies the calculation. For-
mally, let K = | X”|, then the objective of sSMBR
can be approximated as:

y*MBE ~ argmax score;MBR, (11)
heC
1
scoresMBR — I z;u(x’,h). (12)
z'eX’

Here, QE reranking is a special case of sSMBR
when K = 1, i.e., when only the original source is
used. Unlike QE reranking, SMBR considers multi-
ple quasi-sources (K > 1), which are intended to
serve a more diverse and representative utility.

3.2 sMBR-PP and sMBR-BT

We refer to the exact formulation presented in
section 3.1 as sSMBR-PP. In addition, we study
an alternative approach, which indirectly gener-
ates quasi-sources by back-translation, sSMBR-BT.
Specifically, for an original source x, we first gen-
erat a translation hg using the forward transla-
tion model P,,;(h|x) and then use hg as the in-
put to a back-translation model to generate K

quasi-sources {2'!, 22, ..., 2'¥}. We then use the
set X/ = {x, 2", 2" ... 2} of size K + 1 for
sMBR decoding. Note that in SMBR-BT, the input
to the back-translation model is a single hypothe-
sis, where we simply use the one with the highest
estimated probability. Then, we obtain K quasi-
sources by beam search with beam size K.

4 Experiments

4.1 Setup

In this subsection, we present the details of NMT
systems, decoding methods, and evaluation.

4.1.1 Data and models for NMT

We consider two setups: the classic (encoder-
decoder based transformer model trained from
scratch on parallel corpora) and the LLM setup.

Our experiments were performed on the En-
glish to German (En—De), English to Russian
(En—Ru), and Chinese to English (Zh—En), as
COMET and COMET-QE on them proved to be
highly correlated with human judgments at the seg-
ment level (Rei et al., 2022a). We use general-
test2023 (Kocmi et al., 2023) as the test set for
each translation direction.

Classic setup The classic setup does not include
the Zh—En due to computing resource limitations.
For both En—De and En—Ru in the classic setup,
we use newstest2017-2019 as the development set.

We further consider both high-resource and low-
resource sub-setups. For the high-resource setup,
we use Facebook FAIR’s WMT19 news transla-
tion task submission (Ng et al., 2019). For low
resource setup, training data consists of 0.44M and
0.38M parallel sentences for En—De and En—Ru,
respectively. These systems allow us to assess the
performance in a data-constrained scenario. See
Appendix D for more details.

LLM setup We use Towerlnstruct-13B (Alves
et al., 2024), a state-of-the-art LLM for translation-
related tasks as NMT model. We prompt LLM to
perform zero-shot translation. See Appendix E for
more details.

4.1.2 Decoding

We employ four approaches for hypothesis gen-
eration: beam search, ancestral sampling, top-k
sampling, and epsilon sampling. Beam search has
been widely used for MBR decoding in the past



(Kumar and Byrne, 2004; Stahlberg et al., 2017;
Shu and Nakayama, 2017; Blain et al., 2017), while
ancestral sampling has gained popularity in recent
work (Eikema and Aziz, 2020; Freitag et al., 2022;
Eikema and Aziz, 2022). We include top-k sam-
pling and epsilon sampling since we find that they
yield better performance than ancestral sampling.

Both for the classic and LLM setups , we evalu-
ate the following decision rules:

* MAP: A widely used rule that selects the hy-
pothesis with the highest estimated probabil-

ity.

* MBR: MBR decoding based on COMET, us-
ing the Unbabel/wmt22-comet-da® model. It
calculates decision scores for candidate hy-
potheses using the approach described in 2.2,
and then select the highest score one.

* QE reranking: A special form of MBR, which
calculates decision scores with the quality
estimation model fgg(-,+). Since COMET
does not support reference-free quality esti-
mation, we use COMET-QE (Unbabel/wmt22-
cometkiwi-da®) as the utility function.

* sMBR: Source-based MBR decoding. We
evaluate its two practices: sMBR-PP and
sMBR-BT. The same QE model used for
QE reranking is employed as the utility func-
tion. For sMBR-PP, we fine-tuned a unique
T5-large (Chung et al., 2024) model as a
paraphrase generator for each source lan-
guage, which was fine-tuned on paraphrase
data created through back-translation. We
detail the sSMBR-PP implementation in Ap-
pendix A. As the back-translation model of
sMBR-BT, in the classic setup, we again use
Facebook FAIR’s WMT19 news translation
task submission in the high resource setup;
in the low resource setup, we use the same
model architecture and data as in the forward-
translation model. For the LLM setup, we
reused the LLM (TowerlInstruct-13B) as a
back-translation model.

Our baseline is a MAP based on beam search
with a beam size of 5 both for the classic and LLM
setups, since we found that larger beams do not lead
to better performance. Except for the baseline, we

3huggingface .co/Unbabel/wmt22-comet-da
*huggingface.co/Unbabel/wmt22-cometkiwi-da

use 400 candidate hypotheses for the classic setup
unless otherwise specified, as we find that more
hypotheses have limited gains in performance but
result in higher costs.> For the LLM setup, we
only use 128 hypotheses because generating more
hypotheses leads to too much computing.

For MBR decoding, we tried two setups: (1)
using the same set of hypotheses as candidate hy-
potheses and support hypotheses; and (2) using QE
reranking to filter the set of support hypotheses to
a smaller size that matches the size of the set of
support hypotheses for sMBR. For sMBR-PP and
sMBR-BT, we study case using 16 quasi-sources,
as adding more did not yield further gains.

More details are provided in Appendix B.

4.1.3 Evaluation metrics

We use automatic evaluation metrics, including
BLEU (Post, 2018), XCOMET (XCOMET-XXL.)
(Guerreiro et al., 2023), and MetricX (MetricX-
XXL) (Juraska et al., 2023) to evaluate different
methods. Our choice of XCOMET and MetricX
is motivated by two key factors: 1) they are state-
of-the-art neural metrics (Freitag et al., 2023b);
2) they were trained on Multidimensional Qual-
ity Metrics (MQM) data (Guerreiro et al., 2023;
Juraska et al., 2023), while the COMET series, on
which MBR and sMBR were directly optimized,
were trained only on Direct Assessments (DA) data
(Rei et al., 2022a). Given the limited correlation
between MQM and DA (Freitag et al., 2021), we
expect XCOMET and MetricX to provide a more
independent assessment, as they are less likely to
be biased towards the COMET-optimized MBR
and sMBR methods. We perform significance tests
using paired bootstrap resampling (Koehn, 2004).

4.2 Results

In this subsection, we analyze the performance by
observing the results of the automatic evaluation
metrics. Due to space constraints, we show in the
main text only the results of beam search based
results in the classic setup and epsilon sampling
based results in the LLM setup; other results are
included in the Appendix C.

Classic setup Table 1 highlights the effectiveness
of sMBR decoding in the classic setup with beam
search. Regarding XCOMET and MetricX, sMBR-
PP significantly outperforms QE reranking, prov-

5Appendix G shows the impact of candidate hypotheses
number on the metrics.
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Decoding method

En—De

En—Ru

w/ beam search N M BLEU{t XCOMET{ MetricX| BLEU{ XCOMET{ MetricX|
High Resource (55.4M and 52.0M training data)
MAP 5 — 3480 84.89 4.53 27.82 82.90 2.86
MBR 5 5 3497 85.12 4.50 27.35 83.62 2.69
“MAP 400 - 3430 8510 452 2305 8299 = 336
QE reranking 400 1 35.23 86.48 3.96 22.80 86.20 2.42
MBR 400 400 34.83 85.74 4.29 22.81 84.95 2.65
MBR 400 17 34093 85.88 4.17 23.05 85.00 2.78
sMBR-PP 400 17 34.81 86.73" 3917 22.91 86.527 2357
SMBR-BT 400 17 33.80 86.17 4.09 22.36 84.99 2.56
Low Resource (0.44M and 0.38M training data)
MAP 5 - 11.44 60.29 11.30 17.44 65.85 6.24
MBR 5 5 12.56 60.33 11.03 17.35 66.95 5.97
“MAP 400 - 978 6258 1129 1751 6636 617
QE reranking 400 1 13.63 65.63 9.51 17.71 74.66 4.29
MBR 400 400 12.66 63.79 9.92 17.56 70.69 4.99
MBR 400 17 11.75 64.53 10.23 18.177"  71.10 5.09
sMBR-PP 400 17 1349  66.36' 9.48 17.95 74.96"1 4.25
sMBR-BT 400 17 9.66 63.77 10.68 16.87 69.69 5.11

Table 1: Compares decision rules in the classic setup. /N and M indicate the number of candidate hypotheses
and supportive hypotheses, respectively. For sMBR, we used M = 17 support hypotheses (1 original source + 16
quasi-sources). We performed paired bootstrap resampling; ¥ and {1 indicate significantly better than QE reranking
within groups (p < 0.05 and p < 0.01, respectively; Multiple testing correction is not applied). The best in each

group is marked in bold.

ing the validity of our extension to QE reranking.
The results of the experiments based on sampling
methods are shown in Appendix C, where similar
gains to those based on beam search can be ob-
served. The sMBR-PP outperforms the standard
MBR on the neural metric, regardless of whether
the standard MBR can use the full 400 support
hypotheses or only 17. Thus, we conclude that
the sSMBR-PP outperforms QE reranking and the
standard MBR in the classic setup.

LLM setup Table 2 shows the results of epsilon
sampling in the LLM setup. We observe that
sMBR-PP can still significantly outperform QE
reranking regarding XCOMET and MetricX. The
XCOMET and MetricX of sMBR-PP are compara-
ble to the standard MBR and sometimes outperform
standard MBR. As with the results of the classic
setup, a gain similar to that based on epsilon sam-
pling can be observed in Appendix C. Thus, we
conclude that SMBR-PP still significantly outper-
forms QE reranking and is competitive with the
standard MBR in the LLM setup.

The performance of sSMBR-PP relative to stan-
dard MBR differs between the two setups. The

standard MBR shows performance similar to that
of the sMBR-PP in the LLM setup. We believe this
is due to the better quality of the support hypoth-
esis generated by LLM, which leads to a higher
approximation accuracy in eq. 6.

Compared to QE reranking, sMBR-BT shows
gains regarding XCOMET and MetricX in the
LLM setup, but even lower metrics than QE rerank-
ing in the classic setup. We investigate this reason
in section 5.2.

5 Discussion

In this section, we discuss the effectiveness of
SMBR-PP and the mechanism behind it through
some experiments. Due to space constraints, we
discuss the efficiency of sSMBR-PP in Appendix F,
where we show that sSMBR-PP is much slower than
QE reranking and MBR with simple optimization.

5.1 Effects of increasing sources

Since sMBR is an extension to QE reranking by
increasing the number of sources, we first investi-
gate the impact of increasing the number of sources
on the performance of sMBR-PP. We focus on the



Decoding method

En—De

Zh—En

N M BLEUt XCOMET? MetricX| BLEU{? XCOMET{ MetricX/
w/ epsilon sampling TowerlInstruct-13B

MAP 5 - 3024 86.06 3.18 20.73 88.15 2.56
MBR 5 5 28.10 87.30 2.65 19.74 88.96 2.36
“MAP 128 - 32647 8643 315 23.127 89.14 242
QE reranking 128 1 29.40 88.76 241 19.88 90.64 2.07
MBR 128 128 29.84 89.197 2.36 22.0177  90.39 2.06
MBR 128 17 31.93™"  88.83 2.63 23.347  90.43 2.12
sMBR-PP 128 17 27.19 89.4777 2.36 19.87 90.70° 1.95
sMBR-BT 128 17 28.73 89.04 2.34 19.77 90.38 2.06

Table 2: Compares decision rules in the LLM setup. The meaning of table elements is the same as Table 1.

M 1 6 11 17 33

XCOMET 1 86.48 86.65 86.73 86.73 86.74
MetricX | 396 389 386 391 391

Table 3: Impact of increasing sources for sMBR-PP:
The number of sources is positively correlated with the
evaluation metrics. M = 1 + K, i.e., (# of the original
source) + (# of quasi-sources). Candidate hypotheses
were generated by beam search. When M = 1, sMBR-
PP is QE reranking.

Self-BLEU] Semantic Similarityt

41.68 94.32
48.25 94.53

sMBR-PP
sMBR-BT

Table 4: Analyzing of quasi-sources: analyzed on the
En—De generaltest2023, high resource. Lower Self-
BLEU means richer surface diversity; higher semantic
similarity means closer semantics to the original source.

En—De high resource setup of the classic setup
and evaluate with neural metrics. Table 3 presents
the results, demonstrating a positive correlation be-
tween source number and evaluation metrics. This
observation again shows that our extensions to QE
reranking are effective. In addition, the increase
in synthesis sources from 16 to 32 does not result
in further gains, which we hypothesize is due to
the inability of the paraphrase generator to achieve
the generation of up to 32 generative high-quality
synthesis sources.

5.2  Qualities of quasi-sources

To understand the properties of the quasi-sources
of sSMBR, we analyzed them in terms of surface
diversity and semantic similarity with the original
source. Surface diversity was measured using Self-

M 1 6 11 17
Ave. QE  81.28 80.58 80.57 80.54

Table 5: Average QE scores with the original source:
QE scores are negatively correlated with source num-
ber. The analysis was performed in the En—De high
resource setup on SMBR-PP. Candidate hypotheses were
generated by beam search.

BLEU (Zhu et al., 2018), while semantic similarity
was assessed by cosine distance between sentence
embeddings®.

The results presented in Table 4 reveal that the
quasi-sources generated by sMBR-PP exhibit much
lower Self-BLEU scores compared to those pro-
duced by sMBR-BT, indicating greater surface di-
versity. On the other hand, the scores of the two
in terms of semantic similarity are close, implying
that both generated quasi-sources do not deviate
too much from the original source’s semantics. We
hypothesize that the poor performance of sMBR-
BT in the classic setup can be attributed to the
limited surface diversity of its quasi-sources.

5.3 Why sMBR-PP works

The results shown in Section 4.2 demonstrate that
sMBR-PP is significantly better than QE rerank-
ing in terms of neural metrics. We discuss the
mechanism behind producing these gains. We hy-
pothesize that the QE model used in QE rerank-
ing is overly sensitive to the specific phrasing and
structure of the original source, leading to an over-
reliance on a single source that could negatively
impact performance. In contrast, aggregating QE

*We use huggingface.co/sentence-transformers/
all-mpnet-base-v2
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scores across multiple sources in sMBR decoding
is expected to provide more robust QE. We ob-
served that as the number of sources increases in
sMBR decoding, the average QE score between the
selected translations and the original source sen-
tence decreases (Table 5). This suggests that sMBR
decoding no longer relies solely on QE with respect
to the original source. We conjecture that this is
because sMBR decoding tends to select hypothe-
ses that are more generally applicable to different
source variants.

6 Related Work

MBR decoding has been used in speech recogni-
tion (Stolcke et al., 1997; Goel and Byrne, 2000),
word alignment (Kumar and Byrne, 2002), and
statistical machine translation (Kumar and Byrne,
2004; Tromble et al., 2008). Recently, some works
have re-explored the application of MBR decod-
ing in NMT and demonstrated promising results
(Stahlberg et al., 2017; Shu and Nakayama, 2017,
Eikema and Aziz, 2020; Eikema and Aziz, 2022).
These works have shown that MBR decoding can
help overcome some of the limitations of MAP.

In past work, MBR decoding is usually based
on beam search to generate candidate hypothe-
ses (Stahlberg et al., 2017; Shu and Nakayama,
2017). Recently, Eikema and Aziz (2020) proposed
sampling-based MBR decoding and found that the
samples from the model are faithful to the training
data statistics, while the beam search is not. Fre-
itag et al. (2022) further explored the impact of the
generation method on the performance.

In terms of utility functions, past work has pri-
marily used surface-based metrics such as BLEU
and BEER (Stanojevi¢ and Sima’an, 2014). How-
ever, these metrics have limited correlation with
human judgments (Mathur et al., 2020; Freitag
et al., 2023b). Recently, a trend has been to com-
bine advanced neural metrics with MBR decod-
ing, such as COMET and BLEURT. These works
demonstrate that neural metrics-based MBR can
improve performance in human evaluations (Fre-
itag et al., 2022; Fernandes et al., 2022; Freitag
et al., 2023a). However, they are also limited by the
high cost, as MBR decoding has a secondary cost
for the number of candidate hypotheses. Eikema
and Aziz (2022) investigated decoupling candidate
and support hypotheses, enabling the exploration
of more potential candidate hypotheses within a
limited computational budget. In addition, some re-

cent work has focused on improving the efficiency
of the MBR decoding (Cheng and Vlachos, 2023;
Vamvas and Sennrich, 2024; Deguchi et al., 2024).

On the other hand, some work has found that
models used to assess the quality of NMT systems
(i.e., quality estimation) can perform well even in
the absence of a reference (Rei et al., 2021; Rei
et al., 2022b; Rei et al., 2023). Fernandes et al.
(2022) explored the direct use of quality estimation
models as rerankers for NMT and showed promis-
ing results, referred to as QE reranking.

7 Conclusions and Future Work

In this work, inspired by QE reranking, we propose
sMBR decoding, which uses sources and QE model
to calculate the utility, the first practical method to
solely rely on sources as “support hypotheses” in
MBR decoding. Experimental results (Section 4.2)
show that sMBR decoding outperforms QE rerank-
ing and the standard MBR decoding.

Despite its limitations, such as the challenge of
generating quasi-sources, SMBR represents a sig-
nificant step forward in MBR decoding. By break-
ing with the tradition of approximating true utility
using only the average of utilities with respect to
other hypotheses, sSMBR opens up new possibilities
for future research.

Future work will explore more efficient meth-
ods for generating quasi-sources and investigate
broadening the boundaries of “support hypotheses”
to include sentences in languages other than the
source and target.

8 Limitations

While our proposed sMBR decoding approach
shows promising results, it has some limitations.
Firstly, reranking methods that directly optimize
evaluation metrics may “overfit” to those metrics,
causing the optimized metrics to become unreliable
(Kovacs et al., 2024). We mitigate this problem by
using automatic metrics that are likely to have low
correlation with the metrics that are directly op-
timized. However, since they still have common
parts in the training data, this measure may not
completely avoid the problem of unreliable metrics.
Moreover, extending QE reranking with a quasi-
source may exacerbate this problem, as it may re-
sult in the final selection being favored by the QE
metric itself but translations that are unrelated to
the source (referred to as “universal translations”
by Yan et al. (2023)). Therefore, our conclusion



that sMBR-PP outperforms QE reranking and stan-
dard MBR decoding may be questioned. Human
evaluation can mitigate this issue but is costly and
time-consuming.

Secondly, generating high-quality quasi-source
sentences remains a challenge. We explored
two methods based on paraphrasing and back-
translation, but the back-translation approach did
not consistently improve reranking performance.
This suggests that further research is needed to
identify more effective techniques for generating
diverse, representative quasi-sources.

Finally, we have only tested the proposed
method in a limited number of translation direc-
tions and domains. However, not all language pairs
have well-performing quality estimation models
available. In the case of some language pairs, this
may lead to a questioning of one of our basic hy-
pothesis, i.e., the quality estimation model is a good
proxy for the true utility. Therefore, the effective-
ness of SMBR in a wider range of settings remains
an open question.
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A Additional details of sSMBR-PP

For sMBR-PP, we generally use the same para-
phrase generator for both the classic and LLM se-
tups for the same source language.

When the source is English, for the paraphrase
generator used in SMBR-PP, its specific model is
google/flan-t5-large’. This model is trained for
instruction following and thus works out-of-the-
box for paraphrase generation. However, we found
its performance to be rather poor, thus we chose to
fine-tune it.

The fine-tuning training data consists of a
publicly available paraphrase generation dataset,
PAWS (Zhang et al., 2019), concatenated with a
dataset we created. The dataset we created is based
on En-De’s News-Commentary parallel corpus®
and uses machine translation to create paraphrased
sentences. Specifically, we first input German sen-
tences from the parallel corpus into the De—En
NMT model, and then paired its output with En-
glish sentences from the original parallel corpus
to compose the samples in the paraphrase gener-
ation dataset. We use the De—En model from
Facebook FAIR’s WMT19 news translation task
submission (Ng et al., 2019). We use a seman-
tic similarity-based approach to estimate the qual-
ity of the dataset we created, and then filter out
sentence pairs with low similarity. We use the
sentence-transformers/all-mpnet-base-v2° model
to compute the similarity between paraphrase pairs
and filter out sentence pairs with a similarity of 0.88
or less. In the end, the training data for the model
consisted of a total of about 339.2K paraphrased
sentence pairs, of which about 317.4K came from
the data we created and about 21.8K came from
PAWS.

For the training of this model, we used the
AdamW optimizer (Loshchilov and Hutter, 2019)
with a learning rate of 3e-4, weight decay of 0.0,
and a batch size of 1536 examples, trained with
fp32 full precision (This is because we found that
the flan-t5 series is prone to training failure at fp16
precision). We set the maximum number of training
epochs to 10. We randomly separate 3K sentence
pairs from the dataset as the development set, and
then select the checkpoints with the lowest loss on
the development set.

"huggingface.co/google/flan-t5-1arge

8data.statmt.org/news—commentary/v18.1/

9huggingface.co/sentence—tr‘ansformers/
all-mpnet-base-v2


https://doi.org/10.1145/3209978.3210080
https://doi.org/10.1145/3209978.3210080
https://doi.org/10.1145/3209978.3210080
huggingface.co/google/flan-t5-large
data.statmt.org/news-commentary/v18.1/
huggingface.co/sentence-transformers/all-mpnet-base-v2
huggingface.co/sentence-transformers/all-mpnet-base-v2

When the source is Chinese, we follow a simi-
lar procedure as above. The difference is that the
base model is mT5-large (Xue et al., 2020) and the
training data only includes the dataset created by
using TowerlInstruct-13B to perform reverse trans-
lation on the News-Commentary parallel corpus.
We use lier007/xiaobu-embedding-v2'° to calcu-
late the cosine similarity between the rephrase and
the original sentence, and filter out samples with a
similarity below 0.925.

In the inference phase of generating paraphrases,
we used epsilon sampling (Hewitt et al., 2022) (ep-
silon = 0.02), as we found that this setup balances
the diversity and quality of the synthesized sources
well. Training and inference were done on a single
NVIDIA H100.

B Additional details on decoding and
training of low-resource NMT models

We completed training of the NMT low-resource
model, and all decoding experiments on a machine
with 4 NVIDIA RTX A6000. In the hypothesis gen-
eration phase, we used CTranslate2!! to generate
hypotheses because of its efficiency.

For the training of low-resource NMT models,
we use the fairseq (Ott et al., 2019) tool. We use
base size transformer (Vaswani et al., 2017) archi-
tectures with a dropout rate of 0.3. And train for a
maximum of 100 epochs at full fp16 precision. we
select the checkpoints with the highest BLEU on
the development set. We use adam (Kingma and
Ba, 2015) optimizer with an initial learning rate of
le-3, weight decay of 1e-4, a warm-up step of 4000,
and batch size is 1e5 tokens. We build vocabulary
of size 32000 with Byte-Pair Encoding (Sennrich
et al., 2016) using the sentencepiece (Kudo and
Richardson, 2018) tool. The vocabulary is shared
between source and target languages.

C Additional experimental results

In this section, we present additional experimental
results that could not be included in the main text
due to space constraints. For the classic setup, this
section includes the results of the generation meth-
ods other than beam search; for the LLM setup,
this section includes not only the results of the gen-
eration methods other than Epsilon sampling, but
also the complete experimental results of En->Ru.

Ohttps://huggingface.co/liere@7/
xiaobu-embedding-v2
"https://github.com/OpenNMT/CTranslate2
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In addition to beam search and epsilon sampling,
we attempted to use top-k sampling and ancestral
sampling to generate hypotheses. Unlike top-k
sampling, ancestral sampling the entire vocabulary
for each time step in autoregressive decoding with-
out any pruning. The results of the experiments
are shown in Table 6, 8, 7, 9, and 10. Compared
to other generation methods, ancestral sampling
performs poorly on both surface-based and neural
metrics. Among the sampling-based methods, ep-
silon sampling performs best, which is consistent
with the findings of Freitag et al., 2023a.

We used k = 10 for top-k sampling and epsilon
= 0.02 for epsilon sampling (Freitag et al., 2023a).
Due to implementation issues with some CUDA
programming, we do not consider epsilon sampling
with low resource setup.

In conclusion, similar to the experimental results
based on beam search and epsilon sampling, the sig-
nificantly boosted neural metrics demonstrate that
sMBR-PP significantly outperforms QE reranking.
However, improvements in neural metrics do not
always lead to gains in surface-based metrics and
even lead to deterioration compared to the baseline,
especially when using sampling-based hypothesis
generation. One possible explanation is that sam-
pling leads to more diverse hypotheses, making it
easier to generate candidates hypotheses that would
lead to higher neural metrics but not favored by
BLEU. Unfortunately, SMBR decoding does not
consistently mitigate this issue compared to QE
reranking, suggesting potential limitations in the
utility functions.

D Details of the classic setup

For the high-resource setup, training data consists
of 27.7M and 26.0M parallel sentences for En—De
and En—Ru, respectively, augmented with an
equal amount of back-translation sentences. We
use a single model without ensembling or language
model reranking to focus on the impact of the pro-
posed methods. For the low resource setup, we
train two base Transformer models using the News-
Commentary dataset!?.

E Details of the LLM setup

We use the target language to prompt the model
to perform zero-shot translation. We completed
all decoding on a server with four NVIDIA H100s
with bfloat16 precision. For sMBR-PP on Zh—En,

2data.statmt.org/news-commentary/v18.1/


https://huggingface.co/lier007/xiaobu-embedding-v2
https://huggingface.co/lier007/xiaobu-embedding-v2
https://github.com/OpenNMT/CTranslate2
data.statmt.org/news-commentary/v18.1/

Decoding method

En—De

En—Ru

w/ top-k sampling N M BLEUT XCOMET? MetricX| BLEUT XCOMET{! MetricX|
High Resource (55.4M and 52.0M training data)
MAP 5 - 2436 70.80 7.86 17.98 66.34 4.93
MBR 5 5 23.19 71.56 7.26 16.26 68.18 4.25
“MAP 400 - 2442 6955 900 21317 7783 416
QE reranking 400 1 26.69 81.99 3.72 17.94 84.34 2.19
MBR 400 400 25.13 78.51 5.33 19.26"7  80.86 2.61
MBR 400 17 27.99°T  80.28 4.53 222177 81.55 291
sMBR-PP 400 17 25.74 82.14 3.82 17.30 84.77"1 2.07"
sMBR-BT 400 17 25.01 77.29 6.76 16.75 79.54 3.02
Low Resource (0.44M and 0.38M training data)
MAP 5 - 791 53.11 12.96 14.36 61.89 7.31
MBR 5 5 848 53.62 12.21 13.76 62.77 6.78
MAP 400 - 605 5864 1203 16937 6555 = 644
QE reranking 400 1 10.76 62.47 9.74 15.06 73.50 434
MBR 400 400 10.02 60.80 10.28 15.48 69.61 5.02
MBR 400 17 10.13 61.44 10.33 17.36"  69.95 5.23
sMBR-PP 400 17 10.36 63.357 9,557 15.11 73.71° 4.31
sMBR-BT 400 17 5.64 59.96 11.48 14.70 68.22 5.42

Table 6: Compares SsMBR with other decision rules for En—De and En—Ru in the classic setup. N and M
indicate the number of candidate hypotheses and supportive hypotheses, respectively. For sMBR, we used M = 17
“support hypotheses” (1 original source + 16 quasi-sources). We performed paired bootstrap resampling; 1 and f+
indicate significantly better than QE reranking within groups (p < 0.05 and p < 0.01, respectively; Multiple testing
correction is not applied). The best in each group is marked in bold.

we trained a mT5-based (Xue et al., 2020) model
for the paraphrase generator. See Appendix A for
details.

F Efficiency comparison

In this section, we discuss the efficiency of sMBR-
PP and compare it with QE reranking and MBR.
For the latter, we compare the average decision
time required for MBR, an optimized implementa-
tion of MBR (MBR-fast), and sMBR-PP to trans-
late a single sentence. We ran each method five
times on a single NVIDIA H100 with batch size
256 examples and then report the means.

As expected, the decision time required for
sSMBR-PP to translate a sentence is much larger
than that of QE reranking. Specifically, the deci-
sion time of SMBR-PP consists of two parts: the
time required to generate the quasi-source and the
time required to calculate the quality-aware utility
function. In fact, we find that the time required
to generate the quasi-source is only a small part
of the overall decision time, which is about 0.13
seconds for each sentence, while the large num-
ber of quality-aware utility functions requires 3.56
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seconds. In contrast, the decision time for QE
reranking is 0.21 seconds per sentence, which is
much faster than SMBR-PP.

Obviously, compared to QE reranking, SMBR-
PP uses the quality perception utility function times
(number of quasi-sources +1).

Next, we compare the decision time of sMBR-
PP with that of the standard MBR. In MBR, the
COMET model can be decomposed into a sentence
encoder f.,,, for computing sentence embeddings,
and a simple estimator fes (-, -,-) based on a multi-
layer perceptron. For a source z, candidate hypoth-
esis h, and support hypothesis hs, COMET-based
MBR first computes the embeddings z™?, h™?,
and A" using femp. Then, the approximated util-
ity fi,,(h; S) can then be computed as:

M
~ 1 em Hemb e
fu(hs 8) = 22 D Jest (@™ hYT B).
j=1

(13)
When S = (), the cost of computing utility for all
candidate hypotheses in a naive MBR implementa-

tion is O(NN?), implying a quadratic cost for both
femb and fest('a K )



Decoding method En—De En—Ru
w/ ancestral sampling N M BLEUT XCOMET? MetricX| BLEU{t XCOMET! MetricX|
High Resource (55.4M and 52.0M training data)

MAP 5 - 10.00 35.78 17.31 14.05 61.37 7.87
MBR 5 5 6.80 30.50 18.99 12.40 58.33 8.63
“MAP 400 - 11.60 5108 1467 218371 7961 395
QE reranking 400 1 1698 61.07 10.94 19.12 82.12 2.75
MBR 400 400 10.48 4541 14.95 17.64 78.47 3.28
MBR 400 17 18.23" 5837 11.44 21.44 81.47 2.88
sMBR-PP 400 17 17.09 61.29 10.93 18.55 82.22 2.74
sMBR-BT 400 17 1473 56.94 12.47 19.40 80.42 3.21
Low Resource (0.44M and 0.38M training data)
MAP 5 - 529 39.33 16.41 11.13 49.98 11.11
MBR 5 5 585 36.64 16.92 8.47 46.38 12.27
“MAP 400 - 372 5178 1376 152371 6282 727
QE reranking 400 1 6.67 54.18 12.76 14.22 68.13 5.90
MBR 400 400 7.67°7  47.81 14.14 12.47 62.45 7.03
MBR 400 17 6.99 53.16 12.93 15.13F  66.23 6.13
sMBR-PP 400 17 6.67 54.851" 12.64 14.08 68.417 5.89
sMBR-BT 400 17 3.62 51.60 13.65 13.90 64.30 6.79

Table 7: Compares SsMBR with other decision rules for En—De and En—Ru in the classic setup. N and M
indicate the number of candidate hypotheses and supportive hypotheses, respectively. For sMBR, we used M = 17
“support hypotheses” (1 original source + 16 quasi-sources). We performed paired bootstrap resampling; 1 and f+
indicate significantly better than QE reranking within groups (p < 0.05 and p < 0.01, respectively; Multiple testing
correction is not applied). The best in each group is marked in bold.

Decoding method En—De En—Ru
w/ epsilon sampling N M BLEUT XCOMET{ MetricX]| BLEU{T XCOMET?T MetricX|
High Resource (55.4M and 52.0M training data)

MAP 5 - 2441 81.26 6.54 19.34 73.56 4.92
MBR 5 5 25.85 82.44 4.89 16.88 74.14 4.63
“MAP 400 - 1362 7683 951 22017 7765 422
QE reranking 400 1 28.64 86.12 2.68 18.94 83.12 2.58
MBR 400 400 28.23 86.20 3.62 19.48 80.09 3.24
MBR 400 17 26.72 85.18 5.34 23.05"  81.75 3.03
sMBR-PP 400 17 27.55 86.477 2.62 18.89 83.41° 2.48F
sMBR-BT 400 17 12.94 78.26 9.04 17.36 79.69 3.54

Table 8: Compares sMBR with other decision rules for En—De and En—Ru in the classic setup with epsilon
sampling. N and M indicate the number of candidate hypotheses and supportive hypotheses, respectively. For
sMBR, we used M = 17 “support hypotheses” (1 original source + 16 quasi-sources). We performed paired
bootstrap resampling; T and {1 indicate significantly better than QE reranking within groups (p < 0.05 and
p < 0.01, respectively; Multiple testing correction is not applied). The best in each group is marked in bold.

However, MBR-fast optimizes embedding com-  reduces its cost to O(/N) when S = C. The esti-
putation by recognizing that the embedding any ~ mator fes (-, -, -) still has a quadratic cost O(N?)
sentence in a triple (x, h, hs) is independent of the  since the order of elements within the triple affects
other elements. By pre-computing sentence embed-  the output, but it is computationally cheaper com-
dings independently for all sources and hypotheses,  pared to a f,,,; consisting of multiple transformer
MBR-fast avoids duplicate f.,,; computations and  blocks. Note that this optimization is not univer-
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Decoding method En—De Zh—En

N M BLEUt XCOMET? MetricX| BLEU{? XCOMET{! MetricX|

w/ beam search TowerlInstruct-13B

MAP 5 - 3975 87.11 1.93 24.94 89.13 243

MBR 5 5 39.84 87.29 1.90 25.00 89.14 242
“MAP 128 - 40.04 8707 1.84 2496  89.12 244

QE reranking 128 1 40.11 87.35 1.81 24.96 89.22 2.40

MBR 128 128 40.07 87.29 1.82 25.00 89.17 2.41

MBR 128 17 40.14 87.19 1.81 24.96 89.13 2.44

sMBR-PP 128 17 40.15 87.45" 1.78 24.93 89.28" 2.39

sMBR-BT 128 17 40.18 87.39 1.81 24.90 89.21 2.41

w/ top-k sampling

MAP 5 - 28.12 84.85 3.31 19.94 88.14 2.62

MBR 5 5 2552 86.12 2.69 18.52 88.82 2.44
“MAP 128 - 32137 8617 330 21907 8856 252

QE reranking 128 1 27.56 88.09 2.53 19.07 90.10 2.12

MBR 128 128 2828  88.68'F 2.21F 21.197"  90.23 2.087

MBR 128 17 30.66'7 88.76" 2.38 22,4077 90.47" 2.087

sMBR-PP 128 17 25.20 89.0577 2.29F 18.85 90.19 2.03°

sMBR-BT 128 17 27.13 88.48 2.49 18.87 89.82 2.10

w/ ancestral sampling

MAP 5 - 2629 83.20 3.35 19.07 87.21 2.83

MBR 5 5 2420 84.67 2.97 17.97 87.79 2.62
“MAP 128 - 30.81°T 8576 324 21867 8857 258

QE reranking 128 1 27.10 87.57 2.59 18.67 89.69 2.24

MBR 128 128 26.88 87.59 2.40 20.65  89.65 2.19

MBR 128 17 28.64"7  87.50 2.57 21.727F 90,027 2.17F

sMBR-PP 128 17 25.78 87.917 2.44 18.29 89.70 2.187

sMBR-BT 128 17 26.78 87.79 2.57 18.40 89.41 2177

w/ epsilon sampling

MAP 5 - 3024 86.06 3.18 20.73 88.15 2.56

MBR 5 5 28.10 87.30 2.65 19.74 88.96 2.36
“MAP 128 - 32.647 8643 315 23.127% 89.14 242

QE reranking 128 1 29.40 88.76 241 19.88 90.64 2.07

MBR 128 128 29.84 89.197 2.36 22.017"  90.39 2.06

MBR 128 17 31937  88.83 2.63 23.347  90.43 2.12

sMBR-PP 128 17 27.19 89.4777 2.36 19.87 90.70" 1957

sMBR-BT 128 17 2873 89.04 2.34 19.77 90.38 2.06

Table 9: Compares sMBR with other decision rules for En—De and Zh—En in the LLM setup. N and M
indicate the number of candidate hypotheses and supportive hypotheses, respectively. For sMBR, we used M = 17
“support hypotheses” (1 original source + 16 quasi-sources). We performed paired bootstrap resampling; 1 and f+
indicate significantly better than QE reranking within groups (p < 0.05 and p < 0.01, respectively; Multiple testing
correction is not applied). The best in each group is marked in bold.

ferf . The joint embeddings must be computed sep-
arately for each source-hypothesis pair, resulting
in a cost of O(K x N) for both feQE and fgf

mb

sal due to the fact that it takes advantage of the
particular architecture of COMET.

In contrast, the COMET-QE model used in

SMBR consists of an encoder f% that takes the Table 11 shows the measurement results. SMBR

concatenated source and hypothesis as input and
outputs their joint embedding, and an estimator
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is faster than the naive implementation of MBR be-
cause it uses a smaller number of support hypothe-



Decoding method En—Ru
N M BLEUT XCOMET?T MetricX|

w/ beam search TowerInstruct-13B
MAP 5 — 29.46 89.51 1.59
MBR 5 5 29.33 89.61 1.55

“MAP ] 128 - 29507 8958 1.58
QE reranking 128 1 29.33 89.65 1.56
MBR 128 128 29.38 89.69 1.54
MBR 128 17 29.527"  89.57 1.58
sMBR-PP 128 17 29.36 89.777 1.50
sMBR-BT 128 17 29.39 89.69 1.56
w/ top-k sampling
MAP 5 - 2322 86.79 1.85
MBR 5 5 21.23 87.02 1.69

“MAP 128 - 28.07°F 8930 .61
QE reranking 128 1 2202 91.37 1.18
MBR 128 128 2424  91.26 1.18
MBR 128 17 27477 91.36 1.19
sMBR-PP 128 17 20.24 91.49"" 1.11
sMBR-BT 128 17 21.27 90.80 1.29

w/ ancestral sampling

MAP 5 — 23.28 86.79 1.87

MBR 5 5 21.12 87.18 1.70
“MAP 128 - 28327 8927 .60
QE reranking 128 1 21.35 90.96 1.20

MBR 128 128 237777 90.98 1.21

MBR 128 17 26.557  91.237" 1.21
sMBR-PP 128 17 20.52 90.99 1.13°
sMBR-BT 128 17 21.63 90.78 1.27

w/ epsilon sampling

MAP 5 - 26.19 88.53 1.68
MBR 5 5 2392 89.56 1.42

“MAP 128 - 29.61"F 8968 1.56
QE reranking 128 1 2235 91.67 1.13
MBR 128 128 25.90" 91.33 1.16
MBR 128 17 28.947  91.54 1.22
sMBR-PP 128 17 21.26 92,127 1.0477
sMBR-BT 128 17 2247 91.68 1.16

Table 10: Compares sMBR with other decision rules for En—Ru, the NMT model is TowerInstruct-13B. N and
M indicate the number of candidate hypotheses and supportive hypotheses, respectively. For sMBR, we used M =
17 support hypotheses (1 original source + 16 quasi-sources). We performed paired bootstrap resampling; 1 and T
indicate significantly better than QE reranking within groups (p < 0.05 and p < 0.01, respectively; Multiple testing
correction is not applied). The best in each group is marked in bold.
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Figure 3: Impact of the number of candidate hypotheses on the evaluation metrics: in the En—De high resource
setting. The horizontal axis indicates the number of candidate hypotheses and the vertical axis indicates the

evaluation indicators.

ses. However, it is much slower than the optimized
implementation of MBR due to the difficulty of
further optimizing its utility function itself.

In summary, while SMBR-PP significantly im-
proves translation quality compared to QE rerank-
ing and has competitive performance to MBR, there
is still room for improving its efficiency to match
optimized COMET-based MBR decoding.

MBR
13529 s

MBR-fast
0.32s

sMBR-PP
356 (+0.13)s

Decision time

Table 11: Decision time for translating a sentence: mea-
sured on newstest2020 in En—De. For sMBR-PP, the
number in parentheses is the quasi-source generation
time. The batch size is 256.

G Impact of the number of candidate
hypotheses

We explored the impact of the number of candi-
date hypotheses on the evaluation metrics in an
En—De high resource setting. Figure 3 shows the
results. We find that 400 is an appropriate number,
as more candidate hypotheses bring small perfor-
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mance gains and lead to higher costs.
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