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Abstract

State-of-the-art embeddings often capture distinct yet complementary discrimina-
tive features: For instance, one image embedding model may excel at distinguishing
fine-grained textures, while another focuses on object-level structure. Motivated by
this observation, we propose a principled approach to fuse such complementary
representations through kernel multiplication. Multiplying the kernel similarity
functions of two embeddings allows their discriminative structures to interact,
producing a fused representation whose kernel encodes the union of the clusters
identified by each parent embedding. This formulation also provides a natural
way to construct joint kernels for paired multi-modal data (e.g., image–text tu-
ples), where the product of modality-specific kernels inherits structure from both
domains. We highlight that this kernel product is mathematically realized via the
Kronecker product of the embedding feature maps, yielding our proposed Kross-
Fuse framework for embedding fusion. To address the computational cost of the
resulting high-dimensional Kronecker space, we further develop RP−KrossFuse, a
scalable variant that leverages random projections for efficient approximation. As
a key application, we use this framework to bridge the performance gap between
cross-modal embeddings (e.g., CLIP, BLIP) and unimodal experts (e.g., DINOv2,
E5). Experiments show that RP−KrossFuse effectively integrates these models,
enhancing modality-specific performance while preserving cross-modal alignment.
The project code is available at https://github.com/yokiwuuu/KrossFuse.

1 Introduction

The representation learning literature features a wide range of embedding models, each excelling
at distinct and often complementary discriminative features. For example, one image encoder may
specialize in distinguishing fine-grained categories such as dog breeds, while another captures broader
semantic distinctions such as traffic signs. This contrast is illustrated in Figure 1: the DINOv2 image
embedding [53] tends to form clearer clusters for dog breeds but shows less separation among
traffic signs, whereas the CLIP image embedding [60] exhibits the opposite trend, achieving better
separation for traffic signs while mixing the two dog breeds in the kernel heatmaps. Such observations
motivate the following question: how can we systematically fuse multiple embeddings to obtain a
single representation that combines the discriminative strengths of all its parent embeddings?

In this work, we view each embedding as inducing a kernel similarity function that assigns a similarity
score to every pair of samples. Evaluating this function over a reference dataset produces a kernel
similarity structure—a matrix that reflects how the embedding perceives relationships among samples
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Figure 1: Heatmaps of RBF kernel similarity matrices for an image dataset with four groundtruth
clusters (two dog classes in ImageNet and two traffic sign classes in GTSRB) (left) K1 for CLIP,
(middle) K2 for DINOv2, (right) K1 ⊙K2 elementwise product for CLIP and DINOv2’s Kronecker
product. Unlike CLIP and DINOv2, their Kronecker product could cluster the four image classes.

and which samples it tends to cluster together. This kernel-based view allows us to analyze and
combine embeddings directly in the kernel space, where our goal is to construct a fused representation
whose similarity structure reflects a strict union of the parent cluster structures: two samples should
appear similar only if all parent embeddings agree that they are similar.

A natural and principled way to capture this “all must agree” logic is through kernel multiplication,
defining the fused kernel kψfuse as the product of the individual kernel similarity functions kψ1

and
kψ2

of embeddings ψ1 and ψ2:

kψfuse(x, y) = kψ1
(x, y) · kψ2

(x, y). (1)

This formulation provides a simple yet effective mechanism for combining the discriminative patterns
of multiple embeddings: assuming normalized kernel similarity scores bounded by 1, the fused
similarity becomes small whenever any parent embedding separates the two samples2. The empirical
effect of this operation is illustrated in Figure 1 (right), where multiplying the CLIP and DINOv2
kernels clearly separates all four classes that each model alone fails to isolate.

A feature representation whose kernel similarity function equals the product of the individual kernels
is obtained by taking the Kronecker product of the individual embedding feature maps, which is well
known in the kernel methods literature [65, 7]. Building on this insight, we introduce KrossFuse, a
general framework for embedding fusion based on Kronecker-product embeddings. Unlike simple
concatenation of embedding feature vectors, which corresponds to the summation of individual
kernels and lacks the discussed cluster unification property, KrossFuse yields a representation whose
kernel unifies sample clusters across parent embeddings’ similarities as displayed in Figures 1,2.

Beyond fusing representations within a single modality, KrossFuse also offers a principled way to
construct joint kernels for multi-modal data (e.g., image–text tuples). Such joint kernels are applicable
to generative and retrieval systems (e.g., text-to-image models) that rely on paired data for training
and evaluation, where the product of modality-specific kernels captures the joint structure across
domains. Figure 2 illustrates this effect in a text-to-image generation setting with SD-XL Turbo
model [64]: while the kernel structures of the DINOv2 image, CLIP text, and their concatenated
feature vectors fail to clearly separate the six clusters defined by three professions (firefighter, chef,
police officer) and two genders (male, female), their Hadamard product—using the kernel of the
Kronecker-fused embeddings—can distinctly separate all six groups.

While conceptually elegant, the Kronecker formulation incurs a significant computational cost: the
dimensionality of the fused embedding equals the product of the input dimensions (for instance, fus-
ing 512-dimensional CLIP and 768-dimensional DINOv2 embeddings yields a 393,216-dimensional
vector). To address this scalability barrier, we propose RP-KrossFuse, a random-projection-based ex-
tension that efficiently approximates the Kronecker feature space while preserving kernel similarities.
This approach retains the theoretical properties of KrossFuse while making it practical for large-scale,
high-dimensional embeddings.

2For non-negative kernels such as the Gaussian RBF or normalized even-degree polynomial kernels, the
near-zero kernel similarity score directly implies separation, whereas for kernels that can take negative values
(e.g., linear or cosine similarity kernels), the fusion operates through orthogonality—if two samples are nearly
orthogonal in any parent space, their fused similarity remains near zero, thus preserving separation.
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Figure 2: Kernel similarity heatmaps for (text,image) data with 6 underlying clusters. While the
kernel matrix of the concatenated CLIP text and DINOv2 image embeddings blur cluster boundaries,
the kernel matrices’ Hadamard product (for Kronecker-fused embedding) separates all the 6 groups.
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Figure 3: The Kronecker product fusion of embeddings in our proposed KrossFuse: The RP-
KrossFuse fusion (implemented with Random Projection) of CLIP and DINOv2 could improve the
averaged few-shot classification accuracy over CLIP on 9 benchmark image datasets.

We further apply the KrossFuse framework to address the performance gap between cross-modal
and uni-modal embeddings. Cross-modal models such as CLIP, ALIGN [32], and BLIP [38] achieve
alignment across modalities but often lag behind modality-specific experts such as DINOv2 and
E5 [74] on domain-specific benchmarks. The embedding fusion in this setting poses a significant
challenge: the uni-modal expert lacks an embedding map for the other modality (e.g., DINOv2
provides no text encoder). We demonstrate that KrossFuse naturally extends to this case by defining
a symmetrized embedding for the shared modality and an imputed constant map for the missing
modality, ensuring that the Kronecker product remains well-defined and balanced across domains.

We perform several experiments to demonstrate that RP-KrossFuse effectively fuses CLIP with uni-
modal image (DINOv2) and text (Sentence-RoBERTa) embeddings, achieving competitive modality-
specific accuracy while preserving strong cross-modal alignment. For example, Figure 3 shows the
improved results of the KrossFuse fusion of DINOv2 and CLIP in few-shot classification over the
CLIP model. Our results suggest the RP-KrossFuse framework provides a scalable, training-free
mechanism to unify embedding structures. In summary, our contributions are:

• We propose KrossFuse, an embedding fusion framework that applies the principle of kernel
multiplication to unify the cluster structures of embeddings.

• We develop RP-KrossFuse, a scalable, random-projection-based extension that efficiently approxi-
mates the Kronecker feature space.

• We apply KrossFuse to fuse cross-modal and uni-modal embeddings, demonstrating that it can
enhance modality-specific performance while preserving cross-modal alignment.
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2 Related Work

Cross-modal Embeddings. Recent advances in cross-modal embeddings have bridged the gap
between visual and textual modalities. CLIP [60] is a pioneer model in this field using a con-
trastive learning approach, enabling remarkable zero-shot capabilities. Subsequent models, such as
ALIGN [32] and FLORENCE [79], scaled datasets and refined learning objectives for improved per-
formance. Variants like CoCa [78] introduced captioning objectives, while BLIP and BLIP-2 [38, 39]
employed bootstrapping techniques to generate synthetic image-text pairs. Recent works, including
OpenFlamingo [5], PaLI [10] and ImageBind [18], extended capabilities to few-shot scenarios and
multilingual, multi-modal scaling. However, a trade-off could exist: strong cross-modal alignment
often comes at the price of relatively lowering the performance in single modalities. Our work focuses
on this trade-off and explores fusing cross-modal and uni-modal strengths into a unified embedding.

Combining Representation of Embeddings. Unifying the strengths of different embedding models
has been studied in the representation learning literature. The EVA [15] and X-CLIP [45] methods
enhance modality-specific performance while preserving cross-modal capabilities. Bertalign [44]
aligns multilingual embeddings via parallel corpus supervision, and ImageBind [18] unifies six
modalities using image-paired data. VLMo [6] balances modality-specific traits with cross-modal
interaction, while FLAVA [67] and UniCLIP [37] propose unified frameworks for joint representation
learning. Different from these training-based strategies, our method offers a training-free approach
by applying the Kronecker product of the involved embeddings. By leveraging the symmetrized
Kronecker product, our proposed KrossFuse aims to fuse cross-modal and uni-modal embeddings,
preserving alignment while improving single-modality performance. To our knowledge, the task of
fusing cross-modal and uni-modal embeddings has not been explored exclusively in the literature.

Random Projections and Kronecker Products. Random projection is a well-established method
for dimensionality reduction. The Johnson-Lindenstrauss (JL) lemma [34] guarantees distance
preservation in random projection with high probability. Sparse random projections [1] and fast JL
transforms [2] have been shown to further improve the computational efficiency. The Kronecker
product combined with random projection has not been utilized in embedding fusion in the context of
cross-modal embeddings. In the existing literature, random projections are applied separately before
computing the Kronecker product. We unify the two operations in the RP-KrossFuse approach by
using the Hadamard product of random projected embeddings and demonstrate the approximation of
the kernel matrix of the Kronecker product output.

Kernel Embedding Methods for Generative AI. Kernel embeddings are used for evaluation and
guidance of generative models. The Kernel Inception Distance (KID) [8] introduced kernel-based
evaluation, followed by entropy-based measures including diversity metrics [17, 55, 17, 31, 81, 54, 56,
82]. Kernel formulations are extended to distributed [75] and online evaluation settings [26, 25, 63],
as well as explainable [29, 20, 19] and diversity-guided [30] embedding. It is relevant to explore how
KrossFuse could be extended to these frameworks through its product-kernel formulation.

3 Preliminaries

3.1 Kernel Functions and Feature Maps

Consider a data vector x ∈ X . A function k : X × X → R is called a kernel function if for every
n ∈ N and set of points x1, . . . , xn ∈ X , the following kernel matrix KX ∈ Rn×n will be positive
semi-definite (PSD):

KX :=

k(x1, x1) · · · k(x1, xn)
...

. . .
...

k(xn, x1) · · · k(xn, xn)


The Moore-Aronszajn Theorem implies that k is a kernel function if there is a feature map ϕ : X →
Rs such that k(x, y) = ⟨ϕ(x), ϕ(y)⟩ is the inner product (denoted by ⟨·, ·⟩) of the representations
ϕ(x) and ϕ(y). An example is the linear kernel klin(x, y) = x⊤y provided by the standard inner
product. Another example is the Gaussian (RBF) kernel function with bandwidth parameter B > 0:

k(x, y) = exp
(
−
∥∥x− y∥∥2

2

B

)
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The Schur product theorem shows that for every two kernel functions k1, k2, their product k(x, y) :=
k1(x, y)k2(x, y) will also be a kernel function. It can be seen that the feature map ϕ of the product
kernel k is the Kronecker product of the feature maps ϕ1, ϕ2 of the kernels k1, k2, i.e.:

ϕ(x) = ϕ1(x)⊗ ϕ2(x)

In the above ⊗ denotes the Kronecker product which for matrix A ∈ Rm×d with entries ai,j’s and
matrix B ∈ Rs×l is defined as:

A⊗B :=

a1,1B · · · a1,dB
...

. . .
...

am,1B · · · am,dB

 ∈ Rms×dl

3.2 Cross-Modal Embedding Maps and Kernel Spaces

Consider two data domains X (e.g. for image modality) and T (e.g. for text modality). We call an
embedding map ψ = (ψX , ψT ) cross-modal for these two domains if it offers modality-specific maps
ϕX : X → Z and ϕT : T → Z that respectively map a vector x ∈ X in the first domain and a vector
t ∈ T in the second domain to a shared embedding space Z , i.e. we have ψX(x), ψT (t) ∈ Z .The
standard cross-modal embeddings are trained such that their outputs for relevant paired data point
(x, t) is properly aligned. This property can be mathematically formulated as for a proper kernel
function k : Z × Z → R the kernel function k

(
ψX(x), ψT (t)

)
is supposed to attain high values for

relevant paired sample (x, t) ∼ PX,T drawn from a ground-truth joint distribution PX,T .

4 KrossFuse: Kronecker Fusion of Embeddings

4.1 Fusing Uni-modal Embeddings using their Kronecker Product

Consider two uni-modal embedding maps γ1 : X → Z1 and γ2 : X → Z2. To fuse γ1 and γ2,
we analyze the kernel similarity functions of the two embeddings. Considering kernel functions
k1 : Z1×Z1 → R and k2 : Z2×Z2 → R operating in the embedding spaces, each of the embeddings
γ1 and γ2 provide a kernel function for inputs x, y ∈ X :

kγ1(x, y) = k1
(
γ1(x), γ1(y)

)
, kγ2(x, y) = k2

(
γ2(x), γ2(y)

)
. (2)

Note that if ϕ1, ϕ2 denote the feature maps of kernels k1, k2, i.e. k1(x, y) = ⟨ϕ1(x), ϕ1(y)⟩ and
k2(x, y) = ⟨ϕ2(x), ϕ2(y)⟩, then the feature map of kγ1 and kγ2 will be ϕ1 ◦ γ1 and ϕ2 ◦ γ2,
respectively.

In fusing the embeddings, we set the fused kernel function to be the product of the marginal kernel
functions kγ1 ·kγ2 . As shown in Figure 1, this implies that the similarity score between inputs x, y will
be low if either of the kernel functions assign a low similarity score, i.e, that embedding distinguishes
the input types. As a result, the inputs x, y will be clustered differently in the kernel-based method if
their kernel similarity score is minor according to at least one of the embeddings. In the following
proposition, we show that the Kronecker product of the embeddings’ feature map ϕ1 ◦ γ1 and ϕ2 ◦ γ2
possesses the mentioned kernel product property. We defer the proof of the theoretical statements to
the Appendix.

Proposition 1. Consider feature maps ϕ1 : Z1 → Rd1 , ϕ2 : Z2 → Rd2 and their corresponding
kernel functions k1, k2. Then, given the kernel functions defined in (2), the product kernel function
kγ1(x, y) · kγ2(x, y) has the feature map ϕγ1,γ2 : X → Rd1d2 defined using the Kronecker product:

ϕγ1,γ2(x) = ϕ1
(
γ1(x)

)
⊗ ϕ2

(
γ2(x)

)
Therefore, the feature map to combine the two embeddings follows from the Kronecker multiplication
of ϕ1 ◦ γ1 and ϕ2 ◦ γ2, which maps an input x ∈ X to a space of dimension d1d2, i.e. the product of
the dimensions of maps ϕ1 and ϕ2.

Remark 1. The discussed Kronecker product combination of two embeddings can be further extended
to multiple m embeddings γ1, . . . , γm. Assuming kernel functions k1, k2, . . . , km (with feature maps
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ϕ1, . . . , ϕm) to operate on the m embedded data, the feature map corresponding to the unified
product kernel

∏m
i=1 ki(γi(x), γi(y)) will be

ϕγ1,...,γm(x) =

k⊗
i=1

ϕi
(
γi(x)

)
∈ Rd1d2···dm

The above implies that, using the above feature map, the resulting kernel function could distinguish
the dissimilarity of inputs x, y, if one of the embeddings can differentiate the two data points.

4.2 Extending KrossFuse for Kronecker Fusion of Uni-modal and Cross-Modal Embeddings

We earlier discussed how to fuse unimodal representations γ1 and γ2 via their Kronecker product, such
that the kernel similarity function of the fused embedding is the product of their kernels. However,
the challenge in combining a cross-modal embedding ψ = (ψX , ψT ) operating on two modalities in
X , T and a uni-modal embedding γ = (γX) of only the modality X is the missing operator of γ to
apply to the nons-shared modality T . For example, if we suppose ψ represents the CLIP cross-modal
model applying to image X and text T domains and γ denotes the DINOv2 embedding applying to
single image X , then we do not have the text part γT to multiply to the text part of CLIP model.

To apply the Kronecker product-based fusion of the embeddings, we propose the KrossFuse method,
where we define the following symmetrized cross-modal embedding γ̃ = (ϕ̃γ,X , ϕ̃γ,T ) to play the
role of the uni-modal embedding γ = (γX) in the Kronecker fusion process:

ϕ̃γ,X(x) :=
1√
2

[√C

d
+ ϕ

(
γX(x)

)
,

√
C

d
− ϕ

(
γX(x)

)]⊤
ϕ̃γ,T (t) :=

√
C

2d
·
[
1, . . . , 1︸ ︷︷ ︸
2d times

]⊤
(3)

Here, C > 0 is defined as a hyperparameter constant determining the constant similarity score of
every two data points in the missing modality. Note that ϕ denotes the feature map of the given kernel
function for the single-modality embedding, and d denotes the dimension of ϕ’s output vector.

Given the symmetrized cross-modal embedding γ̃ which also applies to the non-shared modality
T , KrossFuse combines the cross-modal embedding ψ = (ψX , ψT ) (e.g. CLIP) and the uni-modal
embedding γ (e.g. DINOv2) by taking the Kronecker product of ψ and γ̃ in each modality as:

EX(x) :=ϕ
(
ΨX(x)

)
⊗ ϕ̃γ,X(x), (4)

ET (t) :=ϕ
(
ΨT (t)

)
⊗ ϕ̃γ,T (t) (5)

Proposition 2. Given the combined cross-modal embedding in (4) and kernel function k(x, y) =
⟨ϕ(x), ϕ(y)⟩ for feature map ϕ, the following inner product will hold for every inputs x, x′ ∈ X from
the shared modality and inputs t, t′ ∈ T from the non-shared modality:〈

EX(x), EX(x′)
〉
= k

(
ψX(x), ψX(x′)

)(
C + k

(
γX(x), γX(x′)

))
,〈

ET (t), ET (t
′)
〉
= C · k

(
ψT (t), ψT (t

′)
)
,〈

EX(x), ET (t)
〉
= C · k

(
ψX(x), ψT (t)

)
.

As a result, for the merged KrossFuse embedding, the inner product (i.e. the resulting kernel function)
between the transformation of two inputs from either of the modalities will be the product of C and
the kernel function of the cross-modal embedding (e.g. CLIP model), except the case of two inputs
from the shared embedding where the value will be added to the product of the kernels from both the
cross-modal and uni-modal embeddings.
Remark 2. The KrossFuse framework can be similarly applied to fuse a cross-modal embedding with
multiple uni-modal embeddings. Such a multi-embedding fusion involves the Kronecker product of
the modified embedding for every uni-modal embedding in the unification. Therefore, the KrossFuse
algorithm can be applied to fuse each of the modalities of a cross-modal embedding with specialized
uni-modal models. For example, each of the text and image embedding of CLIP can be merged with
text-specific (e.g. E5) and image-specific (e.g. DINOv2) models.
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Algorithm 1 Kernel Feature Fusion of Two Embeddings

1: Input: Image samples {xi}Nx
i=1, First image encoder γ1, Second image encoder γ2, Kernel maps

ϕ1, ϕ2, Projected dim l
2: U1 ∼ Uniform[−

√
3,
√
3]dϕ1

×l/
√
l

3: U2 ∼ Uniform[−
√
3,
√
3]dϕ2

×l/
√
l

4: Initialize Z img ∈ RNx×l

5: for batch Bx in {xi} do
6: ψ1,Bx

← ϕ1(γ1(Bx)), ψ2,Bx
← ϕ2(γ2(Bx))

7: Z img
Bx
← (ψ1,Bx

U1)⊙ (ψ2,Bx
U2)

8: end for
9: Return Z img

5 RP-KrossFuse: Scalable Embedding Fusion via Random Projection

Although the Kronecker product in KrossFuse can combine multiple embeddings, the dimension of
the merged feature vector will be the product of the dimension of individual models, which would be
computationally challenging in standard applications. To lower the computational costs, we propose a
scalable application of random projection that can preserve the inner product (kernel function values)
with limited feature size. The proposed extension, which we call RP-KrossFuse, applies random
projection to each cross-modality embedding (modified cross-modality embedding for an original
uni-modal embedding). To do this, for each of the cross-modality embeddings ψ1 = (ψX,1, ψT,1) and
ψ2 = (ψX,2, ψT,2), we generate random matrix a Ui ∈ Rl×d1 whose entries are independent random
variables with uniform distribution over [−

√
3,
√
3], that has unit variance. Then, the RP-KrossFuse

embedding of each of inputs x ∈ X and t ∈ T will be

ψ̃X(x) =
1√
l

(
U1ψ1,X(x)

)
⊙

(
U2ψ2,X(x)

)
(6)

ψ̃T (t) =
1√
l

(
U1ψ1,T (t)

)
⊙

(
U2ψ2,T (t)

)
(7)

In the above, ⊙ denotes the element-wise Hadamard product. This formulation leads to Algorithm 1
for uni-modal fusion and Algorithm 2 for cross-modal fusion. Note that computing the above RP-
KrossFuse embeddings requires O

(
l(d1 + d2)

)
operations. Also, the output has l dimensions, which

for a properly bounded l will be significantly cheaper than d1d2 dimensions in the Kronecker product
of the two embedded vectors. Theorem 1 shows the above method can preserve the KrossFuse inner
products with high probability.

Theorem 1. Consider n input pairs (ti, xi)ni=1. Suppose max
{
∥ψX,j(xi)∥2, ∥ψT,j(ti)∥2

}
≤ B is

norm-bounded for every j ∈ {1, 2} and index i ∈ {1, . . . , n}. Then, for any δ > 0, we have with
probability at least 1− δ:∣∣∣ψ̃T (ti)⊤ψ̃T (tj)− ψ1,2,T (ti)

⊤ψ1,2,T (tj)
∣∣∣ ≤√

2B2 log(2n2/δ)

l
,∣∣∣ψ̃X(xi)

⊤ψ̃X(xj)− ψ1,2,X(xi)
⊤ψ1,2,X(xj)

∣∣∣ ≤√
2B2 log(2n2/δ)

l

In the Appendix, we have also proved Theorem 2 on the extension of the random projection approach
to infinite-dimensional shift-invariant kernels, e.g., RBF kernels, via the framework of random Fourier
features [61]. We defer the discussion of the shift-invariant kernels to the Appendix A.4.

6 Numerical Results

To evaluate the effectiveness of our proposed fusion methods, KrossFuse and RP-KrossFuse, we
performed several numerical experiments regarding unimodal and cross-modal embedding tasks
(see appendix B for implementation details). We tested the proposed and baseline fusion methods in
application to the following embedding models: cross-modal (image,text) embeddings of CLIP [60],
OpenCLIP [28] and SigLIP [80], image modality embeddings of DINOv2 [53], Unicom [3], and
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Figure 4: Clustering results and kernel matrix heatmaps for CLIP, DINOv2, and KrossFuse on
ImageNet dog breeds and GTSRB dataset. While CLIP could not fully separate all the dog categories
and DINOv2 struggled in clustering traffic signs, the KrossFuse fusion captured the clusters.

text modality embeddings of S-RoBERTa [62], E5 [74]. Unless otherwise specified, the additional
numerical results are provided in appendix C.

Visualization of kernel similarity matrix for the Kronecker product of embeddings. To visualize
how the Kronecker product of two embeddings can capture the clusters identified by each of the
embeddings, we present the numerical results of performing kernel-based clustering on the following
image datasets: CUB-200-2011 [73], Oxford Flowers [51], DTD [11], Image-Woof [23] consisting of
ten dog breeds from ImageNet-1K [13], GTSRB [69] and typographic attack images by introducing
mislabeled red text into 10 ImageNet subclasses following the reference [47]. The visualizations
of the kernel matrices for these datasets highlight how CLIP and DINOv2 could assign differently
structured kernel similarity scores in different image types. We present three representative image
clustering results, visualized with kernel matrix heatmaps in Figure 4. In the Image-Woof dataset, the
DINOv2 similarity map could visually capture the existing three clusters, while the CLIP embedding
did not completely separate the three clusters. In contrast, on the three traffic sign classes from
GTSRB dataset, the CLIP embedding could differentiate the three groundtruth clusters in its kernel
matrix, while the DINOv2 assigned kernel matrix did not display the three clusters. On the other
hand, the Kronecker product kernel matrix in KrossFuse shows clear block-diagonal structures on
both datasets.

Unimodal Classification Results. To assess the performance of the RP-Krossfuse fusion of repre-
sentations CLIP and DINOv2, we performed linear probe classification on the following standard
image datasets: ImageNet [13], GTSRB [69], and SVHN [50], as well as on out-of-distribution
(OOD) benchmarks: ImageNet-A [22] and ImageNet-R [21]. The results are shown in Table 1,
where KrossFuse is compared with the four baselines (see detailed implementation in appendix B.2:
(1) KPoMRP, which utilizes the Kronecker product of marginal random projections; (2) GATE, a
simplified implementation of the Mixture-of-Experts (MoE) [66] paradigm; (3) ATTN, a lightweight
feature-level attentional fusion method [84]; and (4) COMM, a MLP projector fusion framework
proposed in [33]. Notably, RP-KrossFuse obtained 84.1% accuracy on ImageNet, which was improv-
ing upon the DINOv2, CLIP image embeddings and also the baselines. While DINOv2 performed
competitively on OOD benchmarks, RP-KrossFuse reached better accuracy scores on GTSRB and
SVHN. We note that CLIP and DINOv2 would likely excel on certain image categories, and the
RP-KrossFuse method seems to consistently fuse the strengths of the two embeddings.

For the text experiments, we used the SentEval toolkit [12] to evaluate the RP-KrossFuse embeddings
compared to CLIP and S-RoBERTa on the following NLP classification benchmarks: MR [58],
CR [24], SUBJ [57], MPQA [76], SST2 [68], TREC [72], and MRPC [14]. Comprehensive evaluation
can be found in table 2.

Zero-shot Cross-modal Alignment. To test whether the improved unimodal performance of our
fused embeddings comes without compromising CLIP’s zero-shot cross-modal alignment, we visual-
ized the cosine similarity distributions of positive and negative image-text pairs on the MSCOCO
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Table 1: Linear probe evaluation of embeddings on various image benchmarks (IN: ImageNet).
†Projection dimension of RP-KrossFuse and KPoMRP: typically 3000 (except 5000 for IN).

Embedding IN GTSRB SVHN IN-A IN-R

CLIP [60] 73.2 83.1 63.6 23.2 60.0
DINOv2 [53] 83.3 72.5 60.5 48.5 68.8
GATE [66] 81.4 82.2 66.0 38.9 59.1
ATTN [84] 79.5 77.3 64.6 38.9 61.5
KPoMRP† 79.4 71.8 49.4 34.8 55.2
COMM [33] 82.7 76.7 65.5 44.7 63.3
RP-KrossFuse† 84.1 82.7 66.9 47.6 67.4

Table 2: Linear probe evaluation of frozen features of variants of CLIP, Sroberta, RP-KrossFuse and
three baselines using the SentEval toolkit on text benchmarks. Test accuracy (%) are based on a
5-fold cross-validation. The projection dimension of KPoMRP and RP-KrossFuse is 3000.

Embedding Arch Fused MR CR SUBJ MPQA SST2 TREC MRPC Avg

CLIP [60] ViT-B/32 75.8 83.1 92.5 86.4 82.0 83.0 70.1 81.8
ViT-L/14 78.1 85.3 93.8 87.0 83.9 86.4 67.7 83.2

KPoMRP ViT-B/32 73.8 78.5 86.6 82.1 80.3 74.8 70.8 78.1
ViT-L/14 72.5 80.3 86.0 83.1 74.0 78.2 68.1 77.5

GATE [66] ViT-B/32 84.8 87.2 94.4 88.5 91.8 89.3 65.5 85.9
ViT-L/14 84.3 87.8 94.5 88.3 91.4 89.3 67.6 86.2

ATTN [84] ViT-B/32 85.7 86.3 93.4 88.8 91.9 88.5 66.2 85.8
ViT-L/14 85.7 85.9 94.3 87.8 92.4 86.5 65.9 85.5

RP-KrossFuse ViT-B/32 85.8 88.7 94.4 89.1 89.7 95.0 73.6 88.0
ViT-L/14 86.0 88.1 94.8 89.3 89.8 95.2 73.6 88.1

SRoBERTa [62] TF-L24 85.1 86.8 93.7 87.7 89.1 93.2 68.1 86.2

validation dataset in Figure 5. The overlapping curves suggest that KrossFuse could preserve the
geometric distribution of both positive and negative image text pairs. We report zero-shot image-
to-text and text-to-image retrieval results on MSCOCO [42] and Flickr30k [77] in table 6 of the
appendix. We can observe that the differences between CLIP and RP-KrossFuse are mostly below
1%, suggesting that RP-KrossFuse maintains strong zero shot cross-modal alignment, with retrieval
performance comparable to CLIP.

Figure 5: The cosine similarity distributions in
MSCOCO.

Cross-modal Few-shot Learning. To evaluate
how RP-KrossFuse applies to cross-modal few-
shot learning scenarios, we used samples from one
modality to enhance few shot learning in another
modality following the work in [43] which simu-
lates data-limited learning tasks. This cross-modal
adaptation task is enabled by multimodal founda-
tion models like CLIP, which map different modal-
ities into a shared representation space, thereby
allowing text samples to augment image samples.
For generic object and scene image benchmarks,
we adopt the standard prompt "a photo of a [class]"

for the text modality. To further show the benefits of enhanced text representations, we extend this
evaluation to the MSCOCO dataset, where ground-truth captions can be directly used as text samples.
As shown in Table 3, our method of cross modality could perform better than CLIP and the other
baselines, particularly in 1 and 2 shot cases, highlighting the gains reached by the fusion method in
cross-modal transfer learning.

Ablation Studies. To test the effect of the different RP-KrossFuse components, we evaluated
the classification accuracy on ImageNet and the average accuracy across seven NLP benchmarks
in SentEval. As shown in Figure 6: (a) Fusing CLIP with image expert embeddings (UniCom,
DINOv2) could also improve performance over the individual CLIP embedding. (b) Fusing text-
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Table 3: Cross-modal few-shot classification results across datasets. "Ours" = RP-KrossFuse (proj.
dim. 3000); "I"/"T" denote image/text domains.

Shots Method Caltech [16] Food [9] DTD [11] Aircraft [46] ImageNet [13] MSCOCO [42] Average

1

CLIP [60] (I) 70.9 37.8 35.4 14.6 24.3 8.7 32.0
CLIP [60] (I+T) 78.9 58.7 44.9 17.8 33.8 31.6 44.3
DINOv2 [53] (I) 84.3 57.9 47.2 15.4 54.0 16.4 45.8

Ours (I) 84.6 55.7 48.3 19.4 51.8 21.5 46.9
Ours (I+T) 86.0 64.6 51.7 20.3 54.9 43.5 53.5

2

CLIP [60] (I) 78.9 47.8 44.2 18.2 30.2 11.2 38.4
CLIP [60] (I+T) 82.7 60.7 47.3 19.8 36.0 47.2 49.0
DINOv2 [53] (I) 88.3 63.4 57.3 17.3 61.9 23.1 51.9

Ours (I) 89.2 63.6 57.3 23.6 60.9 36.8 55.2
Ours (I+T) 90.1 68.0 59.5 24.8 62.1 51.5 59.3

4

CLIP [60] (I) 83.3 57.7 51.9 20.6 36.8 23.9 45.7
CLIP [60] (I+T) 84.6 64.8 52.0 21.1 42.4 57.5 53.7
DINOv2 [53] (I) 90.4 69.8 64.0 20.9 67.0 38.5 58.4

Ours (I) 90.8 71.8 64.4 28.1 66.6 52.8 62.4
Ours (I+T) 91.1 73.8 65.0 28.2 67.2 58.1 63.9

8

CLIP [60] (I) 84.5 65.5 53.7 24.2 42.1 44.9 52.5
CLIP [60] (I+T) 85.8 68.7 54.6 24.6 45.2 61.2 56.7
DINOv2 [53] (I) 91.4 73.0 69.2 24.5 70.4 53.6 63.7

Ours (I) 92.0 75.9 69.2 31.7 70.4 55.1 65.7
Ours (I+T) 92.2 76.9 69.4 31.7 70.7 61.9 67.1
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Figure 6: Ablation Studies. (a) (b) Effect of fusing different image and text expert embeddings. (c)
Effect of kernel function. (d) Effect of random projected dimension.

expert embeddings (S-RoBERTa, E5) could bring considerable gains compared to the CLIP text
encoder. (c) All kernel-based fusions led to performance improvements, with the Cosine and RBF
kernels yielding slightly higher gains than the linear kernel. (d) Increasing the random projection
dimension would lead to gradually saturated accuracy, suggesting RP-KrossFuse could converge to
KrossFuse as the dimension reaches around 3000.

7 Conclusion and Limitations

The proliferation of powerful embedding models across vision, language, and other modalities
underscores the need for principled methods to unify complementary representations. This work
introduced KrossFuse, a Kronecker-product framework for embedding fusion grounded in the kernel
product principle, and its scalable variant RP–KrossFuse, which employs random projection to
efficiently approximate the high-dimensional Kronecker feature space. The proposed formulation
provides a simple, training-free mechanism to integrate embeddings from diverse sources—such as
cross-modal and domain-specific models—while preserving the discriminative structure of each.

Despite its efficiency and generality, RP–KrossFuse introduces a few additional hyperparameters,
primarily the scaling coefficient C and the projection dimension l. The fused embedding may require
a higher projection dimension (e.g., 3,000) than individual encoders such as CLIP or DINOv2.
While this difference may affect direct dimensional comparability, it aligns with standard practice
in representation learning, where embeddings of varying sizes are routinely compared. The use of
random projection is a deliberate design choice that enables scalability without the prohibitive cost
of operating in the full Kronecker feature space (on the order of 8× 105 dimensions). When strict
dimensional parity or compactness is desired, post-hoc dimensionality reduction via PCA can be
applied to the fused embedding. Future work may extend this framework to non-visual modalities,
multi-way fusion scenarios, or attention-based adaptation modules that refine the fused embedding
for task-specific objectives.
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A Proofs

A.1 Proof of Proposition 1

To show the proposition, we only need to note the following about the inner product of the feature
map ϕγ1,γ2 for two samples x, y:

ϕγ1,γ2(x)
⊤ϕγ1,γ2(y) =

(
ϕ1

(
γ1(x)

)
⊗ ϕ2

(
γ2(x)

))⊤(
ϕ1

(
γ1(y)

)
⊗ ϕ2

(
γ2(y)

))
=

(
ϕ1

(
γ1(x)

)⊤
ϕ1

(
γ1(y)

))
⊗

(
ϕ2

(
γ2(x)

)⊤
ϕ2

(
γ2(y)

))
= kγ1(x, y)⊗ kγ2(x, y)
= kγ1(x, y) · kγ2(x, y).

A.2 Proof of Proposition 2

To show the proposition, we validate the claimed identities one by one. For the first equation, note
that 〈

EX(x), EX(x′)
〉
=

(
ϕ
(
ΨX(x)

)
⊗ ϕ̃γ,X(x)

)⊤(
ϕ
(
ΨX(x′)

)
⊗ ϕ̃γ,X(x′)

)
=

(
ϕ
(
ΨX(x)

)⊤
ϕ
(
ΨX(x′)

))
⊗
(
ϕ̃γ,X(x)⊤ϕ̃γ,X(x′)

)
= k

(
ΨX(x),ΨX(x′)

)(
ϕ̃γ,X(x)⊤ϕ̃γ,X(x′)

)
= k

(
ΨX(x),ΨX(x′)

)(1
2
· C
d
· 2d+ 1

2
· 2 · ϕγ,X(x)⊤ϕγ,X(x′)

)
= k

(
ΨX(x),ΨX(x′)

)(
C + k

(
γX(x), γX(x′)

))
For the second identity, note that〈

ET (t), ET (t
′)
〉
=

(
ϕ
(
ΨT (t)

)
⊗ ϕ̃γ,T (t)

)⊤(
ϕ
(
ΨT (t

′)
)
⊗ ϕ̃γ,T (t′)

)
=

(
ϕ
(
ΨT (t)

)⊤
ϕ
(
ΨT (t

′)
))
⊗

(
ϕ̃γ,T (t)

⊤ϕ̃γ,T (t
′)
)

= k
(
ΨT (t),ΨT (t

′)
)(
ϕ̃γ,T (t)

⊤ϕ̃γ,T (t
′)
)

= k
(
ΨT (t),ΨT (t

′)
)( C

2d
· 2d

)
= k

(
ΨT (t),ΨT (t

′)
)
· C

Finally, for the last identity, we can complete the proof as:〈
EX(x), ET (t)

〉
=

(
ϕ
(
ΨX(x)

)
⊗ ϕ̃γ,X(x)

)⊤(
ϕ
(
ΨT (t)

)
⊗ ϕ̃γ,T (t)

)
=

(
ϕ
(
ΨX(x)

)⊤
ϕ
(
ΨT (t)

))
⊗
(
ϕ̃γ,X(x)⊤ϕ̃γ,T (t)

)
= k

(
ΨX(x),ΨT (t)

)(
ϕ̃γ,X(x)⊤ϕ̃γ,T (t)

)
= k

(
ΨT (t),ΨT (t)

)(1
2
· C
d
· 2d

)
= k

(
ΨX(x),ΨT (t)

)
· C.

A.3 Proof of Theorem 1

To show this statement, we observe that the Kronceker product embedding can be written as:
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ψ1,2,X(xi)
⊤ψ1,2,X(xj) =

(
ψ1,X(xi)⊗ ψ2,X(xi)

)⊤(
ψ1,X(xj)⊗ ψ2,X(xj)

)
=

(
ψ1,X(xi)

⊤ψ1,X(xj)
)
⊗

(
ψ2,X(xi)

⊤ψ2,X(xj)
)

=
(
ψ1,X(xi)

⊤ψ1,X(xj)
)
·
(
ψ2,X(xi)

⊤ψ2,X(xj)
)

= Eu1

[
ψ1,X(xi)

⊤u⊤
1 u1ψ1,X(xj)

]
· Eu2

[
ψ2,X(xi)

⊤u⊤
2 u2ψ2,X(xj)

]
= Eu1,u2

[(
ψ1,X(xi)

⊤u⊤
1 u1

(
ψ1,X(xj)

)
·
(
ψ2,X(xi)

⊤u⊤
2 u2ψ2,X(xj)

)]
where in the above u1 ∈ Rd1 and u2 ∈ Rd2 are independent random vectors with zero mean and
covariance matrix Id1×d1 and Id2×d2 . It can be seen that each row of the matrix U1 and U2 with
uniformly-drawn entries over [−

√
3,
√
3] satisfies this property. As a result, for every row u1,i of U1

and row u2,i of U2 (with randomly drawn entries with the specified distribution) we have:

Eu1,i,u2,i

[
ψ̃X,u1,i,u2,i

(xi)
⊤ψ̃X,u1,i,u2,i

(xj)
]
= ψ1,2,X(xi)

⊤ψ1,2,X(xj)

Note that we have ψ̃X(xi)
⊤ψ̃X(xj) = 1

l

∑l
i=1 ψ̃X,u1,i,u2,i

(xi)
⊤ψ̃X,u1,i,u2,i

(xj). On the
other hand, we know that each random variable in this empirical mean is bounded as∣∣ψ̃X,u1,2,i(xi)

⊤ψ̃X,u1,2,i(xj)
∣∣ ≤ ∥ψ̃X,u1,2,i(xi)∥2∥ψ̃X,u1,2,i(xi)∥2 ≤ B. Therefore, we can apply

Hoeffding’s inequality to show that

P
(∣∣∣ψ̃X(xi)

⊤ψ̃X(xj)− ψ1,2,X(xi)
⊤ψ1,2,X(xj)

∣∣∣ ≥ ϵ) ≤ 2 exp
(−lϵ2
2B2

)
Setting δ = 2n2 exp

(
−lϵ2
2B2

)
which implies that ϵ =

√
2B2 log(2n2/δ)

l , shows that for every 1 ≤ i, j ≤
n we have that

P
(∣∣∣ψ̃X(xi)

⊤ψ̃X(xj)− ψ1,2,X(xi)
⊤ψ1,2,X(xj)

∣∣∣ ≥√
2B2 log(2n2/δ)

l

)
≤ δ

n2

Thus, applying the union bound to all n2 pairs (i, j) ∈ {1, . . . , n}2 shows that

P
(
∀i, j :

∣∣∣ψ̃X(xi)
⊤ψ̃X(xj)− ψ1,2,X(xi)

⊤ψ1,2,X(xj)
∣∣∣ ≤√

2B2 log(2n2/δ)

l

)
≥ 1− δ.

We can similarly prove the above result for the other modality:

P
(
∀i, j :

∣∣∣ψ̃T (ti)⊤ψ̃T (tj)− ψ1,2,T (ti)
⊤ψ1,2,T (tj)

∣∣∣ ≤√
2B2 log(2n2/δ)

l

)
≥ 1− δ.

This completes the proof.

A.4 Extending KrossFuse to Infinite-dimension Shift-Invariant Kernels

As we discussed in the main text, a feasible application of KrossFuse requires a feature map ϕ :
X → Rs mapping to a finite-dimensional space with s < ∞. However, this assumption does not
apply to popular shift-invariant kernels including the Gaussian (RBF) kernel kgaussian(σ)(x, y) =

exp
(
−∥x− y∥22/2σ2

)
and the Laplace kernel klaplace(η)(x, y) = exp

(
−∥x− y∥1/η

)
.

To extend the KrossFuse application to a general shift-invariant kernel k(x, y) = κ(x− y) without
any assumption on the finiteness of its feature map, we propose the application of the random Fourier
feature (RFF) framework in [61]. Note that if a shift-invariant map k(x, y) = κ(x−y) for κ : X → R
satisfies the positive semi-definite property of a kernel function, Bochner’s theorem shows that the
Fourier transform κ̂ : Rd → R of κ will take real non-negative values everywhere, κ̂(ω) ≥ 0, ∀ω.
Note that we define the Fourier transform as follows where ⟨ω, x⟩ denotes the standard inner product
in the X space.

κ̂(ω) =
1

(2π)d

∫
X
κ(x) exp

(
−i⟨ω, x⟩

)
dx. (8)
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Given the above definition, it can be seen that the synthesis equation implies κ(0) =
∫
ω
κ̂(ω)dω,

which means κ̂ is a valid probability density function (PDF) for every normalized shift-invariant
kernel k satisfying k(x, x) = κ(0) = 1.

Therefore, the synthesis equation shows that

k(x, y) =κ(x− y)

=

∫
X
κ̂(ω) exp

(
iω⊤(x− y)

)
dω

=

∫
X
κ̂(ω) cos

(
ω⊤(x− y)

)
dω

=Eω∼κ̂
[
cos

(
ω⊤(x− y)

)]
=Eω∼κ̂

[
cos

(
ω⊤x

)
cos

(
ω⊤y

)
+ sin

(
ω⊤x

)
sin

(
ω⊤y

)]
=Eω∼κ̂

[[
cos

(
ω⊤x

)
, sin

(
ω⊤x

)]⊤[
cos

(
ω⊤y

)
, sin

(
ω⊤y

)]]
Note that given a single embedding γ : X → Rd, the above characterization leads to the standard
RFF framework, where for a RFF feature size r ∈ N, we draw IID random samples ω1, . . . , ωr ∼ κ̂
and define the following RFF proxy map ϕr : Rd → R2r:

ϕr(z) =
1√
r

[
cos

(
ω⊤
1 z

)
, sin

(
ω⊤
1 z

)
, . . . , cos

(
ω⊤
r z

)
, sin

(
ω⊤
r z

)]
(9)

However, the application of the RFF framework to the Kroncker product of the embeddings γ1 and
γ2 remains unclear. In this work, we propose a joint sampling of RFF features for the Kronceker
product of embeddings. More specifically, suppose we consider shift-invariant kernel functions
k1(x, x

′) = κ1(x − x′) for embedding map γ1 and k2(x, x′) = κ2(x − x′) for embedding map
γ2. Then, we consider the joint probability density function M(ω1, ω2) = κ̂1(ω1) · κ̂2(ω2) for
independent variables ω1, ω2.

For applying the RFF framework to the Kronecker product of the embeddings under shift-invaraint
kernels, we propose IID sampling (ω

(i)
1 , ω

(i)
2 ) ∼ M , i.e., we draw the r samples jointly, instead

of generating them separately for each samples and consider the grid-based pairing of the drawn
samples. Given the r drawn samples

(
ω
(i)
1 , ω

(i)
2

)r
i=1

, we define the following joint RFF feature map:

ϕ̂r(z1, z2) =
1√
r

[
cos

(
z⊤1 ω

(1)
1 + z⊤2 ω

(1)
2

)
, sin

(
z⊤1 ω

(1)
1 + z⊤2 ω

(1)
2

)
,

. . . , cos
(
z⊤1 ω

(r)
1 + z⊤2 ω

(r)
2

)
, sin

(
z⊤1 ω

(r)
1 + z⊤2 ω

(r)
2

)]
(10)

Similar to the standard case in the single embedding application of Fourier features, we can prove the
following proposition:

Theorem 2. Consider two embedding maps γ1 : X → Rd1 and γ2 : X → Rd2 , applied with shift-
invariant kernel similarity functions k1 : Rd1 × Rd1 → R and k2 : Rd2 × Rd2 → R, respectively.
Assume (ω

(i)
1 , ω

(i)
2 )ri=1 are drawn independently according to κ̂1 × κ̂2, and define the proxy feature

map ϕ̂r : Rd1 × Rd2 → R2r as in (10). Then, for every x, y ∈ X and every δ > 0, the following
holds with probability at least 1− δ:∣∣∣ k1(γ1(x), γ1(y)) · k2(γ2(x), γ2(y))− 〈

ϕr
(
γ1(x), γ2(x)

)
, ϕr

(
γ1(y), γ2(y)

)〉 ∣∣∣ ≤√
2 log(2/δ)

r

Proof. Given that k1(x, y) = κ1(x− y) is a shift-invariant kernel that satisfies κ1(0) = 1, we can
deduce that

k1
(
γ1(x), γ1(y)

)
=Eω1∼κ̂1

[
cos

(
ω⊤
1 (γ1(x)− γ1(y))

)]
.
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Similarly, we can observe that k2
(
γ2(x), γ2(y)

)
= Eω2∼κ̂2

[
cos

(
ω⊤
2 (γ2(x) − γ2(y))

)]
, which

results in

k1
(
γ1(x), γ1(y)

)
· k2

(
γ2(x), γ2(y)

)
=Eω1∼κ̂1

[
exp

(
iω⊤

1 (γ1(x)− γ1(y))
)]
· Eω2∼κ̂2

[
exp

(
iω⊤

2 (γ2(x)− γ2(y))
)]

=E(ω1,ω2)∼κ̂1×κ̂2

[
exp

(
iω⊤

1 (γ1(x)− γ1(y))
)
· exp

(
iω⊤

2 (γ2(x)− γ2(y))
)]

=E(ω1,ω2)∼κ̂1×κ̂2

[
exp

(
iω⊤

1 (γ1(x)− γ1(y)) + iω⊤
2 (γ2(x)− γ2(y))

)]
=E(ω1,ω2)∼κ̂1×κ̂2

[
exp

(
i
((
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
−

(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
))]

=E(ω1,ω2)∼κ̂1×κ̂2

[
cos

((
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
−

(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
))]

+ i · E(ω1,ω2)∼κ̂1×κ̂2

[
sin

((
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
−
(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
))]

=E(ω1,ω2)∼κ̂1×κ̂2

[
cos

((
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
−

(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
))]

=E(ω1,ω2)∼κ̂1×κ̂2

[
cos

(
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
· cos

(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
)

+ sin
(
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
· sin

(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
)]
.

Therefore, since
∣∣ cos(·)∣∣ ≤ 1, the application of Hoeffding’s inequality implies that:

P
(∣∣∣k1(γ1(x), γ1(y)) · k2(γ2(x), γ2(y))− 〈

ϕr
(
γ1(x), γ2(x)

)
, ϕr

(
γ1(y), γ2(y)

)〉∣∣∣ ≥ ϵ)
=P

(∣∣∣ E(ω1,ω2)∼κ̂1×κ̂2

[
cos

((
ω⊤
1 γ1(x) + ω⊤

2 γ2(x)
)
−

(
ω⊤
1 γ1(y) + ω⊤

2 γ2(y)
))]

− 1

r

r∑
j=1

[
cos

((
ω
(j)⊤
1 γ1(x) + ω

(j)⊤
2 γ2(x)

)
−
(
ω
(j)⊤
1 γ1(y) + ω

(j)⊤
2 γ2(y)

))] ∣∣∣ ≥ ϵ

)

≤ 2 exp
(−2rϵ2

4

)
=2 exp

(−rϵ2
2

)
If we let δ = 2 exp

(−rϵ2
2

)
, i.e., ϵ =

√
2 log(2/δ)

r , then we can equivalently write

P
( ∣∣∣k1(γ1(x), γ1(y)) · k2(γ2(x), γ2(y))− 〈

ϕr
(
γ1(x), γ2(x)

)
, ϕr

(
γ1(y), γ2(y)

)〉∣∣∣
≥

√
2 log(2/δ)

r

)
≤ δ

which completes the proof.

Following Theorem 2, we can extend the random projection fusion of uni-modal embeddings to the
settings with shift-invariant kernels that possess an infinite-dimensional feature map. In this case, the
fusion will consider the jointly-drawn RFFs according to (10) of embeddings γ1 with a shift-invariant
kernel k1 and γ2 with a shift-invariant kernel k2. This 2r-dimensional vector will be the proxy fusion
of the embedding maps (using the shift-invariant kernel similarity functions k1, k2). Theorem 1 also
proves that the proxy kernel function of this RFF-based fusion is, with high probability, close to
the product of marginal kernel functions that is the kernel function of the Kronecker product of the
embeddings.

To further extend this discussion to the KrossFuse fusion of the cross-modal γ = (γX , γT ) and
uni-modal ψX , we derive the following formulation. We first generate the RFF features in (10)
to obtain the 2r-dimensional map ψr(x) for the shared modality. Extending the RP-KrossFuse
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definition to shift-invariant kernels, we obtain the following fused embeddings ψ̃X : X → R8r

and ψ̃T : T → R8r for the uni-modal embedding ψX functioning only only the modality X and
cross-modal embedding γ = (γX , γT ):

ψ̃X(x) :=
1√
2r

[√
C cos

(
ψX(x)⊤ω

(1)
2

)
+ cos

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C cos

(
ψX(x)⊤ω

(1)
2

)
− cos

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C cos

(
ψX(x)⊤ω

(1)
2

)
+ sin

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C cos

(
ψX(x)⊤ω

(1)
2

)
− sin

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C sin

(
ψX(x)⊤ω

(1)
2

)
+ cos

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C sin

(
ψX(x)⊤ω

(1)
2

)
− cos

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C sin

(
ψX(x)⊤ω

(1)
2

)
+ sin

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
,

√
C sin

(
ψX(x)⊤ω

(1)
2

)
− sin

(
γX(x)⊤ω

(1)
1 + ψX(x)⊤ω

(1)
2

)
, . . . ,
√
C cos

(
ψX(x)⊤ω

(r)
2

)
+ cos

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C cos

(
ψX(x)⊤ω

(r)
2

)
− cos

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C cos

(
ψX(x)⊤ω

(r)
2

)
+ sin

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C cos

(
ψX(x)⊤ω

(r)
2

)
− sin

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C sin

(
ψX(x)⊤ω

(r)
2

)
+ cos

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C sin

(
ψX(x)⊤ω

(r)
2

)
− cos

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C sin

(
ψX(x)⊤ω

(r)
2

)
+ sin

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)
,

√
C sin

(
ψX(x)⊤ω

(r)
2

)
− sin

(
γX(x)⊤ω

(r)
1 + ψX(x)⊤ω

(r)
2

)]
and

ψ̃T (t) :=
1√
2r

[√
C + cos

(
γT (t)

⊤ω
(1)
1

)
,
√
C − cos

(
γT (t)

⊤ω
(1)
1

)
,
√
C + sin

(
γT (t)

⊤ω
(1)
1

)
,
√
C − sin

(
γT (t)

⊤ω
(1)
1

)
,

cos
(
γT (t)

⊤ω
(1)
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A.5 Algorithm of Fusing Cross-modal Embeddings and Uni-modal Embeddings
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Algorithm 2 Kernel Feature Fusion of Cross-modal Embeddings and Uni-modal Embeddings

1: Input: Image samples {xi}Nx
i=1, Text samples {yj}

Ny

j=1, Cross-modal encoder γ1, Uni-image
encoder γ2 and Uni-text encoder γ3, Kernel maps ϕ1, ϕ2, ϕ3, Constant c, Projected dim l

2: Ui ∼ Uniform[−
√
3,
√
3]dϕi

×l/
√
l, for i = 1, 2, 3.

3: Initialize Z img ∈ RNx×l, Z text ∈ RNy×l

4: for batch Bx in {xi} do ▷ Process Image Samples
5: ψ1,Bx

← ϕ1(γ1(Bx)), ψ2,Bx
← ϕ2(γ2(Bx)), ψ3,Bx

← c · 1|Bx|×2dϕ3

6: ψ′
2,Bx
← concat(c1+ ψ2,Bx , c1− ψ2,Bx)

7: Z img
Bx
← (ψ1,Bx

U1)⊙ (ψ′
2,Bx

U2)⊙ (ψ3,Bx
U3)

8: end for
9: for batch By in {yj} do ▷ Process Text Samples

10: ψ1,By
← ϕ1(γ1(By)), ψ2,By

← c · 1|By|×2dϕ2
, ψ3,By

← ϕ3(γ3(By))
11: ψ′

3,By
← concat(c1+ ψ3,By

, c1− ψ3,By
)

12: Z text
By
← (ψ1,By

U1)⊙ (ψ2,By
U2)⊙ (ψ′

3,By
U3)

13: end for
14: Return Z img, Z text

B Implementation Details

B.1 Experiments Setup

We tested several pre-trained embeddings in our experiments, including multiple variants of CLIP [60],
DINOv2 [53], Unicom [3], Sroberta [62], E5 [74], and Siglip [80]. Unless otherwise specified, we
primarily report results in the main text using standard CLIP(ViT-B/32), DINOv2(ViT-B/14), and
Sroberta. The projection matrices Ui we generate once using the uniform distribution over [−

√
3,
√
3],

that has unit variance. The projection dimension l is 3000 for all datasets except 5000 in the case of
ImageNet. The parameter C has been determined using cross-valdiation over {10−3, 10−2, . . . , 103}.
All experiments were run on 2 RTX-4090 GPUs.

B.2 Baselines Setup

Our experiments analyze the fusion of cross-modal and uni-modal representations where we utilize
the pretrained expert encoders without additional fine-tuning. In our numerical analysis, we consider
the last-layer output for every attempted encoder. To the best of our knowledge, the task of fusing
cross-modal and uni-modal embeddings has not been exclusively analyzed in the literature. Therefore,
we emphasize that the baseline methods discussed in our analysis are fusion methods proposed for
two unimodal embeddings, which cannot be applied to the zero-shot classification tasks.

The baseline methods in our analysis are: (1) Kronecker Product of Marginal Random Projection
(KPoMRP). This baseline applies an independent random projection separately to each embedding
output, followed by a Kronecker product to obtain the fused representation. Note that our proposed
RP-KrossFuse functions differently and samples the random features jointly for the output of the two
embeddings. (2) Gated Fusion. This baseline represents the application of the Mixture-of-Experts
(MoE) method discussed in [66], where a gating mechanism dynamically controls the contribution of
different feature sources. Specifically, each feature is first passed to an MLP layer, then the outputs are
passed through a sigmoid gating function to compute a dynamic fusion weight. (3) Attentional Fusion.
The baseline follows the self-attentional fusion framework proposed in [84]. Projected features from
each encoder are concatenated and passed through a self-attention module to dynamically aggregate
information. (4) COMM. This baseline follows the fusion framework proposed in [33]. They employ
an MLP layer to project the features of DINOv2 and concatenate the output features with that of
CLIP.
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C Additional Experimental Results

C.1 Unimodal Clustering

We present the complete set of our numerical results of kernel-based clustering on the image datasets:
CUB-200-2011 [73], Oxford Flowers [51], DTD [11], Image-Woof [23] consisting of ten dog breeds
from ImageNet-1K [13], GTSRB [69] and typographic attack images by introducing mislabeled
red text into 10 ImageNet subclasses following the reference [47]. Table 4 reports the clustering
performance scores of different methods on six image datasets, evaluated by Normalized Mutual
Information [48] (NMI), Adjusted Mutual Information [71] (AMI), and Adjusted Rand Index [27]
(ARI). Across all datasets and metrics, KrossFuse consistently performs better than individual
CLIP and DINOv2, reaching the highest scores across the datasets. Notably, KrossFuse shows
improvements on known challenging dataset cases such as Typo-Attacked ImageNet, ImageNet-Dogs
and DTD, indicating its capability in capturing discriminative features for clustering tasks. The
following figures further illustrate the detailed clustering results on these datasets. On top of it, we
visualize the kernel matrices, as well as the distribution of the embeddings using t-SNE and UMAP,
providing qualitative insights into the effectiveness of each method in separating different classes.

Table 4
Metric Method CUB200 Flowers102 DTD ImageNet-Dogs GTSRB Typo-Attacked ImageNet

NMI
CLIP 63.2 80.0 50.9 49.7 49.7 20.1
DINOv2 85.2 98.7 60.5 86.7 40.2 81.9
KrossFuse 85.6 99.1 62.9 88.3 50.0 87.4

AMI
CLIP 45.7 73.2 47.7 49.2 46.4 19.3
DINOv2 78.3 98.2 57.8 86.6 36.2 81.7
KrossFuse 79.0 98.8 60.4 88.2 46.7 87.3

ARI
CLIP 21.1 55.5 27.2 37.1 18.6 10.4
DINOv2 55.9 94.6 28.1 84.8 12.3 65.9
KrossFuse 56.3 97.0 36.4 86.3 19.5 79.6
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Figure 7: Clustering results of CLIP, DINOv2 and KrossFuse embeddings for typographic attacked
images (red text is the misleading labels that simulate the attack) from 10 ImageNet classes. KrossFuse
could cluster the attacked image classes like DINOv2 while CLIP is mislead by text.
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Figure 8: Comparison among CLIP, DINOv2 and KrossFuse embeddings for typographic attacked
images from 10 ImageNet classes. (Left) Heatmaps of RBF kernel similarity matrices, (Middle)
t-SNE visualization, (Right) UMAP visualization. KrossFuse could cluster the attacked image classes
like DINOv2 while CLIP is mislead by text.
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Figure 9: Clustering results of CLIP, DINOv2 and KrossFuse embeddings for GTSRB dataset with
eight clusters. KrossFuse could cluster the eight image classes like CLIP while DINOv2 can’t
distinguish them.
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Figure 10: Comparison among CLIP, DINOv2 and KrossFuse embeddings for GTSRB dataset with
eight clusters. (Left) Heatmaps of RBF kernel similarity matrices, (Middle) t-SNE visualization,
(Right) UMAP visualization. KrossFuse could cluster the eight image classes like CLIP while
DINOv2 can’t distinguish all of them.
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Figure 11: Clustering results of CLIP, DINOv2 and KrossFuse embeddings for ImageNet-dog breeds
dataset. KrossFuse could cluster them like DINOv2 while CLIP can’t distinguish all of them.
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Figure 12: Comparison among CLIP, DINOv2 and KrossFuse embeddings for ImageNet-dog breeds
dataset. (Left) Heatmaps of RBF kernel similarity matrices, (Middle) t-SNE visualization, (Right)
UMAP visualization. KrossFuse could cluster the different dog classes like DINOv2 while CLIP
can’t distinguish all of them.

29



C
LI
P

D
IN

O
v2

K
ro
ss
Fu
se

Figure 13: Clustering results of CLIP, DINOv2 and KrossFuse embeddings for DTD dataset. Kross-
Fuse could cluster them like DINOv2 while CLIP can’t distinguish all of them.
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Figure 14: Comparison among CLIP, DINOv2 and KrossFuse embeddings for DTD dataset. (Left)
Heatmaps of RBF kernel similarity matrices, (Middle) t-SNE visualization, (Right) UMAP visualiza-
tion. KrossFuse could cluster the different texture classes like DINOv2 while CLIP can’t distinguish
all of them.
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Figure 15: Clustering results of CLIP, DINOv2 and KrossFuse embeddings for CUB200 dataset.
KrossFuse could cluster them like DINOv2 while CLIP can’t distinguish all of them.
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Figure 16: Comparison among CLIP, DINOv2 and KrossFuse embeddings for CUB200 dataset.
(Left) Heatmaps of RBF kernel similarity matrices, (Middle) t-SNE visualization, (Right) UMAP
visualization. KrossFuse could cluster the different bird classes like DINOv2 while CLIP can’t
distinguish all of them.
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Figure 17: Clustering results of CLIP, DINOv2 and KrossFuse embeddings for Flowers102 dataset.
KrossFuse could cluster them like DINOv2 while CLIP can’t distinguish all of them.
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Figure 18: Comparison among CLIP, DINOv2 and KrossFuse embeddings for Flowers102 dataset.
(Left) Heatmaps of RBF kernel similarity matrices, (Middle) t-SNE visualization, (Right) UMAP
visualization. KrossFuse could cluster the different flower classes like DINOv2 while CLIP can’t
distinguish all of them.
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C.2 Cross-modal Clustering

While our method achieves comparable performance to CLIP in zero shot image-text retrieval
tasks, we observed an interesting phenomenon in cross-modal clustering: despite normalization
to the unit hypersphere, image and text embeddings tend to form separate clusters due to the
modality gap [41, 83]. This separation persists even when both modalities represent semantically
identical concepts, indicating a systematic misalignment in the embedding spaces3. To address this
challenge, we propose a learned unitary transformation applied to the normalized text embeddings.
This rotation operation preserves the geometric structure within each modality while aligning the
text embedding space with the image embedding space. Our approach ensures that the semantic
relationships are maintained across modalities, enhancing the model’s ability to perform cross-modal
tasks effectively. We validated our method on the MSCOCO dataset, where we applied t-SNE
visualization to demonstrate the elimination of the modality gap. As shown in Figure 19, after
applying our unitary transformation, image and text embeddings of the same semantic concepts are
well-aligned in the shared embedding space while maintaining their internal structure.

Figure 19: t-SNE visualization of image and text embeddings on MS COCO dataset. Left: image
embeddings (red circle) and text embeddings (blue triangular) form separate clusters due to modality
gap. Right: After applying our unitary transformation to text embeddings, the two modalities align
well in the embedding space while preserving their internal structure, enabling effective cross-modal
clustering.

In the following figures, we showcase the clustering results on the COCO dataset after applying
our transformation. This transformation aligns the embedding spaces, enhancing the clustering of
semantically similar image-text pairs.

3We emphasize that this step is limited to the cross-modal clustering setting and was not used in any of the
other experiments in the paper.
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Figure 20: Post-transformation alignment of image and text embeddings on the COCO dataset. The
cluster samples shown are all related to planes, demonstrating complete alignment of visual and
textual data.

Figure 21: Post-transformation alignment of image and text embeddings on the COCO dataset. The
cluster samples shown are all related to ski, demonstrating complete alignment of visual and textual
data.

37



Figure 22: Post-transformation alignment of image and text embeddings on the COCO dataset. The
cluster samples shown are all related to surf, demonstrating complete alignment of visual and textual
data.

Figure 23: Post-transformation alignment of image and text embeddings on the COCO dataset. The
cluster samples shown are all related to tennis, demonstrating complete alignment of visual and
textual data.
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C.3 Text Linear Probe Results

To validate the effectiveness of RP-KrossFuse for improving the uni-modal performance, we also
conducted linear probe experiments in text domain. We used the SentEval toolkit [12] to evaluate the
RP-KrossFuse embeddings compared to CLIP, Sroberta and other baselines on the following NLP
classification benchmarks: MR [58], CR [24], SUBJ [57], MPQA [76], SST2 [68], TREC [72], and
MRPC [14]. The linear probe results are provided in the Table 5. The results show that RP-KrossFuse
significantly enhances CLIP’s text understanding capabilities, achieving an average improvement of
6% over CLIP itself. In comparison to the baseline, our method demonstrates superior performance
across all evaluated tasks.

Table 5: Linear probe evaluation of frozen features of variants of CLIP, Sroberta, RP-KrossFuse and
three baselines using the SentEval toolkit on text benchmarks. Test accuracy (%) are based on a
5-fold cross-validation.

Embedding Arch Fused MR CR SUBJ MPQA SST2 TREC MRPC Avg

CLIP [60] ViT-B/32 75.8 83.1 92.5 86.4 82.0 83.0 70.1 81.8
ViT-L/14 78.1 85.3 93.8 87.0 83.9 86.4 67.7 83.2

KPoMRP ViT-B/32 73.8 78.5 86.6 82.1 80.3 74.8 70.8 78.1
ViT-L/14 72.5 80.3 86.0 83.1 74.0 78.2 68.1 77.5

GATE [66] ViT-B/32 84.8 87.2 94.4 88.5 91.8 89.3 65.5 85.9
ViT-L/14 84.3 87.8 94.5 88.3 91.4 89.3 67.6 86.2

ATTN [84] ViT-B/32 85.7 86.3 93.4 88.8 91.9 88.5 66.2 85.8
ViT-L/14 85.7 85.9 94.3 87.8 92.4 86.5 65.9 85.5

RP-KrossFuse ViT-B/32 85.8 88.7 94.4 89.1 89.7 95.0 73.6 88.0
ViT-L/14 86.0 88.1 94.8 89.3 89.8 95.2 73.6 88.1

SRoBERTa [62] TF-L24 85.1 86.8 93.7 87.7 89.1 93.2 68.1 86.2

C.4 Zero Shot Image-to-text and Text-to-image Retrievals

To evaluate the cross modal alignment ability of ours RP-KrossFuse method, we conduct zero-shot
image-to-text and text-to-image retrieval experiments on MSCOCO [42] and Flickr30k [77]. In our
experiments, we utilize several variants of CLIP, including the base, large, and large with 336 pixel
models, as well as the large and huge versions of OpenCLIP, to ensure a comprehensive comparison.
The results in table 6 shows that the differences between CLIP and RP-KrossFuse are mostly below
1%, suggesting that RP-KrossFuse maintains strong zero shot cross-modal alignment, with retrieval
performance comparable to CLIP.

C.5 Improvement of Image Representation vs Alignment of Zero Shot Classification

We performed linear probe and zero-shot classification tasks on multiple datasets covering different vi-
sual recognition settings: ImageNet [13], CIFAR-10, CIFAR-100 [35], Caltech101 [16], Food101 [9],
Oxford Flowers [51], Oxford-IIIT Pet [59], and DTD [11]. The detailed results are shown in Ta-
ble 7. As shown in Table 7(a), RP-KrossFuse improves the averaged linear probe accuracy over
several image benchmarks from 83.3% to 91.2%. A more detailed breakdown of per-dataset image
improvement is visualized in Figure 24(left) where we observe more than 10% increases on 4 out of
8 datasets. Notably, on the ImageNet dataset, RP-KrossFuse irpved over CLIP from 73.2% to 84.1%,
suggesting a considerable improvement in the image representation alignment with the actual label.
On the other hand, the averaged zero-shot accuracy of RP-KrossFuse drops by 0.5% compared to
CLIP(see Table 7(a)). This is indeed expected because we involved uni-modal expert’s embedding
which is not aligned with the other modality whereas CLIP is trained to align image and text explicitly.
Also, we note that most lower scores are underperforming by at most 1% (on 7 out of 8 datasets),
which are relatively outweighed by the gains in uni-modal representations shown in Figure 24 (left).
For example, for ImageNet where RP-KrossFuse suffers the gap of -1.57%, the boost in uni-modal
representation of 10. 90% is the second highest accuracy over the datasets.
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Table 6: Zero-shot image-text retrieval performance on Flickr30K and MSCOCO. We report Re-
call@K (%) for Image→Text and Text→Image retrieval. Fuse denotes our RP-KrossFuse fusion
method. Superscripts denote the backbone variant: B = ViT-B/32, L = ViT-L/14, L+ = ViT-
L/14@336px, H = ViT-H/14.

Flickr30K MSCOCO

Method Image→Text Text→Image Image→Text Text→Image
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CLIPB 76.9 94.3 97.8 57.9 82.9 89.0 48.4 73.8 81.6 29.8 54.0 65.0
FuseB 75.7 94.6 97.7 58.0 82.5 89.0 48.9 72.7 81.3 29.1 53.3 64.4

CLIPL 85.9 97.3 99.2 64.5 87.1 91.9 56.9 79.6 86.7 35.7 60.4 70.5
FuseL 85.0 97.0 99.0 64.6 86.6 91.9 56.5 79.0 86.2 35.7 60.3 70.2

CLIPL+ 87.7 98.5 99.4 66.8 88.9 93.3 57.3 80.2 87.5 35.9 60.7 70.7
FuseL+ 87.2 98.2 99.4 67.0 88.5 93.0 57.9 80.3 87.0 35.8 60.3 70.4

OpenCLIPL 89.0 98.5 99.3 74.9 92.4 95.6 61.8 83.6 89.9 45.5 70.4 79.0
FuseOpenL 89.0 98.4 99.4 74.6 92.5 95.6 62.3 83.8 90.0 45.2 70.2 78.8

OpenCLIPH 90.7 99.2 99.7 77.6 94.2 96.6 66.1 86.5 91.9 48.5 72.8 81.0
FuseOpenH 91.0 99.3 99.8 77.5 94.0 96.7 66.3 86.5 92.0 48.4 72.7 81.1

Table 7: Comparison of CLIP and RP-KrossFuse in the linear probe and zero-shot classification
setting. LP: linear probe. ZS: zero shot.

(a) Average.

LP ZS

CLIP 83.3 69.4
RP-KrossFuse 91.2 68.9

∆ +7.9 -0.5

(b) ImageNet.
LP ZS

CLIP 73.2 57.9
RP-KrossFuse 84.1 56.3

∆ +10.9 -1.6

(c) CIFAR-10.
LP ZS

CLIP 95.0 88.8
RP-KrossFuse 98.6 88.4

∆ +3.6 -0.4

(d) CIFAR-100.
LP ZS

CLIP 80.0 61.7
RP-KrossFuse 90.5 61.0

∆ +10.5 -0.7

(e) Caltech101.
LP ZS

CLIP 92.6 85.3
RP-KrossFuse 95.6 85.2

∆ +3.0 -0.1

(f) Food101.
LP ZS

CLIP 87.3 79.2
RP-KrossFuse 90.9 78.5

∆ +3.6 -0.7

(g) Oxford Flowers.
LP ZS

CLIP 84.9 63.5
RP-KrossFuse 99.7 62.8

∆ +14.8 -0.7

(h) Oxford-IIIT Pet.
LP ZS

CLIP 87.9 75.5
RP-KrossFuse 95.3 75.7

∆ +7.4 +0.2

(i) DTD.
LP ZS

CLIP 65.3 43.0
RP-KrossFuse 75.2 43.3

∆ +9.9 +0.3

C.6 Analysis of Ablation Studies

To test the effect of the different RP-KrossFuse components, we evaluated the classification accuracy
on ImageNet and the average accuracy across seven NLP benchmarks in SentEval.

Effect of Image Expert Embeddings. To assess the impact of incorporating additional image
expert embeddings on the performance of the image modality, we conducted a linear probe on
ImageNet by fusing the CLIP embedding with UniCom [3] as an alternative image expert. As
illustrated in Figure 25(a), integrating UniCom with CLIP increases the accuracy from 73.2% to
79.17%, demonstrating nearly 6% improvement over using CLIP alone. Furthermore, fusing CLIP
with DINOv2 yields even higher accuracy than with UniCom, indicating that the effectiveness of
RP-KrossFuse is closely related to the quality of the expert embeddings employed. Specifically,
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Figure 24: Comprehensive comparisons of RP-KrossFuse and CLIP in the linear probe and zero shot
classification settings. (Left) RP-KrossFUse is able to gain consistent improvements over CLIP in
linear probe on all datasets. (Right) RP-KrossFuse’s declines in zero shot accuracy are mostly under
1%, which are far outweighed by the gains in linear probe.
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Figure 25: Ablation Studies. (a) (b) Effect of fusing different image and text expert embeddings. (c)
Effect of kernel function. (d) Effect of random projected dimension.

since DINOv2 provides stronger representations than UniCom, the overall performance gain is more
pronounced when DINOv2 is used as the expert embedding.

Effect of Text Expert Embeddings. To evaluate the generalizability of our approach with different
text experts, we replace RoBERTa with E5 in the RP-KrossFuse framework and conduct linear probe
experiments using the SentEval toolkit on seven NLP benchmarks: MR [58], CR [24], SUBJ [57],
MPQA [76], SST2 [68], TREC [72], and MRPC [14]. As shown in Table 8, incorporating either
RoBERTa or E5 as an additional text expert consistently improves the performance over the original
CLIP text encoder, with E5 yielding an average accuracy gain of 7.4%. These results demonstrate
that RP-KrossFuse can effectively leverage various strong text experts to enhance text representation.

Table 8: Linear probe evaluation of CLIP, E5, SRoBERTa and RP-KrossFuse using the SentEval
toolkit on text benchmarks. Test accuracy (%) are based on a 5-fold cross-validation. CLIP+E5 and
CLIP+SRoBERTa are RP-KrossFuse methods with different text embeddings.

Embedding MR CR SUBJ MPQA SST2 TREC MRPC Avg

CLIP 75.8 83.1 92.5 86.4 82.0 83.0 70.1 81.8

E5 87.1 91.1 94.7 90.2 92.0 95.7 73.1 89.1
CLIP+E5 86.8 91.3 94.3 90.5 91.9 95.6 74.1 89.2

SRoBERTa 85.1 86.8 93.7 87.7 89.1 93.2 68.1 86.2
CLIP+SRoBERTa 85.8 88.7 94.4 89.1 89.7 95.0 73.6 88.0

Effect of Cross-modal Embeddings. To assess the generalization capability of RP-KrossFuse in
enhancing unimodal performance while maintaining cross-modal alignment, we further conducted
linear probe and zero-shot experiments on the ImageNet dataset using several multimodal embedding
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baselines. As shown in Table 9, RP-KrossFuse consistently improves linear probe accuracy across
different backbones, indicating stronger unimodal representation, while maintaining comparable
zero-shot performance, demonstrating preserved cross-modal alignment. These results highlight
the generality and effectiveness of RP-KrossFuse when applied to various cross-modal embedding
architectures.

Table 9: Comparison of linear probe and zero-shot accuracy (%) between baseline cross-modal
embeddings and their RP-KrossFuse counterparts on ImageNet.

Embedding Model Linear Probe Zero-Shot

Baseline RP-KrossFuse Baseline RP-KrossFuse

SigLIP [80] 81.7 83.7 73.1 72.8
MobileCLIP [70] 82.3 84.5 71.1 70.9
OpenVision [40] 79.3 84.2 65.9 65.1

Effect of Kernel Function. To validate the role of kernel function in RP-KrossFuse framework, we
conducted linear probe experiments among different kernel functions. As shown in Figure 25(c),
those kernel-based fusions can led to almost 10% classification accuracy improvements on ImageNet
dataset, with the Cosine and RBF kernels yielding slightly higher gains than the linear kernel. In the
main text, we use cosine kernel for classification and RBF kernel for clustering.

Effect of Random Projected Dimension. We investigate how the choice of random projection
dimension affects the performance of RP-KrossFuse. As shown in Figure 25(d), increasing the
projection dimension leads to a steady improvement in classification accuracy, which gradually
saturates as the dimension becomes larger. Notably, when the dimension reaches around 3000, the
performance of RP-KrossFuse closely approaches that of the KrossFuse, indicating that a sufficiently
high projection dimension can effectively preserve the information required for optimal fusion.

Effect of Hyperparameter C. The constant C in Equation (3) balances the influence of uni-modal
embeddings on the fused shared-modality kernel similarity and maintains balance between similarity
scores for shared and non-shared modalities. Specifically, when considering images and text as shared
and non-shared modalities, a smaller C increases the weight of the image uni-modal embedding,
but reduces the balance between (image, image), (image, text), and (text, text) similarity scores. To
empirically validate this effect, we evaluated the cosine similarity distributions of image-text pairs on
the MSCOCO validation set under different values of C. As shown in Figure 26, smaller values of C
lead to a slightly larger separation between the similarity curves of CLIP and RP-KrossFuse, whereas
larger C results in more overlapping curves, indicating improved cross-modal alignment.

C.7 Computational Efficiency of RP-KrossFuse

We provide additional analysis of the computational efficiency of our proposed RP-KrossFuse scheme.
Theoretically, RP-KrossFuse reduces the computational complexity from O(d1d2l) (naive random
projection) to O((d1 + d2)l) by leveraging structured random projections, which enables more
scalable multimodal fusion. Regarding inference efficiency, it is important to note that, assuming
sufficient memory, our method allows for the two embedding models to operate in parallel, thereby
avoiding increased inference latency. To support this, we conducted benchmarking experiments on
two NVIDIA RTX 3090 GPUs with a batch size of 128. The original KrossFuse pipeline required
491.3 ms per batch and 18.406 GB of peak memory, while RP-KrossFuse (with l = 5000) achieved
comparable performance with just 413.1 ms per batch and a significantly reduced memory footprint
of 3.39 GB. Notably, the fusion step’s overhead was reduced from 22.0 ms to only 0.14 ms. For
reference, the baseline CLIP and DINOv2 models individually required 73.6 ms and 392.1 ms per
batch, respectively.

C.8 Concatenation-Only Baseline

We additionally analyze a concatenation-only baseline to better understand the advantages of the pro-
posed RP-KrossFuse fusion strategy. From a theoretical perspective, concatenating two embeddings
corresponds to defining a kernel similarity function that is the sum of the individual kernels. This
formulation implies that two samples will have high similarity in the fused space only if both original
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Figure 26: The cosine similarity distributions of positive/negative image text pairs on MSCOCO
dataset across various values of hyperparameter C. (a) C = 0.1. (b) C = 0.5. (c) C = 1.
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Table 10: Benchmarking of inference and fusion efficiency.
Method Time/Batch (ms) Peak Memory (GB)

CLIP 73.6 2.077
DINOv2 392.1 3.199
KrossFuse Pipeline 491.3 18.406
KrossFuse (Overhead) 22.0 17.203
Parallel RP-KrossFuse Pipeline 413.1 3.387
RP-KrossFuse (Overhead) 0.14 1.729

embeddings assign them high similarity, effectively modeling the intersection of the semantic con-
cepts captured by each modality. In contrast, the Kronecker-based fusion employed in RP-KrossFuse
leads to a product of kernel similarities, which enables distinguishing two samples as long as either
embedding distinguishes them, thereby modeling the union of their semantic representations.

In supervised classification settings, the concatenation baseline is expected to perform comparably
to the stronger of the individual embeddings. This is because the concatenated feature vector
preserves the full representational capacity of both embeddings, while the limited VC dimension of
the linear probe mitigates overfitting. However, in unsupervised or weakly supervised scenarios such
as clustering, the product-based Kronecker fusion can better capture complementary cross-modal
structures, leading to improved representation quality and broader concept coverage.

Empirically, we compared the concatenation baseline with RP-KrossFuse across multiple tasks. For
supervised ImageNet linear probing, both methods achieve similar performance (concatenation:
83.6%, RP-KrossFuse: 84.1%), which aligns with theoretical expectations. In multimodal classi-
fication tasks, RP-KrossFuse consistently outperforms the concatenation baseline on the MVSA
dataset [52], achieving 74.3% vs. 71.3% on MVSA-Single and 66.6% vs. 63.7% on MVSA-Multiple.
The largest gains are observed in unsupervised clustering tasks, where RP-KrossFuse shows clear
improvements across datasets, as summarized in Table 11.

Table 11: Comparison between the concatenation-only baseline and RP-KrossFuse on unsupervised
clustering tasks, evaluated using NMI, AMI, and ARI metrics (%).

Method Metric Flowers102 DTD ImageNet-Dogs GTSRB Typo-Attacked IN

Concatenation NMI 98.4 60.5 76.3 43.8 44.4
RP-KrossFuse NMI 99.1 62.9 88.3 50.0 87.4
Concatenation AMI 97.9 57.9 76.1 40.2 43.9
RP-KrossFuse AMI 98.8 60.4 88.2 46.7 87.3
Concatenation ARI 93.9 35.3 64.9 14.1 28.4
RP-KrossFuse ARI 97.0 36.4 86.3 19.5 79.6

C.9 Application of RP-KrossFuse in Text-to-Image Diffusion Models

To further demonstrate the practical utility of the proposed RP-KrossFuse embedding fusion, we
apply it to conditional image generation with text-to-image diffusion models. Specifically, we
adapt the Vendi Score Guidance (VSG) framework proposed by Askari et al. [4], which guides the
reverse diffusion process using the Vendi diversity score of the generated samples. In the original
implementation, CLIP embeddings were used to compute the Vendi diversity score. We replace this
embedding with the Kronecker-fused representation of DINOv2 and CLIP, thereby enriching the
diversity guidance with complementary visual and multimodal semantics.

Experiments were conducted on the ImageNet dataset using a class-conditional Diffusion Transformer
(DiT-XL/2) as the backbone. Two guidance configurations were compared: (1) the original CLIP-
based contextualized Vendi Score Guidance (c-VSG), and (2) our KrossFuse-based version, which
employs the fused CLIP and DINOv2 embeddings. As reported in Table 12, incorporating RP-
KrossFuse improves both diversity and fidelity of the generated samples. Specifically, the diversity
metrics—Recall [36] and Coverage [49]—increase notably, while the quality metrics—Precision [36]
and Density [49]—also improve over the CLIP-only baseline.
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Table 12: Comparison of Vendi Score diversity guidance methods for text-to-image diffusion on
ImageNet using DiT-XL/2. Metrics follow [36, 49].

Diversity Guidance Method Precision Recall Density Coverage

c-VSG Guidance (CLIP) 0.913 0.413 1.206 0.552
KrossFuse (CLIP + DINOv2) 0.932 0.484 1.252 0.613
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly summarize our proposed method and
its contributions. These claims are directly supported by our experimental findings across
multiple benchmarks.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Our paper includes a "Conclusion and Limitations" subsection in the main
text.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: Our paper provide complete proofs in the section A. of appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our paper ensures full reproducibility. The experiments details are provided in
the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We submitted the code as the part of the supplementary materials.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Details are given in Sec. B. of the appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: We report the average performance over multiple runs, but do not include error
bars or statistical significance tests. The observed variance across runs was small, so we
focused on reporting mean results for clarity.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All experiments are run on two RTX-4090 GPUs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The paper conforms with the NeurIPS Code of Ethics and does not pose any
potential harm.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We do not foresee any negative societal impacts beyond those generally
associated with large-scale representation learning.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite all models and datasets we used in the paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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