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Abstract

Authorship style transfer aims to modify the
style of neutral text to match the unique speak-
ing or writing style of a particular individual.
While Large Language Models (LLMs) present
promising solutions, their effectiveness is lim-
ited by the small number of in-context learn-
ing demonstrations, particularly for authorship
styles not frequently seen during pre-training.
In response, this paper proposes an inverse
transfer data augmentation (ITDA) method,
leveraging LLMs to create (neutral text, styl-
ized text) pairs. This method involves remov-
ing the existing styles from stylized texts, a
process made more feasible due to the preva-
lence of neutral texts in pre-training. We
use this augmented dataset to train a compact
model that is efficient for deployment and adept
at replicating the targeted style. Our experi-
mental results, conducted across four datasets
with distinct authorship styles, establish the
effectiveness of ITDA over traditional style
transfer methods and forward transfer using
LLMs. For further research and application,
our dataset and code are openly accessible
at https://github.com/AnonymousRole/Lifelike-
Writer.

1 Introduction

Text style transfer, a technique that rewrites text
into a specific style while retaining content, has
gained attention in recent years. Most existing
methods can only effectively address style attribute
transfer, which shifts text on a particular style di-
mension, such as sentiment, formality and polite-
ness. We refer to aforementioned style with well-
defined attributes as polar style. Unlike these, au-
thorship style (Xu et al., 2012; Carlson et al., 2018)
is a unique category that describes an individual’s
writing or speaking style. It is characterized by
word choice, structure, quirks, and topics but lacks
well-defined attributes, making it difficult to cate-
gorize as positive/negative or polite/impolite. Fig-
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Figure 1: TIllustration of (a) polar style and authorship
style with well-defined stylized words highlighted; (b)
forward transfer and inverse transfer; (c) experimental
results of pilot study.

ure 1 (a) displays some examples which clarify
that authorship style involves more intricate and
indefinable elements compared to polar style.

This paper investigates authorship style trans-
fer, which aims to transform neutral style text into
text matching a specific author’s style, a topic
previously addressed in studies like (Syed et al.,
2020) and (Patel et al., 2022). This problem of-
fers diverse applications, including creating per-
sonalized digital assistants that communicate in a
user’s chosen style, aiding students and researchers
in understanding different authors’ unique writing
styles—important for literary studies and educa-
tion—and improving privacy by altering an indi-
vidual’s writing style to conceal their identity, par-
ticularly useful for sensitive documents.

Recently, Large Language Models (LLMs) such
as GPT-3.5 (Ouyang et al., 2022) and GPT-4 (Ope-
nAl, 2023) have been utilized for their strong gen-
eralization abilities to infuse desired styles into
generic neutral texts—a process known as forward
transfer—through in-context learning with a few
demonstrations. The limited input length of LLMs
restricts the number of demonstrations possible,
hindering comprehensive instruction on a target



author’s style, particularly for authorship styles
not extensively covered in LLM pre-training. Re-
search such as (Reif et al., 2022; Patel et al., 2022)
suggests incorporating descriptive adjectives into
prompts to capture the style of target author. While
this method lessens the need for many demonstra-
tions, distilling an author’s unique style into just a
few words remains a difficult task.

Instead of relying on in-context learning with
limited examples to guide LLMs in authorship style
transfer, we propose an alternative method: training
a smaller, specialized model using abundant exam-
ples augmented from existing stylized texts. This
method is more effective for dealing with uncom-
mon authorship styles and also cuts down on costs
related to model deployment and inference. The
crucial part of this approach involves creating high-
quality pairs of neutral and stylized text for training
our compact model. Since it’s possible to get text
samples in the style of the target author, we’ve de-
veloped a method called Inverse Transfer Data
Augmentation (ITDA). This method uses LLMs to
remove the specific style from texts, turning them
into neutral texts. These transformed texts are then
used in reverse — from neutral to stylized — to train
our compact model. This method of “inverse” data
augmentation often works better than the usual “for-
ward” approach, as LLMs are typically better at cre-
ating neutral rather than highly stylized texts due to
the prevalence of neutral texts in pre-training. We
illustrate this concept using diagrams in Figure 1
(b) and have conducted a pilot study, detailed in
Section 4, showing the effectiveness of this inverse
approach. The results, displayed in Figure 1 (c),
show an impressive 40-66% increase in accuracy’.

In implementing ITDA, our focus includes dy-
namic prompting and stylized text augmentation.
Dynamic prompting is designed to identify the
most appropriate prompts for each piece of styl-
ized text, effectively aiding in the style removal
process. This is achieved by clustering the corpus
and assigning the most representative demonstra-
tions to each cluster, enabling the selection of the
most fitting prompts for stylized texts. Addition-
ally, to tackle the challenge of limited availability
of stylized texts in less common styles, we utilize
LLMs to generate new texts in these specific styles.
The key contributions of this paper are summarized
as follows:

'We measure accuracy with a style classifier, and more
information can be found in Section 4.

* We propose ITDA, an inverse transfer data
augmentation method designed to address au-
thorship style transfer. Leveraging LLMs, we
perform inverse transfer to convert stylized
texts into neutral texts, resulting in a corpus
that trains a compact and deployable model.

* We introduce a clustering-based dynamic
prompt selection method to bolster the perfor-
mance of inverse transfer. We also leverage
LLMs to synthesize new texts in the target
style to mitigate data scarcity.

* Through comprehensive experiments con-
ducted on four authorship-stylized datasets
in both Chinese and English, we demonstrate
the advantages of ITDA compared to tradi-
tional style transfer approaches and forward
transfer on LLMs.

2 Related Work

Style transfer methods can be roughly classified
into three categories: original representation revi-
sion, latent representation revision, and in-context
learning on LLMs. The first two methods are pre-
dominantly utilized for style attribute transfer, with
several works also applying to authorship style
transfer.

Original representation revision (Sudhakar et al.,
2019; Reid and Zhong, 2021) follows a “delete-
generate” framework (Li et al., 2018), in which the
original stylized words are removed and the desired
stylized words are added. While offering excellent
interpretability by modifying original words, this
approach struggles with authorship style transfer,
as identifying stylized words within the authorship-
style text is challenging.

Latent representation revision (Wang et al., 2019;
Xu et al., 2020; Xiao et al., 2021) involves revis-
ing the original text’s latent representation within a
Euclidean space, guided by content and style loss,
and then decoding to generate the target-stylized
text. (Syed et al., 2020; Riley et al., 2021) explore
its application in authorship style transfer. How-
ever, directly manipulating the latent representation
may lead to a low-density region, resulting in un-
predictable and low-quality text output. Besides,
this method of revising the latent representation
lacks fine-grained control over the target style (Jin
et al., 2022).

In-context learning using LLMs is currently a
favored method for style transfer. A prime exam-



ple is the Prompt-and-Rerank technique with GPT-
2 (Suzgun et al., 2022), which generates multiple
outputs for each input and ranks them based on
factors like textual similarity, style, and fluency.
Researches like (Patel et al., 2022) and (Reif et al.,
2022) incorporate descriptive adjectives extracted
from stylized texts into prompts in GPT-3.5 to
mimic a target author’s style. The former applies
the same demonstrations across different styles,
while the latter varies them according to the style.
However, distilling an author’s style into a few
words is complex, and the limited demonstrations
may not fully capture the nuances of less common
styles. While the latter also uses inverse transfer,
their focus is on automating demonstrations rather
than data augmentation to provide a compact model
with more extensive training examples.

3 Problem Definition

Authorship Style. Neutral text involves writing
that is devoid of a particular style of interest. Neu-
tral text is prevalent across various types of articles
and platforms in reality. This is exactly why we
select it as the transfer target. Stylized text, on
the other hand, contains distinctive expressive ele-
ments, such as sentiment and formality. Authorship
style is a special type of stylized text which em-
bodies an individual author’s unique word choices,
writing structures and emotional inclinations. How-
ever, unlike other well-defined styles, the author-
ship style lacks clearly defined attributes, making
it challenging to summarize its characteristics in a
few words.

Authorship Style Transfer. Given a target author-
ship style s, and an input text x with the neutral
style, our objective is to transform it into text y
that exhibits the style s. We refer to this conver-
sion process as forward transfer. Conversely, the
process of converting y back to x, where the style
s is removed from y, is termed inverse transfer.
We use the notation D? to represent a collection of
texts that exhibit an authorship style s.

4 Pilot Study

As analyzed in Section 1, LLMs are more skilled
at inverse transfer rather than forward transfer. We
design the following controlled experiments to val-
idate this assumption.

Datasets. We prepare two distinct authorship-
stylized datasets. The first style embodies the

essence of “Lin Daiyu”, an iconic figure from Chi-
nese ancient literature, while the latter style cap-
tures the essence of “Shakespeare”, a renowned
English playwriter. The two datasets consist of
1,000 and 4,000 textual pieces respectively.

Experimental Protocol. We devise the experi-
mental group for inverse transfer and the control
group for forward transfer, employing the few-shot
prompting technique on GPT-3.5 to validate our
hypothesis. For both author-stylized datasets, we
repectively select 8 sentences, denoted by {y}, and
manually transcribe their corresponding neutral
text {z}. These are paired to form {(y, )}, which
serves as the demonstrations for inverse transfer.
Then we inverse them to form {(z, y)}, which are
used as the demonstrations for forward transfer.

In the experimental group, the input stylized text
is collected from the remaining sentences of styl-
ized datasets, excluding those chosen as demonstra-
tions. In the control group, the input neutral text
contains two types. The first involves random top-
ics and the second involves similar topics with the
authorship-stylized dataset. We choose two con-
trol groups because we have observed a correlation
between the performance of the forward transfer
and the topics of the input neutral text. If the topics
significantly diverges from author-stylized dataset,
the forward transfer process becomes challenging.
To ensure a fair comparison between the experi-
mental and control groups, we strive to align the
topics of the inputs to the forward transfer with
authorship-stylized datasets as closely as possible.
Details regarding the construction of neutral texts
can be found in Subsection 6.1.

Observation. We measure inverse and forward
transfer accuracy by pre-trained binary classifiers
tailored to identify the given authorship style “Lin
Daiyu” and “Shakespeare”. The training setup can
been seen in Subsection 6.1. The accuracy of an
output of the inverse transfer is assigned a value of
1 if its classification result is negative, and O oth-
erwise. Similarly, the accuracy of an output of the
forward transfer is marked as 1 if its classification
result is positive, and 0 otherwise.

Figure 1 (c) illustrates that, in comparison with
the experimental group for inverse transfer, both
control groups for forward transfer underperform
by 40-66% accuracy. We conjecture that neutral
text, with its simpler form, is relatively easy to
learn. During pre-training, LLMs are exposed to
a greater volume of neutral text than specific au-
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Figure 2: The ITDAframework, featuring three key components: (a) Clustering of D with annotation of
representative texts for dynamic prompting and (b) augmentation of stylized texts to create D*~*"9. (c) Inverse
transfer of stylized texts D* U D*~%“9 to neutral texts using dynamic prompting by LLMs to create augmented
parallel data. (d) Fine-tuning a compact model with the augmented parallel data.

thorship style text. This increased exposure aug-
ments the ability of LLMs to generate neutral text.
Guided by this observation, we craft our inverse
knowledge distillation method for authorship style
transfer. This observation offers crucial supporting
evidence for the inverse transfer data augmentation
method that we propose subsequently.

S ITDA

5.1 Framework Overview

The basic idea of ITDA is to augment data by in-
verse transfer on LLMs and then fine-tune a small
model based on this augmented pairs. The frame-
work comprises three essential components, as il-
lustrated in Figure 2. Note we apply the framework
to train a separate compact model for each style s.

This framework surpasses the direct few-shot
prompting for forward transfer, primarily due to
the input length constraints of LLMs. Given the in-
tricate nature of authorship style, effectively trans-
ferring arbitrary neutral text demands a sufficient
number of {(x,y)} pairs to facilitate a compre-
hensive understanding of the authorship style by
LLMs. Unfortunately, the length limitation pre-
vents the inclusion of a large number of examples,
potentially prompting LLMs to draw style infer-
ences from their pre-existing knowledge beyond
the limited demonstrations. For instance, if the
target is to transfer text into style of “Lin Daiyu”,
LLMs may inadvertently mirror a classical Chinese
style rather than the specific style of “Lin Daiyu”.
Similarly, when aiming to emulate a “Shakespeare”
style, LLMs may unintentionally reflect an archaic
English style. Unlike the direct forward transfer,

we opt for the easier inverse transfer process (c) to
create {(z,y)} pairs and train a compact model (d)
to enable exposure to a greater amount of training
examples.

Besides (c) and (d), we further propose two en-
hancement strategies (a) and (b). The first strat-
egy involves replacing the original static prompts
with dynamic prompts to improve the conversion
of given authorship-stylized text into neutral text.
This reduces the likelihood that the LLMs will in-
fer based on their pre-existing knowledge. More
specifically, we adopt a clustering-based method to
match optimal prompts for each input stylized text.
The second strategy focuses on data augmentation
for the input authorship-stylized text. Since the col-
lected authorship-stylized text is often limited, we
leverage LL.Ms to synthesize additional authorship-
stylized text, thereby enhancing the model’s ability
to handle diverse scenarios.

5.2 Clustering-based Demonstration
Annotation

To enhance the capability of LLMs in inverse trans-
ferring text with varied authorship styles, we con-
struct a demonstration pool to dynamically assign
prompts for each piece of authorship-stylized in-
put. Optimal demonstrations are those that mirror
the input’s key attributes like phrasing, sentence
structure, and rhetorical elements, contributing to a
coherent language style match.

To select representative demonstrations and re-
duce human labor, we introduce a clustering-based
strategy. Although this pool is much smaller than
D7, it’s carefully designed to encapsulate the given
authorship style, thus offering an effective solution.



The clustering-based prompting technique that we
adopt is validated by (Zhang et al., 2022; Li et al.,
2023), confirming that the chosen demonstrations
from different clusters are diverse enough to facili-
tate the inference of a wide range of new input.

Typically, we construct the demonstration pool
for style s in the following manner: (1) We first use
Sentence-BERT (Reimers and Gurevych, 2019) to
represent each sentence y € D?, then apply the k-
means algorithm to cluster them into k categories.
Calculation details for k can refer to Appendix B;
(2) Then, we select the center of each cluster as a
representative text and pair it with its counterpart in
neutral style to form the demonstration pool. The
counterpart is first generated by LLMs and then
refined by humans;

5.3 Stylized Text Augmentation

Collecting adequate text in a specific authorship
style can be challenging, especially when datasets
that align with such styles are scarce or unavailable
as open-source datasets. To overcome this limi-
tation, we leverage LLMs to generate new texts
in accordance with the target authorship style as
D799 yet encompass distinct content. We take
6 sentences from D? and combine them with the
instruction such as “Please follow the style of ex-
amples provided and write a novel sentence with
distinct content. The newly generated text needs to
cover a wide range of topics across various fields.”
This serves as a prompt to guide the LLM in gen-
erating new text. Different texts from D? can be
substituted as prompts to create diverse texts.

Unlike forward transfer, data synthesis is con-
siderably less challenging than it because the gen-
erated textual content is open-ended without re-
quirement for alignment with the input text content.
Furthermore, to enhance the stylistic quality of the
synthesized text, the same target style classifier
used in Section 4 is employed to filter out text with
inappropriate style.

5.4 Inverse Transfer Data Augmentation

Using the prepared demonstration pool and the
authorship-stylized text from D*® U D*~ %9 we dy-
namically choose the most relevant demonstrations
to perform inverse transfer for each stylized text y,
converting it into its neutral counterpart z. To do
this, we assess the similarity between y and each
vy in the demonstration pool using Sentence-BERT.
The 8 most similar demonstrations are selected as
dynamic prompts, forming pairs {(y’, 2’)}, which

guide the LL.Ms in generating the neutral text x
for the stylized y. These pairs are then reversed to
create {(z,y)} corpus. Using this corpus, we fine-
tune a BART-base model. This fine-tuned model
can then be used to forward transfer any neutral
input text into the target authorship style s.

6 Experiment
6.1 Experimental Settings

Dataset. We compile four author-stylized
datasets, encompassing the styles of “Shakespeare”,
“Trump”, and “Lyrics” in English, as well as “Lin
Daiyu” in Chinese. Among them, the dataset
“Shakespeare” consists of sentences written by
Shakespeare, as published by He et al. (2019). The
dataset “Lyrics” features sentences from modern
lyric poetry, as published by Krishna et al. (2020).
“Donald Trump” encompasses speeches made by
Trump and was collected from the publicly avail-
able websites. “Lin Daiyu” consists of sentences
spoken by the character Lin Daiyu, extracted from
the Chinese novel “The Dream of Red Mansion”.

To assess the model’s performance under rela-
tively low-resource conditions, we select a portion
of stylized texts as training sets D®. Data statistics
are presented in Table 2.

For testing ITDA’s ability to infuse target au-
thorship style into neutral texts, we create test sets
comprising such neutral texts. These sets serve
as inputs to assess both the effectiveness of the
compact model we’ve developed and the forward
transfer capabilities of LLMs, as discussed in Sec-
tion 4. Each test set, customized for distinct styles,
comprises two categories of topics, each consti-
tuting 50% of the set. The first category consists
of random topics, sourced from various materials
like news articles and legal documents, while the
second includes topics analogous to the stylized
dataset. This approach aims to mitigate potential
biases in the classifier’s assessment due to topic in-
fluence. For the first category, we gather a diverse
range of texts. In the second, we choose sentences
from the stylized dataset that are not included in
the training sets and manually convert them into
neutral texts.

Classifier Training setup. Classifiers are em-
ployed in pilot study, filtering of synthesized styl-
ized texts, and evaluation of the compact model.

Zhttps://www.nytimes.com; https://edition.cnn.com



Approach Lin Daiyu Shakespeare Trump Lyrics
PP BLEU PPL] WSC | BLEU PPL| WSC | BLEU PPL] WSC |BLEU PPL|] WSC
Original Representation Revision

DRG (Delete-Only) - - - 0.07 7.87 321 0.06 8.26 2.48 0.14 1923 0.57

DRG (Delete-and-Retrieve) - - - 0.33 3837 1.83 024 101.19 048 . 26.89 -0.09

Transform DRG (Delete Only) 15 235 032 063 1026 142 0.12 5.82 1.07 0.71 10.23  0.05
Latent Representation Revision

CTAT 0.14 8.88 0.19 031 2050 -0.77 | 0.32 19.64 -050 | 039 1538 -0.25

CP-VAE - - - 0.14 2546 1.39 0.06 11.07 -094 | 0.17 1676 0.21

TSST 0.08 1841 2.57 040 3592 1.80 0.43 5798 138 0.58 29.76  0.36
Few-shot Prompting on LLMs

Prompt-and-Rerank (GPT-2) 0.02 6.39 238 0.58 641 036 0.28 5.05 0.58 0.54 511 0.12

Few-shot (GPT-3.5) 0.51 3.00 1.07 0.53 6.64 1.81 0.57 3.47 1.39 0.67 459 -0.08

Our methods
ITDA (Static) 0.67 3.06 1.12 0.59 1287 2.17 0.87 1126  1.35 0.72 894  0.15
ITDA (Dynamic) 0.83 2.82 135 0.64 1091 234 0.82 8.58 1.65 0.84 728 046

Table 1: Overall evaluation across four datasets. Underlined values indicate a very low BLEU score, rendering other
metrics meaningless. Values in bold signify the best performance.
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Figure 3: Correlation between the WSC and the size of the datasets used for training the model.
Dataset | Language #Train data  #Test set quantify style transfer strength.
Lin Daiyu Chinese 1,000 500 Previous studies typically relied on pre-trained
,Sr?l?;esf’eare Eggﬁzﬁ 3888 %888 style classifier (Fu et al., 2018; Kashyap et al.,
Lyricf Engh‘sh 4,000 2,000 2022; Reif et al., 2022) to make a binary judgement

Table 2: Dataset statistics.

English classifiers initialize from BERT?, and Chi-
nese classifiers initialize from RoBERTa*. We
consider target author-stylized texts as positive in-
stances, while neutral texts gathered from diverse
sources form the negative instances. For balance,
we maintain an approximate 1:1 ratio between pos-
itive and negative instances.

Evaluation Metrics. Three standard axes for style
transfer (Mir et al., 2019) are employed for evalua-
tion. We adopt the BLEU metric (Papineni et al.,
2002; Rao and Tetreault, 2018) to gauge content
preservation, apply perplexity (PPL) (Logacheva
et al., 2022) to access text fluency, and introduce
the new “weighted style change (WSC)” metric to

3https://huggingface.co/bert-base-cased
“https://huggingface.co/uer/chinese_roberta_L-12_H-
768

to access the style of a text. Unlike conventional
stylized texts characterized by distinctive expres-
sive elements, authorship style is more elusive. It
lacks clear and distinctive attributes and may be
more affected by the text’s content. If the content’s
topic of a text is similar to some text in D?, it might
be classified as the authorship-stylized text, even
without any change from the input before transfer-
ring. This scenario might inaccurately reflect the
model’s style transfer capability.

To address this, we introduce WSC. Specifically,
we still use a style classifier to determine the style
strength. Next, we measure the effectiveness of
style change by computing the difference in style
strength between the output text s° and the input
text s° of the style transfer method, denoted as
s° — s'. We further observe that a lower style
strength in the input text facilitates achieving a
greater style change, i.e., the input text’s content
largely influences the difficulty of style transfer. To
account for this, we normalize s’ within the range



Input s 3 ‘

Output of few-shot (GPT-3.5) s°

0-1 | Output of ITDA s°

0-1

279 0.6
3.04 059
428 0.6l
-292 025

It’s a big thing, and I'm sure it.
Keep him safe until the master arrives.
I’m asking for justice, judge.

All right, let’s go to bed.

It is a great matter, and I am certain of it.
Keep him secure ’til the master arrive.
1 beg thee for justice, judge.

Let us to bed, come on then.

515  Yes Tis a big thing, And sure I do. 6.67
323  Yes | Hold him in safety till the master come hither. ~ 6.72
5.17  Yes | Ibeg for justice, which thou, judge, please give.  7.45

5.89  Yes Nay , all right , to bed . 1.73

Yes
Yes
Yes
Yes

I'm going fast. -227 032 I rush away. 551 Yes Irun,Irun. 126 Yes
Accuracy of 0-1 Classification 100% 100%
Average of SC (s° — s") 4.01 3.78

Average of WSC &' « (s — s")

1.33

1.73

Table 3: Analysis of the WSC score by five cases. Here, s’ represents the input style strength, 5 signifies the
normalized input score, s° stands for output style strength, 0-1 refers to the binary classification outcome.

of 0 and 1, denoting it as §’, and use it as the weight
to gauge the degree of difficulty in adding a style
to the input. We then multiply s’ with s® — s’ to
derive 5% * (s° — s') (WSC), which evaluates the
model’s ability to transfer style.

Baselines. We select baselines from the
three categories introduced in Section 2 that pro-
vides publicly available code. The first category
features DRG(Li et al., 2018) and Transform
DRG(Sudhakar et al., 2019). In the second cat-
egory, we have CTAT(Wang et al., 2019), CP-
VAE(Xu et al., 2020), and TSST(Xiao et al., 2021).
In the third category, we consider Prompt-and-
Rerank (GPT-2)(Suzgun et al., 2022) and Few-
shot (GPT-3.5). Patel et al. (2022) generates exam-
ples for few-shot prompting automatically and Reif
et al. (2022) address arbitrary style transfer through
augmented zero-shot prompting. These methods re-
duce labor costs but display restricted transfer qual-
ity. So we focus our comparison on the standard
Few-shot (GPT-3.5) technique. More information
about baselines are in Appendix E. Implementation
details of ITDA are in Appendix A.

6.2 Opverall Evaluation

Table 1 showcases the performance of various meth-
ods across four datasets, with ITDA emerging as
a superior performer in most metrics and datasets.
It’s noteworthy that CP-VAE and DRG, dependent
on language-specific tools, fall short in Chinese
datasets. BLEU scores below 0.2 are underlined to
denote significant content changes. Methods that
revise latent representations can inadvertently navi-
gate through low-density regions of the language
space, risking original content distortion. Origi-
nal representation revision techniques, focusing on
token-level edits like removing stylized words, fall
short in styles lacking distinct stylized terms. Both
approaches tend to alter the original content more
substantially. High PPL. and WSC scores, coupled
with a very low BLEU score, indicate a failure to
adequately retain the original content, deeming the

method ineffective in those cases.

Both Prompt-and-Rerank (GPT-2) and Few-shot
(GPT-3.5) approaches utilize few-shot learning on
Large Language Models (LLMs). The former
uses GPT-2, while the latter employs the more
advanced GPT-3.5, achieving better overall re-
sults. Despite the few-shot baselines achieving
PPL due to LLMs’ rich language capabilities, our
model outperforms in the WSC scores. This ad-
vantage stems from our method generating a high-
quality corpus via inverse transfer, and overcoming
the LLMs’ length limitations, thus providing the
smaller BART model with a broader array of train-
ing examples.

Human Evaluation. We invited eight annotators
to score the four test sets in terms of content preser-
vation, fluency, and style transfer strength. The
results closely matched the automated evaluations.
Some traditional methods exhibited significant is-
sues in human evaluations, such as missing content
and severe grammar errors. In contrast, our method
demonstrated excellent transfer quality. More ex-
perimental results are provided in Appendix C.

6.3 Ablation Studies

Dynamic Prompting. Table 1 presents the perfor-
mance of ITDA with both the static and dynamic
prompting strategies. The findings demonstrate that
dynamic prompting outperforms static prompting
across BLEU, PPL, and WSC metrics. This ad-
vantage arises from dynamic prompting’s ability to
offer more analogous examples for each input, en-
hancing LLMs’ capacity to emulate these instances
effectively.

Data Augmentation. Figure 3 illustrates the rela-
tionship between the WSC metric and the data size
used for training. With minimal impact on BLEU
and PPL metrics, we concentrate on WSC metric
variations. The data suggests a positive correla-
tion between the WSC score and dataset size, but
the WSC score levels off beyond a certain dataset



Style | Input | Output of ITDA | Output of few-shot (GPT-3.5) | Output of TSST
Shakespeare 1 didn’t want you to leave me ‘ I did not wish for thee . ‘ 1 would‘ not have you to ‘ 1did n‘0t you you to
to be murdered. to depart and leave me to be slain. leave me and get murdered. leave me to leave me to be beloved.
Lyrics ‘ You’re such a waste. ‘ Your such a waste. ‘ You're such a waste of time. ‘ You ’re such a waste of song.
Shakespeare \ You’ve really helped me a lot. \ Well, thou hast helped me an incredible amount. \ Thou hast assisted me a lot. \ You have not not me me a princely.
Trump ‘ I experienced some losses, but then ‘ I lost, and then I lost again, but then I suffered some losses, but then I prevailed, ‘ I have some believed but

I won, and the policy was implemented.

I won, and we have the policy.

and the policy was put into effect. then I campaigned and the went was.

Table 4: Comparative analysis between our proposed ITDA and the most optimal baselines.

Input | Shakespeare

| Trump | Lyrics

‘The shale picces look really nice when they're closed up.
T can feel a change will happen today.
T am depressed in my mind.

My heart is heavy.

And those shale picces, when they’re shut up, be marvellous good.
T can sense a transformation shall come to pass this day.

Close up, the shale pieces look rather lovely.
T can tell you that's going to change today.
T am feeling down in my mind.

The pieces of shale do show a fair picture when viewed up close.
Now a change is gonna come, I can feel it in the wind today.
Blues wrapped around my head.

Table 5: Cases that have been transformed into three distinct styles by ITDA.

scale. This plateau occurs partly because BART-
base, being a smaller model, quickly reaches its
data requirement limit, and partly because the aug-
mentated data begins to mirror the existing dataset
due to GPT-3.5’s capacity. Different dataset types
also show varied augmentation needs. For example,
the “Trump” dataset, with its everyday language,
sees optimal results with about 30,000 augmenta-
tions. Meanwhile, “Lin Daiyu” and “Shakespeare”
datasets, reflecting classical Chinese and old En-
glish, benefit from around 50,000 augmentations.
The “Lyrics” dataset, known for its poetic style and
significant deviation from neutral text, requires the
most augmentation, around 100,000 instances.

Weighted Style Change (WSC). To validate the
alignment of the proposed WSC metric with human
evaluation, we present five illustrative examples in
Table 3. We show the outputs from both few-shot
(GPT-3.5) and our ITDA, while comparing three
evaluation metrics: the accuracy calculated by the
style classifier, the average style change s° — s, and
the average of the weighted style change §%(s°—s%).
In the first three examples, where §° is relatively
high, the classifier predicts “Yes” for both methods
despite humans perceiving our model’s outputs as
notably superior to those of few-shot (GPT-3.5). In
such cases, s° — s’ can better emphasize the im-
proved results. Conversely, the latter two examples
exhibit relatively low 4%, indicating more challeng-
ing transfers. Despite the outputs being similar for
both methods, the classifier assigns significantly
different scores, undermining its reliability. Thus,
we mitigate this impact by weighting s° — s* with
5" to yield §'(s° — s'), offering a balanced per-
spective for these intricate cases. To summarize,
compared to the issues of two other methods, the
5%(s° — s') metric more closely aligns with human
evaluation. More Chinese examples are provided
in Appendix D.

6.4 Case Studies

Table 4 compares style transfer results from ITDA,
few-shot (GPT-3.5), and the traditional TSST
method for four input scenarios. In the first case,
our method accurately preserves the content, but
both GPT-3.5 and TSST misinterpret the object of
“murder”. In the second case, GPT-3.5 and TSST
introduce new elements like “waste of time” or
“waste of song”, deviating from the original text’s
meaning. The second case sees GPT-3.5 and TSST
adding unrelated elements, straying from the origi-
nal meaning. In the last two cases, ITDAadeptly
adjusts sentence structures to fit the desired style,
unlike GPT-3.5’s superficial changes and limited
emulation of complex styles like Shakespeare’s.
TSST scores lowest in BLEU, indicating problems
with repetition, errors, or omissions. Table 5 shows
ITDA’s ability to transform a single neutral text
into various styles, demonstrating its effectiveness
in both wording and structural adaptation.

7 Conclusion

This research introduces an inverse transfer data
augmentation approach for authorship style trans-
fer. The method primarily uses few-shot prompting
with LLMs to revert authorship-stylized texts to
neutral texts, forming a paired corpus for train-
ing a compact model. This model is then capable
of forward transfer, converting neutral texts into
the specified authorship style. Our comprehensive
experiments reveal that inverse transfer surpasses
traditional forward transfer by LLMs, primarily
because of the greater prevalence of neutral texts
in LLM pre-training. Consequently, the compact
model trained with data augmented through inverse
transfer demonstrates enhanced performance, ben-
efiting from a larger volume of training examples
compared to direct few-shot prompting.



Limitation

When utilizing LLMs for stylized text augmenta-
tion, the style of the generated text can be specified,
but the content remains uncontrollable. While we
encourage LLMs to produce varied texts by pro-
viding different demonstrations as prompts, it is
inevitable that some similar texts may be gener-
ated, leading to a less efficient use of training re-
sources. Furthermore, when the security of LLMs
is inadequate, it becomes unavoidable that biased
or toxic text may be generated during data aug-
mentation. It consequently exerts an influence on
the distilled model to a certain degree. In our up-
coming research, we will present a methodology
for meticulous data filtering, designed to guarantee
the safety, impartiality, and high quality of data
synthesized through LLMs.

Ethical consideration

This work has an impact on the field of style trans-
fer, but as with other techniques for text genera-
tion or alteration, it carries the potential for misuse.
Style transfer can also be susceptible to misuse
through imitation, distortion, plagiarism, and more.
For instance, it may be used to generate fake nega-
tive reviews or political statements that mimic the
styles of various authors. Our objective is to effec-
tively communicate the potential risks to the public,
in order to increase awareness regarding the possi-
ble misapplication of this technique and restore its
original academic intent.
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A Implementation Details

We employ GPT-3.5 (text-davinci-003) for inverse
transfer and train BART-base for forward trans-
fer. The value of k is set as 40 for the “Lin
Daiyu” dataset and 80 for other English datasets.
These are determined empirically by the silhou-
ette coefficient, which assesses the clustering out-
comes. Detailed empirical analyses are available
in Appendix B. Both static and dynamic few-shot
prompting employ a set of 8 prompts, while data
augmentation involves the use of 6 prompts. LLMs
baselines use the same 8 prompts as the proposed
ITDA(Static). For the test set, we execute the dis-
tilled BART-base model multiple times to obtain
averaged results.

English compact model initializes from Bert-
base-cased, and Chinese compact model ini-
tializes from Bart-base-chinese®. The hyper-
parameters we use for fine-tuning BART-base are
as follows. We fine-tune the model for 12 epochs
with AdamW. We warm up the learning rate to 4e-5
from zero in 5% total training steps and then decay
to zero cosine-wise in the end. The batch size is set
to 64, the context window’s maximum length is 512
tokens. It takes approximately five-hour training
session using a 3090 48G GPU.

B Investigation of the Cluster Count &

In clustering-based dynamic clustering, to deter-
mine the appropriate value of the cluster count k,
we employ the silhouette coefficient to measure
the effectiveness of clustering. Figure 4 presents
the values of the silhouette coefficient for varying
cluster count k across four datasets. The results
generally indicate a positive correlation between
the silhouette coefficient and the cluster count k.
However, after k reaching a certain scale, the sil-
houette coefficient no longer exhibits a significant
growth for k, but rather fluctuates within a certain
range. Based on the results presented in Figure 4
and considering a balance between clustering ef-
fectiveness and the cost of manual annotation, we
set the value of k as 40 for the “Lin Daiyu” dataset
and 80 for the other three English datasets.

C Human Evaluation

We invited eight annotators with strong language
proficiency to assess the model’s transfer effective-
ness across the four datasets. These annotators have

Shttps://huggingface.co/bert-base-cased
®https://huggingface.co/fnlp/bart-base-chinese

11

diverse educational backgrounds and span various
age groups. For each output text, we concealed the
method of its generation and had annotators rate it
on a scale of 1 to 5 for content preservation (Con),
fluency (Flu), and style transfer strength (Style). A
higher score indicates a greater agreement with this
aspect. The average scores given by the annota-
tors were taken as the final results and presented in
Table 6.

The results of human evaluation generally coin-
cide with the automated assessment metrics. Tradi-
tional transfer methods exhibit more issues in terms
of content preservation and grammatical correct-
ness in human evaluation. Those traditional meth-
ods with relatively low BLEU scores sometimes
exhibit a phenomenon of piling up style-related
words without adhering to grammar rules. Com-
pared to style classifiers, which tend to inaccurately
assign high scores to this phenomenon when eval-
uating transfer strength, this issue becomes more
evident in human evaluation. Our method demon-
strates high quality in three aspects, particularly ex-
celling in content preservation surpassing all other
methods.

D Investigation of Weighted Score
Change in Chinese

As a supplement to the main content, we further
select five examples from the Chinese “Lin Daiyu”
dataset to demonstrate the effectiveness of our pro-
posed style transfer strength metric WSC. We show
the outputs from both few-shot (GPT-3.5) and our
ITDA, while comparing three evaluation metrics:
the accuracy calculated by the style classifier, the
average style change s° — s’, and the average of the
weighted style change §%(s° — s'). In the examples
of Table 7, our evaluation metric WSC yields result
that is more reasonable than the other two. Detailed
analysis and explanations can be found in the main
text.

E Baselines

We compare our method with three types of base-
lines: latent representation revision, original repre-
sentation revision, and few-shot prompting based
on language models. The first approach alters the
latent representation of the original input to con-
form it to the given style. The second type follows a
“delete-generate” framework that initially removes
the stylized words in the original text and then in-
corporates the specific style through generation.



o Lin Daiyu Shakespeare Trump Lyrics
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Figure 4: Correlation between the number of clusters k and the Silhouette Coefficient.
Approach Lin Daiyu Shakespeare Trump Lyrics
Con Flu Style | Con Flu Style [ Con Flu Style | Con Flu Style
Original Representation Revision
DRG (Delete-Only) - - - 1.2 12 20 1.8 37 28 24 31 21
DRG (Delete-and-Retrieve) - - - 26 1.5 1.7 25 12 27 35 28 1.9
Transform DRG (Delete Only)| 2.6 34 24 3.8 3.7 1.6 22 40 32 41 37 25
Latent Representation Revision
CTAT 23 32 26 27 35 15 3.1 33 15 29 32 16
CP-VAE - - - 24 33 34 19 37 13 26 31 29
TSST 20 31 34 32 29 36 34 28 33 39 34 32
Few-shot Prompting on LLMs
Prompt-and-Rerank (GPT-2) 1.5 33 28 40 43 35 26 43 28 38 43 29
Few-shot (GPT-3.5) 39 43 36 39 42 41 42 44 35 42 44 22
Our methods
ITDA (Static) 42 43 37 40 41 43 46 4.1 34 43 42 3.1
ITDA (Dynamic) 46 44 4.0 42 42 45 45 44 38 46 43 34

Table 6: Human evaluation across four datasets. Values in bold signify the best performance.

The third type leverages the robust in-context learn-
ing ability of LLMs, utilizing few-shot prompting
specifically for style transfer. Below, we elaborate
on the details of these specific baselines. Impor-
tantly, none of the baselines rely on the annotated
parallel data that translates from neutral text to styl-
ized text.

¢ Delete, Retrieve, Generate (DRG) (Li et al.,

2018) is categorized under the first type. It op-
erates by deleting the style words using a pre-
defined dictionary, which contains words that
occur much more frequently within D than
in other arbitrary neutral texts. The method
then generates the target stylized text based
on the remaining content words and auxiliary
information. We evaluate two variants of this
method. The first, known as Delete-only, re-
moves the style words. The second, Detete-
and-Retrieve, also identifies similar sentences
of the desired target style, extracting stylized
words from them to serve as the auxiliary in-
formation. The generation process in both
cases is handled through an RNN model.
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* Transforming Detete, Retreve, Generate
(Transform DRG) (Sudhakar et al., 2019)
falls into the first style category. This method
adheres to the delete-retrieve-generate frame-
work but introduces a transform-based classi-
fier for style work removal. Additionally, it
replaces the traditional generation model with
the GPT model.

Controllable Text Attribute Transfer
(CTAT) (Wang et al.,, 2019) is catego-
rized under the second type. It employs a
transformer-based autoencoder to learn the
representation of an input text. After that, a
style classifier is trained, and the latent repre-
sentation is subsequently modified through
the iterative gradient back-propagation of
attribute classification loss, continuing until
the latent representation can be classified as
possessing the desired target style.

Constrained Posterior VAE (CP-VAE) (Xu
et al., 2020) falls into the second category,
focusing on learning the representation of



Input s 8 ‘ Output of few-shot (GPT-3.5) s° 0-1 Output of ITDA s° 0-1

PR N AR RIZIX AL - 436 061 | REHFNAAPN LIRS - 445 Yes R JE R A AR . 6.97 Yes

BT, BMEET - 316 043 BT, AHBMIET - 201 No EEMEET. 499 Yes
PRIAERL KT 4 - 3.87 053 PRICZIBAT A 42 575  Yes PRiX & TR RAEA 4 702 Yes
KORE B2 THET, KRBT . 496 021 | RFWWEEHSET LERENT. 570 Yes | HEXWMMEILEETET, HEARHT. 149 No
JUFRGER & RIREL AR, fE2EE . SA10 026 | JLFROEN ERERESGEMEME. 593 Yes JUF R B R PR AR, 276 Yes

Accuracy of 0-1 Classification
Average of SC (s° — ')
Average of WSC 5 * (s® — s*)

80%
4.51
1.13

80%
4.38
1.49

Table 7: Analysis of the WSC score by five cases. Here, s° represents the input style strength, 5% signifies the
normalized input score, s° stands for output style strength, 0-1 refers to the binary classification outcome.

text using VAE. To address the latent vacancy
problem in text, CP-VAE restricts the poste-
rior mean to a learned probability simplex and
subsequently manipulates this simplex.

* Transductive Style Transfer (TSST) (Xiao
et al., 2021) is classified under the second
type. It identifies the most similar stylized
text to the given input text and represents them
together, aiding in the transfer of the input text’
style. By employing adversarial style loss, the
representation is guided to approximate the
target style.

* Prompt-and-Rerank (GPT-2) (Suzgun
et al., 2022) represents the the third type. It
employs few-shot prompting on GPT-2 to
generate multiple diverse outputs for each
input. The method then re-ranks the outputs,
taking into account a combination of factors
such as the textural similarity between input
and output, the strength of the output style,
and the fluency of the output.

* Few-shot (GPT-3.5) constitutes the third type.
In this method, we use eight handcrafted ex-
amples as the few-shot prompts for GTP-3.5.
Patel et al. (2022) automatically craft exam-
ples for few-shot promoting, an approach that
is assumed to be superior to carefully designed
human-made examples. Reif et al. (2022) at-
tempt to address arbitrary style transfer us-
ing zero-shot prompting, as the styles they
target can often be characterized by specific
adjectives. Due to these considerations, we do
not directly compare their few-shot prompting
methods but instead focus our comparison on
the standard few-shot prompting technique.
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F Additional Case Studies

F.1 Examples of Issues with Traditional
Transfer Methods

We select several relatively well-performing tra-
ditional methods and showcase their transfer ex-
amples on different datasets. Specific examples
can be found in Table 8, Table 9 and Table 10. It
is evident that traditional methods exhibit issues
such as missing content, addition of irrelevant con-
tent, and various grammar errors when transferring
authorship styles.

F.2 Prompts Used for Forward Transfer with
GPT3.5

We present the prompts used for direct forward
transfer with GPT3.5 for each dataset, as shown in
Table 11.

F.3 Dynamic Prompts Used for Inverse
Transfer

We present the dynamically selected prompts for
input texts and the generated neutral texts during
inverse transfer on different datasets, as illustrated
in Table 12, Table 13, Table 14 and Table 15.



Input Output of TSST | Output of CTAT
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Table 8: Examples of Transfer Outputs using TSST and CTAT on the “Lin Daiyu” Dataset.

Style Input Output of DRG (Delete-and-Retrieve)
You’re gonna put your face on the face! 1 put your pleasure , then , sir .
Unfortunately, I’m sorry, but. Ay , sir, the of yours .
The confession is riddled with riddles, but the confession is not. | The service is furnished with ’t ; but the art is decreed .
Madam, I’m here. Why , then , the is a whore , And let us the only .
- | |
Shakespeare Good-bye, my dear. My lord , my lord ! , my !

Doctor, come back, I'll remember you.
Without his roe, like a dried fish.
He’s not telling the truth.

I’11 hide here, too.

0 Not life, but love in death.

No, I’ll come , and I'll forget come .
Without his , like a wings .
He’s not , sir , the truth.
No, then, I’ll be a little ere Come , and I’ll bring them .
Not so, in thee , I will not lose thee in ’t .

Table 9: Examples of Transfer Outputs using DRG (Delete-and-Retrieve) on the “Shakespeare” Dataset.

Style Input Output of Prompt-and-Rerank
No, i did not vote for her. I did not have faith in her, i would have loved her more.
Consider, please, what they do. That is very serious. I am sorry to have to remind you.
Good morning, i awoke feeling quite pleasant. Greetings.
Chfis, where are you? We needs you. There will be no shortage of trouble if you come. Stay where you are.
Trump That was an excellent result, mike. That was an unfortunate result, to be sure, but not surprising either.

I complete various tests and return home.
They no longer show disrespect towards us, dear followers.
Instead, we have the beast.
They just keep it here, right here.
After persistent efforts for four years, hhey ultimately gave up.

You will find that I do return home.
They do not have a show mind.
That’s a great idea, and I'll talk to you soon.
In your book, you were a bit of a hard-on.
And it was just for a few hours.

Table 10: Examples of Transfer Outputs using Prompt-and-Rerank on the “Trump” Dataset.
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Fixed Prompts of Shakespeare:

Input:I have half a mind to hit you before you speak again.
Output:I have a mind to strike thee ere thou speak’st.
Input:And he’s friendly with Caesar.

Output:And friends with Caesar.

Input:I’m going to make you a rich man.

Output:Make thee a fortune from me.

Input:No , I didn’t say that.

Output:I made no such report.

Tutput: What did you say to me?

Ontput:What say you?

Tutput: You say he’s friendly with Caesar , healthy , and free.
Ontput:He’s friends with Caesar , In state of health , thou say’st , and , thou say’st, free.
Please rewrite the sentence according to the examples.

Fixed Prompts of Trump:

Input:I find it unfair to my family.

Ontput:I have to say this very, very unfair to my family.
Tuput:We can’t let it happen.

Ontput:Right? Can’t let it happen, folks.

Input:They are just a form.

Output:Look it, they just form.

Input:We love our nation that is still great today.
Output:We love our nation, our nation is great today.
Input:We killed the number one terrorist.

Output:He was vehemently ‘A ‘¢ We killed this number one, terrorist.
Input:I have to prove that they are liars.

Output:I had to because I had to show they’re liars.
Please rewrite the sentence according to the examples.

Fixed Prompts of Lyrics:

Input: You know our relationship.

Ontput: Yeah, yeah, you know how me and you do.
Input:I have your arms open.

Ontput: Your arms are open for me.

Input:It’s at least until tomorrow.

Ontput:So far at least until tomorrow.
Input:Everything I've ever lost.

Ontput:Everything I ever had to lose.

Input:I’m sure he’ll kill him.

Ontput:And I promise its going to kill.
Input:People are on the street.

Ontput: And people on the streets.

Please rewrite the sentence according to the examples.

Table 11: Fixed Prompts Used for Forward Transfer with GPT3.5
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Lin Daiyu

Stylized Input: /RN FFXFEREV) T, Bl ERE U HIR, L H5E T -
Dynamic Prompts:

JRA): B T FE R — R LR ER, T IER X & FRR T IR Hig R 2B Lk
Binf): Bl 7D, BHrERERILIR, TRk WERE T, RERE, HRER.
JF4): FIRINL, BATH BANG, JRAT LU A T

Hirf): BEAXHE, HATRRRAE, Wa] U T .

JRA): AR BORZERR BB 4

H¥RA]: BENMRAERE, FolAEAR BTk -

JFA): e AR IR R R T B R E R B A .

Hirf): X RIS T, BREHEHER -

JF6): ERVE, AdR T .

Hirfl: BEve, AFEERT .

R R B T E S A
Neutral Output: (K FFIEBT] T, SEE WA EB I, THELS T0E .

Stylized Input: & Z /R NE1E, THZZEHAOMET -
Dynamic Prompts:

[F4): RARIGRE T, RRBGXRET
Hira): IRME T, [EFBUT -

J ).l ok, SR

Hira]: XHEERH -

JRA): URANES BORFEAR A A 40

Birf): BESRRAERER, FobAERRE 0k -

JRA): FIRAA T B R RF A —E ERER BIEFEKT -
B¥rA]: FERINH BEFAAA—FE, BRFEZEEEKT -
JRA]: SRR, T TR BN, JRA] LU T

Hirf): BRI, HATARNAE, WaT UL T .

L e = T &
Neutral Output: /i RFIEBY) T, SR E %, FURELS 78

Table 12: Dynamic Prompts Used for Inverse Transfer on the “Lin Daiyu” Dataset.
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Shakespeare

Stylized Input:Thyself shalt see the act.

Dynamic Prompts:

Input:Fair youth , I would I could make thee believe I love .

Output: Young boy , I wish I could make you believe that I’'m in love .

Input:If thou pleasest not , I yield thee up my life .

Output:If not , you can kill me .

Input:And I do believe your Majesty takes no scorn to wear the leek upon Saint Tavy’s day .
Output:I do believe your Majesty takes no shame in wearing the leek on Saint Davy’s Day .
Input:Tis well for thee That , being unseminared , thy freer thoughts May not fly forth of Egypt .
Output:It’s a good thing for you that , being castrated , you can better concentrate on my needs .
Input:Make your vaunting true , And it shall please me well .

Output:Make your boasts come true , and I'll be thrilled .

Please rewrite the sentence as neutral text according to the examples.
Neutral Output: You will witness the act.

Stylized Input:The Queen shall then have courtesy , so she Will yield us up ?

Dynamic Prompts:

Input:For the best turn i’ th’ bed .

Output:For the favor of sleeping in the bed .

Input:And I do believe your Majesty takes no scorn to wear the leek upon Saint Tavy’s day .
Output:I do believe your Majesty takes no shame in wearing the leek on Saint Davy’s Day .
Input:I’ll seal to such a bond , And say there is much kindness in the Jew .

Output:I'll agree to those terms and even say that Jews are nice .

Input:Would you praise Caesar , say "Caesar." Go no further .

Output:Oh , you If you want to praise Caesar , just say his name , that’s all the praise that’s necessary .
Input:Nor must not then be yielded to in this .

Output:Then we won’t agree to his demands .

Please rewrite the sentence as neutral text according to the examples.
Neutral Output: Will the Queen then show us courtesy and surrender?

Table 13: Dynamic Prompts Used for Inverse Transfer on the “Shakespeare” Dataset.
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Trump

Stylized Input:I have middle of the road, I have poor, I have everybody.

Dynamic Prompts:

Input:Look, 300% in certain very bad crimes, New York.

Output:300% of some very serious crimes come from new york.

Input:Build a wall, build a wall, true.

Output:Build a wall.

Input:I don’t know how many people here, but there’s a lot.

Output:There are a lot of people.

Input:Everyone makes mistakes, but it’s what you do with them and what you learn from them that matters.” Midas Touch.
Output:Everyone makes mistakes, but what matters is how you treat them and what you learn from them.

Input: Your congressmen, all of your Congresspeople, men, wonderful people, they’re at a place called Congress right now.
Output: Your congressman is now in a place called Congress.

Please rewrite the sentence as neutral text according to the examples.
Neutral Output: I have people from all walks of life.

Stylized Input:I did that heavy, heavy Pocahontas deal.

Dynamic Prompts:

Input:This guy did the swine flu, right, it was a catastrophe.

Output:This guy has swine flu, which is a disaster.

Input:Give you your tax cuts, I gave them to you.

Output:I have given you tax cuts.

Input:Hunter walked out of the plane, had a quick meeting, walked away with one and a half billion dollars.
Output:Hunter spent $1.5 billion on a quick meeting by plane.

Input:I have to say this very, very unfair to my family.

Output:I find it unfair to my family.

Input:I kept my promise, recognized the true capital of Israel and opened the American Embassy in Jerusalem.
Output:I recognized the real capital of Israel and opened the American Embassy in Jerusalem.

Please rewrite the sentence as neutral text according to the examples.
Neutral Output: I handled the difficult Pocahontas situation.

Table 14: Dynamic Prompts Used for Inverse Transfer on the “Trump” Dataset.
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Lyrics

Stylized Input: Hate it or love it, the underdog’s on top.
Dynamic Prompts:

Input:My heart is all in tatters, I ain’t nobody’s saint.
Output:I’m all torn up, and I’m not a saint.

Input: Blues wrapped around my head.

Output: I am depressed in my mind.

Input: Love is a mine of gold.

Output:Love is very precious.

Input:But the last wall standing’s fell, daddy kicked it down.
Output:But the last wall fell, and Dad kicked it down.
Input: No part of this road feels wrong.

Output: This road feels all right.

Please rewrite the sentence as neutral text according to the examples.
Neutral Output: The underdog is in a position of power.

Stylized Input: Looking back on when we first met.

Dynamic Prompts:

Input: Never look back, walk tall, act fine.

Output: Keep your chest up to walk forward and don’t look back.
Input: I get him hot and bothered.

Output: I make him irritable.

Input:You my babe, I got my eyes on you.

Output: You are my baby and I would always pay attention on you.
Input:Everything I ever had to lose.

Output:Everything I’ve ever lost.

Input: When you run back to your wife?

Output: It’s time for you to find your wife.

Please rewrite the sentence as neutral text according to the examples.
Neutral Output: Remembering when we first met.

Table 15: Dynamic Prompts Used for Inverse Transfer on the “Lyrics” Dataset.
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