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Abstract

As Large Language Models (LLMs) rapidly001
advance, increasing concerns arise regarding002
risks about the actual authorship of texts we see003
online and in the real world. The task of dis-004
tinguishing LLM-authored texts is complicated005
by the nuanced and overlapping behaviors of006
both machines and humans. In this paper, we007
challenge the current practice of considering008
the LLM-generated text detection a binary clas-009
sification task of differentiating human from AI.010
Instead, we introduce a novel ternary text clas-011
sification scheme, adding an “undecided” cate-012
gory for texts that could be attributed to either013
source, and we show that this new category is014
crucial to understand how to make the detection015
result more explainable to lay users. This re-016
search shifts the paradigm from merely classify-017
ing to explaining machine-generated texts, em-018
phasizing the need for detectors to provide clear019
and understandable explanations to users. Our020
study involves creating four new datasets com-021
prised of texts from various LLMs and human022
authors. Based on the new datasets, we per-023
formed binary classification tests to ascertain024
the most effective state-of-the-art (SOTA) de-025
tection methods and identified SOTA LLMs ca-026
pable of producing harder-to-detect texts. Then,027
we constructed a new dataset of texts gener-028
ated by the two top-performing LLMs and hu-029
man authors, and asked three human annota-030
tors to produce ternary labels with explanation031
notes. This dataset was used to investigate how032
three top-performing SOTA detectors behave in033
the new ternary classification context. Our re-034
sults highlight why the “undecided” category is035
much needed from the viewpoint of explainabil-036
ity. Additionally, we conducted an analysis of037
explainability of the three best-performing de-038
tectors and the explanation notes of the human039
annotators, revealing insights about the com-040
plexity of explainable detection of machine-041
generated texts. Finally, we propose guidelines042
for developing future detection systems with043
improved explanatory power.044

1 Introduction 045

With the rapid evolution of Large Language Mod- 046

els (LLMs) such as ChatGPT-4 (OpenAI, 2023), 047

the sophistication and human-like quality of texts 048

generated by these models have notably increased, 049

enabling them to produce diverse content in re- 050

sponse to specific prompts. These advancements 051

bring not only numerous practical applications but 052

also raise significant challenges including poten- 053

tial academic fraud and actual authorship. Exten- 054

sive research has been undertaken to differenti- 055

ate between machine-generated texts (MGTs) and 056

human-generated texts (HGTs), primarily employ- 057

ing model-based approaches (Wang et al., 2023; 058

Bhattacharjee et al., 2023) and statistical meth- 059

ods that analyze inherent text characteristics (Hans 060

et al., 2024; Bao et al., 2024; Zhang et al., 2024). 061

Several online platforms such as GPTZero (Tian 062

et al., 2023) and Sapling (Sapling AI Team, 2023) 063

have also demonstrated robust capabilities in dif- 064

ferentiating MGTs from HGTs. 065

Traditionally, the detection of MGTs has relied 066

on a binary classification framework that discerns 067

between MGTs and HGTs. However, the bound- 068

aries between MGTs and HGTs are increasingly 069

ambiguous due to the rapid enhancements in LLMs, 070

thereby complicating the effectiveness of simple 071

binary classification systems. For instance, in statis- 072

tical detection, the characteristics of a given MGT 073

might deviate significantly from typical MGTs pat- 074

terns and mirror those of HGTs, leading to a mis- 075

classification. Model-based methods often struggle 076

with generalization as they tend to learn features 077

that are specific to the data they are trained on (usu- 078

ally limited to one or more specific LLMs), which 079

may not necessarily work as new models emerge. 080

Moreover, many existing detection systems lack 081

an explainability component. Although some de- 082

tection methods attempt to consider explanatory 083

features, their effectiveness in providing meaning- 084

1



ful insights appears limited according to our eval-085

uations of one such methods (an online closed-086

source detector) GPTZero (Tian et al., 2023). This087

shortfall emphasizes a critical gap: the need for en-088

hanced explainability in MGT detectors to improve089

end users’ trust in such systems.090

In order to address these limitations, our study091

introduces a novel ternary classification system for092

analyzing texts. Recognizing that some texts may093

simultaneously share characteristics of both MGTs094

and HGTs, we have added an “undecided” category095

to our classification framework. We developed a096

ternary classification dataset and designed exper-097

iments to test the validity of this approach. Our098

methodology not only includes rigorous statistical099

and model-based analyses, but also incorporates100

detailed human evaluations to provide a nuanced101

understanding of the new ternary text classifica-102

tion task and the complexity of producing human-103

understandable explanations. By comparing the104

explanatory power of human assessments with that105

of automated detectors, we highlight the current106

explanatory limitations faced by MGT detectors.107

Through some binary classification experiments108

based on four new datasets covering multiple109

state-of-the-art (SOTA) LLMs, we established that110

the most advanced LLMs currently available are111

ChatGPT-4 and ChatGPT-3.5, in terms of defeat-112

ing multiple SOTA MGT detectors. The detec-113

tors that performed the best in our experiments are114

GPTZero (Tian et al., 2023), Sapling (Sapling AI115

Team, 2023) and Binoculars (Hans et al., 2024).116

Building on these findings, we crafted a ternary117

classification dataset using texts from the aforemen-118

tioned top-performing LLMs. We organized human119

coders to annotate these texts, applying the ternary120

classification framework and providing detailed121

explanations for their decisions. Subsequent exper-122

iments with the top three detectors proved the limi-123

tations of binary classification so that the new “un-124

decided” category should be seriously considered125

in future research on MGT detection. Our compar-126

ative analysis between the human-provided expla-127

nations and those offered by the detector GPTZero128

illuminated significant gaps in current automated129

explanations. While human explanations provide130

valuable insights, they also exhibit inherent limi-131

tations and imply the complexity and challenges132

behind developing more explainable MGT detec-133

tors.134

In conclusion, our research not only challenges135

existing paradigms in MGT detection but also sets a136

foundation for future innovations in detector design, 137

particularly in enhancing explainability. This work 138

suggests new directions for the development of 139

detection systems that are not only effective but 140

also transparent and interpretable to users. 141

2 Related Work 142

2.1 Open-Source Detectors 143

Zero-shot detection. This approach leverages 144

some unique statistical properties distinguishing 145

MGTs from HGTs. Past studies have employed var- 146

ious linguistic model-derived characteristics, such 147

as entropy (He et al., 2023), average log-probability 148

scores (Solaiman et al., 2019) and perplexity (Wu 149

et al., 2023), as useful statistical properties for de- 150

tection. With the evolution of LLMs that generate 151

increasingly sophisticated texts, more recent zero- 152

shot detection strategies (Gehrmann et al., 2019; 153

Mitchell et al., 2023; Su et al., 2023; Wu and Xi- 154

ang, 2023; Bao et al., 2024; Kumari et al., 2024) 155

have adapted to discern high-order features of ad- 156

vanced text generators. Notably, the Binoculars 157

model (Hans et al., 2024) leverages LLMs to per- 158

form next-token predictions at each text position, 159

utilizing the log perplexity ratio compared to the 160

baseline text as a distinguishing statistic. 161

Model-based detection. This approach involves 162

adapting existing models to learn from specific 163

datasets for MGT detection (OpenAI, 2021; He 164

et al., 2023). It often includes sentence-level de- 165

tection and analyses different LLM outputs (Wang 166

et al., 2023; Bhattacharjee et al., 2023; Antoun 167

et al., 2023). However, these methods can suffer 168

from overfitting and generally exhibit limited effec- 169

tiveness in detecting texts across various domains. 170

Other approaches. There are also other ap- 171

proaches based on watermarking, adversarial learn- 172

ing based training, and human assistance (Wu et al., 173

2024). These approaches are more complicated and 174

are often a mixture of different approaches, so in 175

this paper we consider two basic approaches only 176

to make our work more focused. 177

2.2 Online Close-Source Detection Systems 178

Despite their closed-source nature, online de- 179

tectors are of significant interest in academic 180

research (Yang et al., 2023). For instance, 181

GPTZero (Tian et al., 2023) integrates several an- 182

alytical components that predict if a piece of text 183

2



is generated by machine or human with a confi-184

dence score, together with a sentence-by-sentence185

analysis capability. Similarly, Sapling (Sapling AI186

Team, 2023) utilizes a transformer-based architec-187

ture akin to those found in generative AI systems.188

Moreover, various platforms offer an online MGT189

detection tool for all to use (Originality.AI, 2024;190

Copyleaks Technologies Ltd., 2023; Inspera, 2023;191

ZeroGPT.com, 2023).192

2.3 Explainability in Current Detectors193

According to its official documentation (Tian et al.,194

2023), GPTZero uses the following six features195

to achieve explainability: readability, percent SAT,196

simplicity, perplexity, burstiness, and average sen-197

tence length. However, it does not provide clarity198

on how these features influence its final judgments.199

Other efforts have focused on integrating explana-200

tory modules into detectors. One study (Mitro-201

vić et al., 2023) implemented Shapley Additive202

Explanations (SHAP) (Lundberg and Lee, 2017),203

which assigns importance values to each feature,204

enhancing the interpretability of decisions in text205

source detection. Another investigation (André206

et al., 2023) computed textual attributes such as207

perplexity, grammar, and n-gram distributions to208

measure their effects on detection outcomes. De-209

spite these advancements, the current state of detec-210

tor explainability remains challenging for lay users211

to comprehend.212

3 Binary Classification Evaluation of213

Detectors on MGTs and HGTs214

This section outlines the assessment of state-of-the-215

art (SOTA) MGT detectors through binary classi-216

fication tests on datasets containing both MGTs217

and HGTs. Our objective is to identify the most218

effective and consistently accurate detectors across219

various datasets and to pinpoint LLMs that exhibit220

the strongest generative abilities and human-like221

output. This process will involve binary classifica-222

tion trials using custom-built datasets. The selected223

detectors and LLMs will then be utilized in further224

experimental investigations.225

3.1 Experimental Design226

We conducted our experiments using four datasets227

specifically constructed for this study. It is cru-228

cial to carefully select LLMs for text generation229

and appropriate sources of HGTs to assemble the230

dataset. We chose a mix of open-source and closed-231

source SOTA MGT detectors for evaluation and232

used standard performance metrics for the binary 233

classification tests. 234

LLMs. For text generation, we have opted for 235

widely recognized models including the closed- 236

source ChatGPT-3.5 (OpenAI, 2022) and ChatGPT- 237

4 (OpenAI, 2023), known for their robust perfor- 238

mance. Additionally, we selected Google’s Gem- 239

ini Pro (Hassabis and the Gemini Team, 2023), 240

renowned for its ability to produce coherent and 241

high-quality natural language outputs. From the 242

open-source domain, we have chosen the LLaMA 243

series (Touvron et al., 2023), specifically using 244

LLaMA-13B for generating machine texts based 245

on our computation resources. 246

HGT sources. To ensure a diverse and repre- 247

sentative collection of HGTs, we included se- 248

lections from public datasets such as the HC3 249

dataset (Guo et al., 2023), which contains texts 250

from four other public Q&A datasets and data 251

crawled from Wikipedia. Notably, it includes a cat- 252

egory of texts, similar to the ELI5 (“Explain Like 253

I’m Five”) format (Fan et al., 2019), where com- 254

plex issues are explained in simple terms. We also 255

extracted short texts from the IDMGSP dataset (Ab- 256

dalla et al., 2023), which comprises titles, abstracts, 257

introductions and conclusions of human-authored 258

scientific papers, alongside texts manually selected 259

from X/Twitter using tag searches to cover topics 260

of everyday discourse. This blend of sources pro- 261

vides a broad spectrum of topics and writing styles 262

in the human-generated texts within our dataset. 263

MGT Detectors. Initially, we chose GPTZero 264

and Sapling as the leading commercial (online and 265

closed-source) detectors from the proprietary sec- 266

tor. We then extended our selection to include sev- 267

eral notable open-source detectors such as Binoc- 268

ulars (Hans et al., 2024), Fast-DetectGPT (Bao 269

et al., 2024), MMD-MP (Zhang et al., 2024), 270

DEMASQ (Kumari et al., 2024), and Detect- 271

GPT (Mitchell et al., 2023). 272

Custom-built Datasets. Four datasets were built 273

using the selected LLMs and HGT sources, as de- 274

tailed in Table 1. To control variables in subse- 275

quent analyses, the HGTs within these datasets 276

were maintained consistently across all experi- 277

ments. This standardization can help isolate the 278

variable effects of different LLM outputs on detec- 279

tor performance. 280
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Dataset MGTs HGTs

D1 100 (generated by ChatGPT-4) 100
D2 100 (generated by ChatGPT-3.5) 100
D3 100 (generated by LLaMA-13B) 100
D4 100 (generated by Gemini Pro) 100

Table 1: Composition of the four datasets. The texts
cover a wide range of topics including economics,
healthcare, science, literature, sports, and daily life.

Evaluation metrics. The detectors are expected281

to maximize MGT detection accuracy while min-282

imizing false positives among HGTs. Therefore,283

Precision, Recall, and F1 scores for MGTs are se-284

lected as primary evaluation metrics. Other metrics,285

such as the macro F1 score across two classification286

situations (MGTs and HGTs as positive samples,287

respectively), have also been used to provide a com-288

prehensive assessment of detector performance.289

3.2 Results290

We evaluated various detectors on datasets, as de-291

tailed in Table 2, focusing on the dataset generated292

by ChatGPT-4. This table highlights the perfor-293

mance of detectors using both humans and ma-294

chines as the positive label. The results indicate295

that online detectors, GPTZero and Sapling, sig-296

nificantly outperform local open-source counter-297

parts. Specifically, DEMASQ effectively identifies298

MGTs but struggles with HGT detection. Con-299

versely, DetectGPT shows limited capability in de-300

tecting MGTs while performing adequately with301

HGTs. See Appendix A for extended results for302

other datasets.303

Figure 1 visually compares F1 scores of all tested304

MGT detectors across all four datasets, confirming305

the superior performance of GPTZero and Sapling306

over local models. Among the latter, Binoculars307

ranks the highest, demonstrating a consistent per-308

formance across all datasets, suggesting its being309

less susceptible to overfitting compared to other310

local models. Further analysis reveals that texts311

generated by ChatGPT-3.5 and ChatGPT-4 are gen-312

erally more challenging to classify across all detec-313

tors, compared to those generated by LLaMA-13B314

and Gemini Pro, implying that ChatGPT-3.5 and315

ChatGPT4 can produce texts that more closely re-316

semble human writing. Based on these findings, for317

the further experiments and discussions about the318

new ternary classification framework and the com-319

plexity of explainability, we chose to use a mixed320

dataset with texts generated by ChatGPT-3.5 and321

ChatGPT-4, and HGTs. Similarly, on the selec- 322

tion of MGT detectors, we focused on three top- 323

performing ones, GPTZero, Sapling, and Binocu- 324

lars. 325

4 Ternary Classification Tests for Selected 326

MGT Detectors 327

4.1 Manual Annotation and Explanations 328

Following the outcomes from binary classification 329

experiments, we compiled a new dataset containing 330

texts from ChatGPT-4, ChatGPT-3.5, and human 331

authors. The dataset consists of 200 texts, with 50 332

from ChatGPT-4, 50 from ChatGPT-3.5, and 100 333

from human authors. Three co-authors of this pa- 334

per, who are all Computer Science undergraduate 335

students, annotated the 200 texts to categorize each 336

text into one of three groups: human, machine, and 337

undecided. They also provided explanation notes to 338

justify their annotation results. Each annotator first 339

independently annotated the 100 texts and also indi- 340

cated their level of confidence for each label. After 341

all the three annotators finished their work, we cal- 342

culated Fleiss’ kappa (Fleiss, 1971), which was 343

0.1377, indicating a low level of agreement among 344

the annotators. To address the disagreements, all 345

authors entered into a collaborative discussion on 346

the texts with different opinions, without revealing 347

the ground truth to the annotators, and the annota- 348

tors were asked to refine their annotations. After 349

the annotations were updated, we calculated Fleiss’ 350

kappa again, which increased to 0.9438, reflecting 351

a near-complete consensus among all annotators. 352

Any texts that remain to have no consensus were 353

labeled as “undecided”. The explanation notes of 354

the three annotators were merged and refined to be 355

more consistent after the first author discussed with 356

the three annotators and other co-authors. More 357

details of the dataset can be found in Table 3, which 358

shows that all human annotated MGTs and HGTs 359

are 100% correct according to the ground truth 360

labels. The high percentage of undecided texts 361

itself is indicative and already shows that the tra- 362

ditional binary classification approaches may be 363

problematic. More information about how the hu- 364

man annotators’ work is given in Appendix I. 365

The human annotation results revealed that, 366

although some automated MGT detectors have 367

achieved very good performance in predicting 368

ground truth labels, human annotators were clearly 369

not convinced by the cases falling into the “un- 370

decided” category. This can be partly explained 371
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Models Accuracy Machine as Positive Human as Positive Macro F1
Precision Recall F1 Precision Recall F1

GPTZero 97.28% 96.84% 97.87% 97.35% 97.75% 96.67% 97.21% 97.28%
Sapling 90.67% 84.96% 98.97% 91.43% 98.75% 82.29% 89.77% 90.60%

Binoculars 86.50% 78.74% 100.00% 88.11% 100.00% 73.00% 84.39% 86.25%
Fast-DetectGPT 73.50% 88.52% 54.00% 67.08% 66.91% 93.00% 77.82% 72.45%

MMD-MP 71.00% 93.75% 45.00% 60.81% 63.82% 97.00% 76.98% 68.90%
DEMASQ 65.50% 59.51% 97.00% 73.76% 91.89% 34.00% 49.64% 61.70%
DetectGPT 52.00% 75.00% 6.00% 11.11% 51.04% 98.00% 67.12% 39.12%

Table 2: Binary classification performance of different detectors on the dataset of ChatGPT4

ChatGPT-4 (D1) ChatGPT-3.5 (D2) LLaMA-13B (D3) Gemini Pro (D4)
0
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Figure 1: Comparison of detector performance across the four datasets produced by various LLMs, with MGTs as
positive samples. The x-axis represents different datasets, while different bars represent different detectors.

Human Annotation Total GT: Machine GT: Human

Machine 21 21 0
Human 85 0 85

Undecided 94 79 (84.04%) 15 (15.96%)

Table 3: Comparison between human annotations and
ground truth (GT) labels.

by what an ideal machine-based text generator is372

supposed to do – to produce texts that are HGTs.373

Although we may argue that SOTA LLM-based374

generators are still far from ideal, the human anno-375

tators clearly have seen many example MGTs that376

are sufficiently human-like so that there is no con-377

vincing way to label them as just MGTs or HGTs,378

so “undecided” would be a better class to describe379

them.380

4.2 Method381

Using the new dataset with ternary labels, we inves-382

tigated how the three top-performing binary MGT383

detectors performed in the context of the ternary384

classification task. We generated 3× 2 confusion385

matrices to observe how the three different types386

of texts, particularly those in the new “undecided”387

category, are classified by the MGT detectors.388

4.3 Results 389

The confusion matrices for the detectors GPTZero, 390

Sapling, and Binoculars, detailed in Fig. 2, reveal 391

that, while the detection accuracy is high for clearly 392

defined MGTs and HGTs (which was expected 393

based on the results of the binary classification 394

experiments reported in the previous section), chal- 395

lenges persist with the “undecided” texts. The most 396

interesting pattern is that all three detectors are 397

clearly biased on texts labeled as “undecided”: they 398

all have a clear tendency to classify such texts as 399

MGTs. This bias is largely aligned with the biased 400

percentage of MGTs in the “undecided” category 401

as shown in Table 3. Considering that human an- 402

notators considered such texts difficult to judge, 403

it is likely also difficult for the MGT detectors to 404

explain why they consider such texts generated by 405

either machines or humans. Another interesting 406

observation is that, both Sapling and Binoculars 407

have a much higher error rate for HGTs than for 408

MGTs labeled by our human annotators, imply- 409

ing HGTs may be generally harder to detect than 410

MGTs for most detectors. GPTZero does not seem 411

to suffer from this problem, but due to its closed- 412

source nature it is unclear how it achieved such a 413

performance. 414
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Figure 2: Confusion matrices showing how the three binary MGT detectors performed in a ternary classification
setting. For GPTZero and Sapling, some texts were considered too short so no classification results were given.

5 Explainability of Detectors415

The results in the previous section indicate the im-416

portance for binary MGT detectors to explain their417

results to human users, which is particularly im-418

portant for texts in the “undecided” category since419

human users may not agree on binary labels for420

such texts, not mentioning the results from an au-421

tomated MGT detector. In this section, we report422

our analysis of GPTZero, the only MGT detector423

with an explainability element out of the three we424

considered in the previous section, and also our425

analysis of explanation notes given by the three hu-426

man annotators who constructed the ternary dataset427

we used.428

5.1 Analysis of GPTZero’s Explainability429

Different from Sapling and Binoculars, which430

do not provide any explanation to their results,431

GPTZero offers the following six concrete met-432

rics to offer some level of explainability to their433

results: readability, percent SAT words, simplicity,434

perplexity, burstiness, and average sentence length.435

Other than giving values of the metrics, it does not436

clarify how they affect its decision-making process.437

Table 4 shows an example, comparing the six438

explainability metrics used by GPTZero and the439

explanation notes given by our human annotators.440

As can be seen, the metrics used by GPTZero has441

limited explanatory power because they are too ab-442

stract. For instance, all the six metrics are marked443

as “Medium”, which does not explain why the fi-444

nal judgment is AI. Instead, “Medium” may better445

fit into the “undecoded” category of our ternary446

classification framework, as what the human anno-447

tators stated in their more human-understandable448

explanation notes.449

A further empirical analysis was performed to450

study how the six explainability metrics claimed by451

GPTZero affect the final results. We constructed a 452

dataset using texts in the datasets we used in previ- 453

ous sections, and used the six metrics as the input 454

features and the GPTZero’s detection results as 455

the target class labels. We used an 80-20 training- 456

testing split and applied various traditional machine 457

learning models including logistic regression (Cox, 458

1958), SVC (Cortes and Vapnik, 1995), percep- 459

tron (Rosenblatt, 1958), and decision tree (Breiman 460

et al., 1984). The results showed that two metrics, 461

Readability and Perplexity, significantly affect the 462

GPTZero’s decision-making, while other metrics 463

played a minor role. Yet, the accuracy rates of all 464

models stayed below 80%, implying that GPTZero 465

uses other features and/or mechanisms to achieve 466

its much higher performance observed in Section 3. 467

For a comprehensive breakdown of these results, 468

refer to Appendix B. 469

5.2 Explanation Categories Provided by 470

Human Annotators 471

Our analysis of human annotators’ explanation 472

notes revealed eight primary categories, each de- 473

tailed in Appendix C. 474

Spelling errors. These involve inaccuracies in 475

word composition such as omissions, insertions, 476

substitutions, transpositions, and phonetic mistakes. 477

Human-written texts tend to include spelling errors 478

more frequently, whereas machine-generated texts 479

seldom display these errors. The difference may be 480

explained by the higher likelihood for human users 481

to misspell words especially in informal writing. 482

Grammatical errors. These include verb con- 483

jugation mistakes, subject-verb disagreements, 484

wrong usage of articles, and misuse or absence of 485

punctuation marks. Such errors are more prevalent 486

in HGTs, likely due to the same reason as spelling 487
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Source: ChatGPT-4
Text: Sweating itself does not directly cause colds. Colds are caused by viruses, not by being cold or sweating. However, if you
sweat and then get chilled, this might weaken your immune system temporarily, making you more susceptible to catching a cold
virus. Additionally, the belief that sweating leads to colds might stem from confusing the symptoms of a cold, which can include
sweating, with the cause of the cold.

GPTZero result: AI
GPTZero explanations: Readability: 72.3 (Medium) | Percent SAT: 1.7 (Medium) | Simplicity: 35.2 (Medium) | Perplexity:
45.3 (Medium) | Burstiness: 37.9 (Medium) | Average sentence length: 22.3 (Medium)

Human labels: undecided
Human explanations: The text is free from grammatical and spelling errors. This passage elucidates the relationship between
sweating and colds, maintaining an objective and rigorous tone. It encompasses both common knowledge and scientific principles.
The structure of the text is clear, with adverbial usage enhancing the clarity and fluency of the sentences. The text avoids
unnecessary repetition, making it readily comprehensible. Therefore, it should be categorized as “undecided.”

Table 4: Comparison between abstract scores from GPTZero and human-readable explanations

errors. On the other hand, it is more sensible that488

LLMs follow linguistic rules more rigorously, even489

for informal writing.490

Perplexity. This metric evaluates how well a491

model predicts a text. Higher perplexity indicates492

more unpredictability and diversity, common in493

HGTs due to natural creativity. MGTs, on the other494

hand, tend to adhere to predictable patterns, result-495

ing in lower perplexity.496

Logical errors. These occur when there are flaws497

in reasoning or the logical flow of the text. HGTs498

might contain occasional logical errors due to ty-499

pographical oversights, while MGTs can exhibit500

more obvious and harder-to-explain logical incon-501

sistencies due to limitations in processing complex502

logical relationships.503

Unnecessary repetition. This refers to the ex-504

cessive repetition of words or phrases without a505

clear purpose. MGTs often repeat content due to506

the constraints of their generation models, whereas507

humans use repetition strategically to emphasize508

points and maintain a coherent narrative flow.509

Readability. This evaluates text clarity based on510

factors like sentence length and word complexity.511

HGTs usually score higher for readability because512

human writers tend to use simpler language and513

more straightforward sentence structures. MGTs514

may incorporate more complex vocabulary and sen-515

tence structures, often lowering their readability516

scores.517

Text structure. This pertains to how texts orga-518

nize content using elements like adverbs, preposi-519

tions, and bullet points. MGTs tend to use these520

structural elements more frequently, while HGTs521

often exhibit a more natural flow with less reliance 522

on rigid structuring. 523

Bias. This indicates the presence of prejudicial 524

or favoring tendencies in a text. HGTs are more 525

likely to reflect personal or societal biases, while 526

MGTs generally show fewer biases, though they 527

can still mirror biases present in their training data. 528

These categories helped our human annotators to 529

be more certain on some HGTs and MGTs. How- 530

ever, texts lacking definitive features were catego- 531

rized as “undecided” based on the absence of clear 532

human or machine indicators. 533

6 Further Discussions 534

6.1 Justification for Ternary Classification 535

The introduction of the “undecided” category has 536

sparked a considerable debate concerning its valid- 537

ity. For instance, a text in Table 4 was categorized 538

as “undecided” by our human annotators, whereas 539

detection tools like GPTZero, Sapling, and Binoc- 540

ulars identified it as MGT – a classification that 541

is technically correct. However, according to our 542

human annotators, these texts were aptly placed in 543

the “undecided” category, arguing that there was 544

no definitive reason to label them strictly as MGTs, 545

suggesting instances where LLMs might merely be 546

mimicking human-like output. More examples of 547

this kind can be found in Appendix G. 548

Upon reviewing the explanation notes provided 549

by our human annotators, we observed that charac- 550

teristics of MGTs and HGTs often overlap across 551

several categories. This overlap creates a gray area 552

in determining the origin of the text, as the bound- 553

aries between MGT and HGT are not always clear- 554

cut. Moreover, since MGTs are trained on and 555

derive from HGTs, they can produce texts that are 556

indistinguishable from human writings. 557
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Although it is apparent that human annotators558

struggled with accurately distinguishing the “unde-559

cided” category from the other two, this ambiguity560

also underscores the complexity of text generation561

origins. Despite these challenges, the ternary clas-562

sification provides a framework that can guide fur-563

ther refinement in identifying and differentiating564

these text categories. Future efforts should focus565

on establishing more precise criteria to discern the566

unique characteristics and distinctions among these567

three labels.568

6.2 Explainability of Detectors569

In our recent experiments, human annotators cate-570

gorized texts into three groups and provided expla-571

nation notes for their classifications. The types of572

explanation notes identified align with findings in573

past research, highlighting key factors like errors,574

perplexity, repetition, and readability as crucial575

in distinguishing between MGTs and HGTs. For576

instance, studies such as those by Mindner et al.577

(2023) and Muñoz-Ortiz et al. (2023) have doc-578

umented similar observations regarding language579

usage differences between MGTs and HGTs.580

Human annotators’ explanation notes are pre-581

dominantly qualitative, yet quantitative measures582

can also be applied, particularly for aspects like583

spelling and grammatical errors, perplexity, and584

readability. For instance, tools such as Grammarly585

can assist in evaluating spelling and grammatical586

errors, while NLP tools can be used to calculate587

text perplexity. Readability can be assessed us-588

ing existing formalas such as the Flesch Read-589

ing Ease (Flesch, 1948) and Flesch-Kincaid Grade590

Level (Kincaid et al., 1975). Our experiments591

demonstrate a gradual decline in readability and592

perplexity scores from texts in the “human” cate-593

gory to the “undecided” category, and finally to the594

“machine” category. More detailed experimental595

results can be found in Appendix H.596

Despite the robustness of human explanations,597

which are grounded in common sense and sup-598

ported by the literature, discrepancies still exist.599

For example, Hans et al. (2024) introduced the600

“capybara problem”, where both prompts and re-601

sponses with high perplexity can lead to misjudg-602

ments about text origin, both by humans and auto-603

mated detectors, particularly when prompt details604

are unknown. Addressing the “capybara problem”605

involves creating prompts that encourage LLMs to606

produce features typical of HGTs, as detailed by607

our annotators. Effective strategies for this are out-608

lined in Appendix D. Moreover, advancements in 609

LLMs like the reduction of unnecessary repetition 610

from ChatGPT-3.5 to ChatGPT-4 demonstrate on- 611

going improvements, as discussed in Appendix E. 612

Currently, detector explainability is very limited, 613

and there are instances where provided explana- 614

tions do not accurately reflect the underlying rea- 615

soning of decisions. Future research should aim 616

to enhance the credibility and transparency of de- 617

tectors by incorporating explainability modules or 618

integrating explainable AI (XAI) components into 619

existing and future MGT detectors. 620

Future studies should also focus on a better un- 621

derstanding of the nuances between HGTs and 622

MGTs, possibly through user studies that assess 623

perception and comprehension. Technologically, 624

efforts could be directed towards improving the 625

user interfaces of MGT detectors to provide more 626

user-friendly explanations, potentially in an inter- 627

active, personalized and contextualized manner. 628

For example, models could indicate whether sen- 629

tences are derived from what training data or newly 630

generated, potentially using a confidence scale to 631

differentiate between entirely new creations and 632

slight modifications of existing data. Such trans- 633

parency could greatly enhance the explainability of 634

AI-generated content. 635

7 Conclusion 636

This paper explores the effectiveness and chal- 637

lenges associated with current text detection sys- 638

tems. We initially set up a binary classification 639

experiment to identify the top-performing detec- 640

tors and LLMs that excel in resisting such top- 641

performing detectors. The study was then extended 642

to include a ternary classification framework involv- 643

ing datasets from ChatGPT-4, ChatGPT-3.5, and 644

human sources, where human annotators assessed 645

and explained their classification decisions. The 646

results affirm the relevance of our ternary classifi- 647

cation approach, particularly as LLMs continue to 648

advance and produce increasingly human-like texts, 649

making traditional binary classification approaches 650

less meaningful. Our analysis indicates that while 651

current detectors are lacking in explainability, the 652

insights provided by human annotators are valu- 653

able for guiding future researcher on MGT detec- 654

tion. These outcomes lead us to recommend en- 655

hancements for future detection systems and their 656

explanatory components. 657
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Limitations658

This study is subject to several limitations. First,659

the relatively small sample size restricts us to a660

primarily qualitative analysis. Second, while the661

human-produced explanations from our study con-662

tribute valuable perspectives, they predominantly663

serve as recommendations and pointers for further664

research on improving detection systems. Lastly,665

given the ongoing advancements in LLM technol-666

ogy, new research opportunities and directions are667

likely to emerge, necessitating continual updates668

and revisions to our approach.669

Ethic Statements670

All experiments were conducted using publicly671

available LLMs and datasets. For the datasets we672

constructed for the work, no any personal or pri-673

vate information is included. All the three human674

annotators are co-authors, so an research ethics re-675

view was not considered necessary. More details676

on how we used the human annotators can be found677

in Appendix I.678
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Models Accuracy Machine as Positive Human as Positive Macro F1
Precision Recall F1 Precision Recall F1

GPTZero 97.25% 96.77% 97.83% 97.30% 97.75% 96.67% 97.21% 97.25%
Sapling 90.62% 84.82% 98.96% 91.35% 98.75% 82.29% 89.77% 90.56%
Binoculars 83.00% 77.50% 93.00% 84.55% 91.25% 73.00% 81.11% 82.83%
FAST-DETECTGPT 76.00% 89.39% 59.00% 71.08% 69.40% 93.00% 79.49% 75.29%
MMD-MP 73.00% 96.00% 48.00% 64.00% 65.33% 98.00% 78.40% 71.20%
DEMASQ 66.00% 59.76% 98.00% 74.24% 94.44% 34.00% 50.00% 62.12%
DetectGPT 56.00% 87.50% 14.00% 24.14% 53.26% 98.00% 69.01% 46.58%

Table 5: Binary classification performance of different detectors on the dataset of ChatGPT-3.5

Models Accuracy Machine as Positive Human as Positive Macro F1
Precision Recall F1 Precision Recall F1

GPTZero 92.43% 96.55% 88.42% 92.31% 88.78% 96.67% 92.55% 92.43%
Sapling 90.26% 85.22% 98.00% 91.16% 97.50% 82.11% 89.14% 90.15%
Binoculars 85.94% 77.31% 100.00% 87.20% 100.00% 73.00% 84.39% 85.80%
FAST-DETECTGPT 87.00% 92.05% 81.00% 86.17% 83.04% 93.00% 87.74% 86.95%
MMD-MP 82.00% 95.71% 67.00% 78.82% 74.62% 97.00% 84.35% 81.59%
DEMASQ 64.00% 58.75% 94.00% 72.31% 85.00% 34.00% 48.57% 60.44%
DetectGPT 65.00% 91.67% 33.00% 48.53% 59.15% 97.00% 73.48% 61.01%

Table 6: Binary classification performance of different detectors on the dataset of LLaMA-13B

values, we created a new dataset to analyze the862

explainability provided by GPTZero. The ground863

truth is based on GPTZero’s evaluation results. We864

partitioned the dataset into training and test sets865

with an 8:2 ratio. We trained four classifiers: Lo-866

gistic Regression, SVC, Perceptron, and Decision867

Tree. The weights and accuracy of the different fea-868

tures obtained from these classifiers are presented869

in Table 8. From the weights, it is evident that870

the two most effective metrics in GPTZero’s ex-871

plainability are perplexity and readability scores.872

The remaining metrics contribute minimally to the873

final results. Additionally, the trained classifier874

exhibits relatively low accuracy, suggesting that875

GPTZero employs more complex calculations or876

utilizes additional sophisticated features that are877

not disclosed.878

C Examples of Different Types of879

Explanations Given by Human880

Annotators881

Regarding the different types of explanations pro-882

vided by human annotators, here are some typical883

examples and analyses. These examples and anal-884

yses confirm the validity and rationality of these885

explanations.886

Spelling errors. In the text in Table 9, the word887

“pisss” contains a spelling error and should be888

spelled as “piss.” This mistake appears to be a889

typographical error, likely caused by an inadver- 890

tent extra keystroke by a human, thus resembling 891

HGT. 892

Grammatical errors. The text in Table 10 con- 893

tains several types of grammatical errors. First, 894

there are capitalization mistakes, as “i” should be 895

capitalized in various instances (“I agree with you”, 896

“I mean unless”, “I think” and “Maybe I’m”). There 897

are also spelling errors: “Eienstien” should be cor- 898

rected to “Einstein” and “yhat’s” should be “that’s.” 899

Punctuation and spacing need attention too, partic- 900

ularly missing spaces after commas and incorrect 901

use of quotation marks around “homo smarticus.” 902

Lastly, the phrase “much more easier” incorrectly 903

uses a double comparative and should be simplified 904

to “much easier.” 905

Perplexity. The text in Table 11 highlights the 906

complexity of our minds, which are not monolithic 907

but composed of multiple processes. While one 908

part may be daydreaming about a giant cheese- 909

burger, another part worries about being fat. This 910

constant shift in awareness and attention illustrates 911

high perplexity. 912

Logical errors. The text in Table 12 contains 913

logical errors primarily in its misrepresentation of 914

the relationship between processing costs and pric- 915

ing: it suggests that white rice is cheaper because 916

it undergoes more processing, but in reality, more 917

processing generally increases production costs. 918
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Models Accuracy Machine as Positive Human as Positive Macro F1
Precision Recall F1 Precision Recall F1

GPTZero 96.77% 96.88% 96.88% 96.88% 96.67% 96.67% 96.67% 96.77%
Sapling 87.30% 85.19% 92.00% 88.46% 90.12% 82.02% 85.88% 87.17%
Binoculars 83.85% 78.99% 94.00% 85.84% 91.78% 72.83% 81.21% 83.53%
FAST-DETECTGPT 92.50% 92.93% 92.00% 92.46% 92.08% 93.00% 92.54% 92.50%
MMD-MP 87.50% 96.30% 78.00% 86.19% 81.51% 97.00% 88.58% 87.39%
DEMASQ 63.50% 58.49% 93.00% 71.81% 82.93% 34.00% 48.23% 60.02%
DetectGPT 66.50% 92.31% 36.00% 51.80% 60.25% 97.00% 74.33% 63.06%

Table 7: Binary classification performance of different detectors on the dataset of Gemini Pro

Classifier Feature Importances Accuracy (%)

Readability PSAT Simplicity Perplexity Burstiness ASL

LR 3.094 -0.857 1.821 -2.517 0.036 0.713 75.76
SVC 2.637 -0.671 2.677 -2.189 0.051 0.654 77.27

Perceptron 4.109 -0.991 8.148 -4.437 0.417 1.039 78.79
Decision Tree 0.289 0.016 0.199 0.205 0.183 0.109 75.76

Table 8: Weights and accuracy of different classifiers using GPTZero’s six explainability metrics as features. LR
stands for Logistic Regression. PSAT stands for Percent SAT. ASL stands for Average Sentence Length.

Additionally, the comparison of the costs between919

white rice and brown rice in the analogy contra-920

dicts market trends, as brown rice is usually more921

expensive due to its higher nutritional content, not922

cheaper.923

Unnecessary repetition. The text in Table 13 re-924

peatedly uses concepts like “persistence”, “effort”,925

and “success” excessively. It employs synonyms926

and phrases such as “keep persevering”, “continu-927

ous effort”, and “repeatedly put in effort”, which928

redundantly stress the idea that ongoing effort leads929

to success. This overuse of the same concept could930

weaken the impact of the message by not providing931

new information or perspectives.932

Readability. This text in Table 14 exhibits high933

readability due to its conversational tone, use of934

simple language, and relatable content. It effec-935

tively communicates the speaker’s opinion and per-936

sonal experience with a movie featuring Keanu937

Reeves. The informal language, straightforward938

sentence structure, and personal touch make the939

message easy to understand and engaging. The940

text also includes an emotional appeal and humor,941

which further enhance its readability.942

Text structure. This text in Table 15 is a well-943

structured overview of deepfake technology, clearly944

divided into sections that define the technology and945

outline its potential harms. Each harm is catego-946

rized under a descriptive subheading, making the947

content easy to follow. This response was gener-948

ated by an AI. 949

Bias. The text in Table 16 discusses confirmation 950

bias, where individuals tend to notice and remem- 951

ber information that supports their beliefs and over- 952

look contradicting information. The last sentence, 953

suggesting that someone might just want to engage 954

romantically, uses a casual and potentially flippant 955

tone, which might be seen as inappropriate in more 956

formal or sensitive contexts. This doesn’t necessar- 957

ily show bias against a specific group but indicates 958

a casual style of expression. 959

D Counterexamples to Explanations 960

Provided by Human Annotators 961

Due to the overlapping feature distributions of texts 962

generated by humans and AI, and the increasingly 963

blurred boundaries resulting from the rapid devel- 964

opment of LLMs, the explanations given by human 965

annotators are based on their understanding of past 966

MGTs and HGTs, which may lead to situations 967

where they cannot accurately explain the origins 968

of text generation. This appendix provides exam- 969

ples and analyses that highlight the limitations of 970

human-produced explanations and presents corre- 971

sponding counterexamples. 972

Spelling errors. In the text in Table 17, “cok- 973

ing” and “reeding” are spelling errors; the correct 974

spelling should be “cooking” and “reading”. Al- 975

though the sentence contains spelling errors, it is 976

machine-generated. 977
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Text: Listen to be honest with you it’s not always ok to act happy. You need to get things off your chest once in a while. Mankind
was not made to be able to sustain happiness. So, I suggest finding a way to relieve your anger, stress, slowly and not bottle it up.
Tell someone when they pisss you off, don’t just let it pass and smile.

Table 9: An example of human annotators utilizing spelling errors in the interpretation of textual sources. This text
is actually generated by human, and human annotators’ label is “human”.

Text: i agree with you.since the modern man would be aware of the root of various sciences, it would be much more easier &
quicker for them to find things like light & all that.but i’m not sure about the homo smarticus"" .i mean unless some more people
like Eienstien & Newton are born ,i think we’ll be in the same level as of right now.but hey,yhat’s just my opinion!maybe i’m so
totally wrong.Cheers!""

Table 10: An example of human annotators utilizing grammatical errors in the interpretation of textual sources. This
text is actually generated by human, and human annotators’ label is “human”.

Grammatical errors. In the text in Table 18,978

there are several common English grammatical er-979

rors including verb conjugational mistakes (e.g.,980

“lives” instead of “live” and “goes” instead of “go”),981

subject-verb agreement issues (“we likes” should982

be “we like”), and some awkward phrasing (“I very983

love my family” should be “I love my family very984

much”). Although the text contains grammatical985

errors, it is machine-generated.986

Perplexity. The text in Table 19 is highly per-987

plexing due to its use of complex vocabulary like988

“quantum foam” and “entanglement”, intricate sen-989

tence structures, and abstract concepts that blend990

physics and metaphysics. This complexity de-991

mands a higher level of understanding and famil-992

iarity with advanced scientific theories, thereby993

increasing the text’s perplexity. Although high-994

perplexity texts are more associated with HGTs,995

this text is machine-generated.996

Logical errors. In the text in Table 20, it is men-997

tioned that alcohol weakens your inhibitory control,998

such as restraining impulses to spend excessive999

money or speaking loudly, which are typically re-1000

strained. Yet, it also suggests “be more friendly”,1001

contradicting both the context and common knowl-1002

edge, thus indicating a deep-seated logical fallacy.1003

Nevertheless, this text was indeed generated by a1004

human writer.1005

Unnecessary repetition. The text in Table 211006

contains repetition in the final sentence, "The result1007

is often a flood, where water levels rise quickly and1008

cause significant damage." This restates the con-1009

cept already explained earlier, that floods happen1010

when water accumulates faster than it can disperse,1011

leading to significant consequences.1012

Readability. The readability of the text in Ta- 1013

ble 22 is high because it uses short, simple sen- 1014

tences that are easy to understand. The words cho- 1015

sen have few syllables, making them straightfor- 1016

ward for readers of all levels, including beginners 1017

or those learning English as a second language. 1018

However, it’s important to note that this text was 1019

generated by a machine, designed to specifically 1020

use simple language and clear constructions to en- 1021

sure it is accessible and easy to follow. 1022

Text structure. The text in Table 23 lacks co- 1023

herence and clear transitions. It jumps between 1024

examples (music app and self-driving cars) without 1025

smooth connections and mixes explanations with 1026

examples, making it harder to follow. The men- 1027

tion of data biases and fairness feels abrupt and 1028

disconnected from the previous points. 1029

Bias. The text in Table 24 offers a satirical por- 1030

trayal of a region’s sanitary conditions. Replacing 1031

this generic reference with the name of any specific 1032

region would amount to discrimination against that 1033

region. Nonetheless, it is important to note that this 1034

biased commentary was generated by a machine. 1035

E Addressing Issues in ChatGPT-3.5: 1036

Improvements in ChatGPT-4 1037

ChatGPT-3.5 still exhibits some inherent machine 1038

limitations, such as potential logical errors and un- 1039

necessary repetitions. However, these issues have 1040

been effectively addressed in ChatGPT-4 to some 1041

extent. When given with the same prompt, the prob- 1042

lems evident in the text generated by ChatGPT-3.5 1043

have been perfectly resolved in ChatGPT-4. 1044

Logical errors. The text in Table 12 was gener- 1045

ated by ChatGPT-3.5, and the aforementioned anal- 1046

ysis has identified the presence of several logical 1047
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Text: Because our minds are n’t some solid monolithic thing but a collection of processes . While you ’re aware of one , occupied
with daydreaming about a giant cheeseburger , another part is churning away on another subject like worrying about being fat .
Awareness and attention change constantly .

Table 11: An example of human annotators utilizing perplexity in the interpretation of textual sources. This text is
actually generated by human, and human annotators’ label is “human”.

Text: "Alright, imagine rice grains are like little houses, and they have a protective outer layer called the ""husk."" Brown rice is
like a house that still has its outer walls (the husk), while white rice is like a house where the outer walls have been taken off.
Now, to make white rice, you have to remove that outer layer (husk) and a few more layers inside to get to the soft part we like to
eat. It’s like taking off the protective walls of the house to get to the cozy inside.
The reason white rice is often cheaper is because it goes through a bit more processing to remove those outer layers, but this
process also makes it last longer and gives it a softer texture. Brown rice is less processed, so it keeps more of its natural
goodness, but it’s also a bit tougher and has a shorter shelf life.
Think of it like this: when you buy a ready-made toy, it might be more expensive because someone worked on it more. But if
you buy the pieces to build your own toy, it could be cheaper even though you’re doing a bit more work yourself. The same goes
for rice – white rice is like the ready-made toy, and brown rice is like the pieces you put together at home."

Table 12: An example of human annotators utilizing logical errors in the interpretation of textual sources. This text
is actually generated by machine, and human annotators’ label is “machine”.

errors. For the same prompt, the text in Table 25 ob-1048

tained from ChatGPT-4 show a complete absence1049

of logical errors.1050

Unnecessary repetition. The text in Table 131051

was generated by ChatGPT-3.5. The analysis has1052

identified some unnecessary repetitions within it.1053

For the same prompt, the text in Table 26 generated1054

by ChatGPT-4 shows no unnecessary repetition,1055

exhibiting clear structure and precise expression.1056

F Examples of Changed Judgments in1057

GPTZero Evaluations1058

Regarding the test results of GPTZero versions1059

from December 1, 2023, and May 1, 2024, the1060

judgment outcomes for the two texts have changed.1061

Both texts were machine-generated but were la-1062

beled as “undecided” by our human coders. Ini-1063

tially, GPTZero classified these texts as “human”,1064

but in the updated version, the classification has1065

changed to “AI”.1066

The feature values of the two texts in Tables 271067

and 28 remained completely consistent across both1068

tests. However, the evaluation results were entirely1069

opposite. This indicates that GPTZero operates1070

with a more complex mechanism, and the explana-1071

tions provided may not be highly interpretable.1072

G Examples of “Undecided” and Human1073

Annotators’ Explanations1074

Due to space limitations in the main text, we pro-1075

vide additional examples here to illustrate texts1076

categorized as “undecided” along with the explana-1077

tion notes given by human annotators. Additional 1078

examples are provided in Table 29 and Table 30. 1079

H Quantitative Representation of 1080

Explanations from Human Annotators 1081

We quantified the perplexity and readability of ex- 1082

planations provided by human coders. Text perplex- 1083

ity was computed using scripts from the Natural 1084

Language Toolkit (NLTK) with the GPT-2 model, 1085

while readability was measured using the Flesch 1086

Reading Ease and Flesch-Kincaid Grade Level for- 1087

mulas. 1088

Table 31 presents the average values of these 1089

measures for texts in each category. It is evident 1090

that texts classified as “AI” by human coders ex- 1091

hibit lower perplexity and lower readability scores. 1092

Specifically, a higher Flesch-Kincaid Grade Level 1093

value indicates a higher required English profi- 1094

ciency level, which corresponds to a lower read- 1095

ability score. Texts classified as “undecided” fall 1096

between the “human” and “AI” categories. Thus, 1097

our annotations by human coders are validated. 1098

I More Details about Human Annotators’ 1099

Work 1100

The three human annotators we used are all co- 1101

authors of the work. We did not recruit any other 1102

human participants for the annotation task because 1103

the construction of the ternary dataset required two 1104

rounds of iterations, including a second round of 1105

discussions among all authors to help the three an- 1106

notators to reach a consensus. We considered such 1107

an approach more appropriate for our study than 1108
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Text: Success, many say, is the result of perseverance. Indeed, perseverance, or the act of persisting in an effort, is essential
to success. One must keep persevering, keep persisting, and keep pushing forward. This persistence, this continuous effort, is
what truly defines the pathway to success. Repeated actions, consistent efforts, and ongoing endeavors are crucial. To succeed,
one must continuously and repeatedly put in effort, demonstrating persistence again and again. This idea of repeating the same
persistent effort is not just a minor detail—it’s central, it’s critical, and it’s absolutely fundamental to achieving success. Through
persistent effort, persistent dedication, and persistent work, success becomes achievable. Thus, the secret to success lies heavily
in the repetitive, persistent pursuit of one’s goals.

Table 13: An example of human annotators utilizing unnecessary repetition in the interpretation of textual sources.
This text is actually generated by machine, and human annotators’ label is “machine”.

Text: "Umm YES..it has Keanu Reeves in it..he’s an awesome actor. And its a very romantic and sad movie. If you like tear
jerkers you’ll love it..I only watched it cus I am a fan of Keanu Reeves and It was better then I thought...I hope you get to watch
it soon.
Hey I should get the points for being the only guy with the balls to say I like this movie."

Table 14: An example of human annotators utilizing readability score in the interpretation of textual sources. This
text is actually generated by human, and human annotators’ label is “human”.

using recruited human participants. Since some co-1109

authors conducted the annotation work involving1110

human participants, the work did not need to go1111

through our relevant institution’s research ethics1112

review process. We did not financially compensate1113

the time of any of the annotators since their work1114

is part of their technical contribution to the work.1115

To ensure that we did not introduce any bias1116

into the annotation results, the three annotators1117

did their work independently first and then met to1118

resolve disagreements. For the independent anno-1119

tation step, we provided the annotators with the1120

unlabeled dataset along with the detailed instruc-1121

tions outlined in Table 32. For the later discussion1122

phase, the first author of this paper was the facili-1123

tator, and he also discussed with other co-authors1124

on some borderline cases to help inform his facili-1125

tation work with the three annotators.1126
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Text: "Deepfake Technology Overview: Definition: Deepfake technology uses artificial intelligence to create highly realistic
fake videos or audio recordings, often replacing the likeness or voice of a person with someone else’s.
Harms of Deepfake Technology: Misinformation:** Deepfakes can be used to spread false information, leading to confusion and
public distrust. Political Manipulation:** Deepfakes can be employed to create fabricated content that manipulates political
narratives and influences elections. Privacy Concerns:** Individuals can become victims of malicious deepfakes, compromising
personal and professional reputations. Security Risks:** Deepfakes pose a threat to national security by potentially creating fake
videos of public figures or officials, causing panic or diplomatic tensions. Erosion of Trust:** The widespread use of deepfakes
can erode trust in media and make it challenging to distinguish between real and fake content."

Table 15: An example of human annotators utilizing text structure in the interpretation of textual sources. This text
is actually generated by machine, and human annotators’ label is “machine”.

Text: Confirmation bias. Since it’s now on your mind, every time it happens to you it starts building up as an idea in your head
and you think it’s always happening. Your memory starts to ignore all the times it doesn’t happen and only focuses on the times
it does. Think about how many people you look at every day, and how many times they actually happen to be looking at you.
That, or they just want to bone you.

Table 16: An example of human annotators utilizing bias in the interpretation of textual sources. This text is actually
generated by human, and human annotators’ label is “human”.

Prompt: Please generate a text in which an English beginner describes his hobbies. It should exhibit some spelling errors
throughout the text.

AI-generated text: Hello! My name is Tom. I really enjoy coking and reeding. I like to make food from my country because it’s
tasty. My best dish is fried rice. Also, I love to read books, especially about history and science. I read every night to improve
my English. Sorry for the mistakes in my writing. Thank you!

Table 17: An example text generated by ChatGPT-4 containing spelling errors

Prompt: Please generate a text in which an English beginner describes his family. It should exhibit some grammatical errors
throughout the text.

AI-generated text: Hello! My name is Li Wei. I lives in a small family. My father he is a teacher and my mother works in a
hospital. I goes to school every day. I liking to read books and playing games after school. My sister, she young and goes to
kindergarten. In the weekend, we likes to go to the park. Sometimes, my father take us to eat out. I very love my family and I
happy to share about them.

Table 18: An examples text generated by ChatGPT-4 containing grammatical errors

Prompt: Please generate a text segment characterized by a relatively high level of perplexity.

AI-generated text: In the penumbra of the quantum foam, time and space convolute into a symphony of probabilities, where
each note resonates with the ephemeral dance of quarks and leptons. Here, amidst the cacophony of cosmic strings vibrating
through the multiverse, the observer stands, a solitary witness to the entanglement of dimensions that both exist and do not exist
simultaneously. This liminal space, fraught with the enigmatic whispers of the universe’s nascent murmurs, defies the pedestrian
laws of physics, inviting a chorus of theoretical conundrums that ripple through the substrates of reality, challenging the very
fabric of existential comprehension.

Table 19: An examples text generated by ChatGPT-4 demonstrating a high level of perplexity

Human-generated text: This is definitely not universal. But alcohol hampers your inhibition. Your urge to moderate yourself is
lessened, so you are more likely to spend more money, talk louder, be more friendly, etc. This happens because many of your
personal traits are really a tug of war between two or more traits. You want to be social, but you also are shy, but you are also
lonely, but you are also etc etc etc. This tug of war is toppled over by the restraining forces when you drink.

Table 20: An examples text generated by a human writer containing logical errors

Human-generated text: Floods typically happen when there’s more water than what the drainage (natural or man-made) can
handle. Man-made being dykes or slopes to direct water, or sewer systems, natural being mostly the permeability of the rock
(how fast the water can squeeze between the rocks) or natural slopes. Water does naturally want to be level, but also wants to
move to low points, so if it rains a lot, the water all collects at a low point and disperses like you think, but disperses slower than
it accumulates, which is why it happens only during very heavy rainfall or snowmelt. The other case is a reservoir, like a dam
breaking and releasing a large amount of water. The result is often a flood, where water levels rise quickly and cause significant
damage.

Table 21: An example text generated by a human writer containing unnecessary repetitions

16



Prompt: Can you generate a text with short words and low amount of syllables about food?

AI-generated text: Food is fun. We eat to live. We can munch on nuts, sip soup, or bite a big, red apple. We can mix eggs, milk,
and flour to make a cake. A good meal can fill us up and make us feel glad. Some food is hot, some is cold. We eat with a fork, a
spoon, or our hands. Every day, we pick what we want to eat. Food is good for all.

Table 22: An example text generated by ChatGPT-4 with a high readability score

Prompt: Please generate a text segment on the topic of machine learning. The text structure should be informal, with minimal
use of transitional phrases.

AI-generated text: Machine learning is all about teaching computers to learn from data. Imagine a music app that gets better at
recommending songs the more you use it. That’s machine learning in action. It looks at what you’ve listened to and suggests new
tunes.
These systems keep getting smarter with more data. Self-driving cars, for example, start with basic road rules and improve with
every drive. But there’s a catch. If the data has biases, the computer might make unfair decisions. That’s why developers need to
keep an eye on the data and tweak things to stay fair.

Table 23: An example text generated by ChatGPT-4 containing a poor text structure.

Prompt: Please generate a passage using exaggerated language to describe a region’s poor sanitary conditions, to the extent that
even wildlife cannot survive.

AI-generated text: In this region, the sanitary conditions are so deplorable that even wildlife struggles to survive. The rampant
pollution and accumulation of waste have created an environment that is inhospitable to both humans and animals. The air is
thick with noxious fumes, and the waterways are choked with contaminants, leaving no safe refuge for any living creature. The
degradation of the environment has reached such an extreme that even the hardiest of species find it impossible to endure the
harsh conditions.

Table 24: An example text generated by ChatGPT-4 displaying bias

Prompt: Why is white rice cheaper than brown rice ? I don’t understand why white rice is cheaper than brown rice . Isn’t there
more work involved in making white rice ? AND more demand for it ? Please explain like I’m five.

AI-generated text: Sure! Imagine you have two types of toys, a plain toy and a painted toy. The plain toy is like brown rice, and
the painted toy is like white rice.
When rice is harvested, it starts as brown rice, which has a layer of bran and germ. To make white rice, you need to remove this
outer layer, which takes a bit more work, like painting a toy. So yes, it involves more processing.
But here’s the trick: lots of people prefer the painted toy (white rice) because they think it looks nicer and tastes better. Because
so many people want the painted toy, toy makers (rice producers) make a lot of them, and when you make a lot of something,
you can often do it more cheaply. Also, the bran and germ from brown rice can be sold for other uses, adding extra value.
So, even though it takes more work to make white rice, the high demand and the ability to sell the parts that are removed help
keep the price lower than you might expect.

Table 25: An example text generated by ChatGPT-4 that addresses logical errors present in ChatGPT-3.5.

Prompt: Please generate a short discussion on the relationship between success and effort.

AI-generated text: Effort and success are closely related, with sustained effort often leading to incremental improvements,
skill development, and resilience, which collectively contribute to achieving success. However, success is also influenced by
opportunity, talent, and luck. Access to resources and opportunities, natural ability, and chance events all play significant roles.
The synergy between effort and these factors creates a powerful combination, where being prepared through consistent effort
enables individuals to seize opportunities and amplify their inherent talents, leading to greater success.

Table 26: An example text generated by ChatGPT-4 that addresses unnecessary repetitions present in ChatGPT-3.5.

Source: ChatGPT-4
Text: Sweating itself does not directly cause colds. Colds are caused by viruses, not by being cold or sweating. However, if you
sweat and then get chilled, this might weaken your immune system temporarily, making you more susceptible to catching a cold
virus. Additionally, the belief that sweating leads to colds might stem from confusing the symptoms of a cold, which can include
sweating, with the cause of the cold.

GPTZero result: AI
GPTZero explanations: Readability: 61.8(Medium) Percent SAT: 2.5(Medium) Simplicity: 40.0(Medium) Perplexity:
34.4(Medium) Burstiness: 36.0(Medium) Average sentence length: 17.3(Medium)

Table 27: Comparison between abstract scores from GPTZero and human-readable explanations
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Source: ChatGPT-4
Text: "Imagine sending a toy camera tied to a super long string into a deep, dark well (like a black hole). If you try to pull it
back, the string would probably break because the well is so strong it can even pull light inside and not let it escape! So, the
camera wouldn’t come back.
Also, the camera would stop working as it gets closer to the black hole because the black hole’s super-strong pull (gravity) would
break it. Even if the camera somehow kept working and came back, the pictures or videos it took would be all strange and
stretched, not like anything we see around us. This is because black holes bend light and time in weird ways.
Right now, this idea is more like a fun science fiction story because we don’t have the technology to do it, and black holes are
really, really far away from us."

GPTZero result: AI
GPTZero explanations: Readability: 72.3(High) Percent SAT: 1.7(Medium) Simplicity: 35.2(low) Perplexity: 45.3(Medium)
Burstiness: 37.9(Medium) Average sentence length: 22.3(Medium)

Table 28: Comparison between abstract scores from GPTZero and human-readable explanations

Text: Listen, I’ve been in your shoes before, and the best advice I can give you is to embrace change. Life is unpredictable, and
sometimes we get comfortable in our routines, but growth happens when we step out of our comfort zones. Don’t be afraid
to take on new challenges, explore different opportunities, and learn from every experience, even if it seems daunting at first.
Remember, the magic happens outside your comfort zone. So, be open to change, embrace the unknown, and trust in your ability
to adapt. You’ll be amazed at the personal and professional development that follows.

Human explanations: The text is free from grammatical and spelling errors. It earnestly encourages others to step out of
their comfort zones, with a tone that is sincere and language that is clear and fluent. As the expressions pertain to everyday
discourse, the use of conjunctions is seamless, and the structure aligns with typical conversational patterns. Consistency in style
is maintained throughout, without any unnecessary repetitions. Therefore, the text should be categorized as “undecided.”

Table 29: Examples of third-category texts and human annotators’ explanations

Text: To conclude, we empirically show that a significant number of later layers of CNNs are robust to the absence of the spatial
information, which is commonly assumed to be important for object recognition tasks. Modern CNNs are able to tolerate the
loss of spatial information from the last 30% of layers at around 1% accuracy drop; and the test accuracy only decreases by less
than 7% when spatial information is removed from the last half of layers on CIFAR100 and Small-ImageNet-32x32. Though
depth of the network is essential for good performance, the later layers do not necessarily have to be convolutions.

Human explanations: This passage contains no grammatical or spelling errors. It is a summary related to CNN (Convolutional
Neural Networks), presented in a scientific and rigorous manner. The data is thoroughly and comprehensively understood,
with no logical errors or unnecessary repetition. This passage could have been generated by either an experienced scholar or a
machine. Therefore, it should be classified as “undecided.”

Table 30: Examples of third-category texts and human coders’ explanations

Category Perplexity Flesch Reading Ease Flesch-Kincaid Grade Level

Human 52.72 69.42 7.95
Undecided 34.21 57.44 9.28
AI 21.62 48.02 10.72

Table 31: Average perplexity and readability scores for different classes labeled by human coders. A higher Flesch
Reading Ease score indicates greater readability, while a higher Flesch-Kincaid Grade Level score indicates lower
readability.
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The file in the experiment folder is a spreadsheet where we record the text, detection results, confidence measure, and explanation
of detection results.
Our experiment involves detecting the source of the text in the first column and providing the confidence of your judgment along
with an explanation.
The file consists of four columns.
The first column is “text”, which contains the text to be detected. The text sources will be divided into the following three
categories: “human”, “machine” and “undecided.”
The second column is “detection results”, where you need to fill in your judgment regarding the source of the text in the first
column.The text you think to be generated by a human should be labeled as "human." The text you think to be generated by
machine should be labeled as "machine." The text for which you cannot decide should be labeled as "undecided."
The third column is “confidence measures”, where you needs to indicate your confidence level in your judgment regarding the
source of the text in the first column. The confidence levels are categorized into five grades: “very low”, “low”, “moderate”,
“high” and “very high.”
The fourth column is “explanation”, where you should provide your reasoning for the annotation in “detection results.”
Below is an example for illustration:
Text: A fan is an electrical appliance used for cooling and air circulation. It operates by rotating blades, which create a breeze to
cool down a room or space. Fans come in various types, including ceiling fans, table fans, and pedestal fans, each designed for
specific needs. They are energy-efficient and provide a cost-effective way to stay cool, especially during hot weather. Fans also
help in ventilating areas by moving stale air and introducing fresh air.
Detection result: undecided
Confidence measure: moderate
Explanation: This text primarily discusses the topic of electric fans. The content is straightforward and free of grammatical or
logical errors. Additionally, the text lacks any apparent emotional bias and features a relatively simple logic. The text exhibits
characteristics of both human-generated and machine-generated content. Therefore, I categorize it as “undecided.” Due to the
aforementioned reasons, my confidence level in this matter is moderate.
Note: The labeled results are for academic research purposes only.

Table 32: Human Annotation Instructions
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