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ABSTRACT

Machine unlearning as an emerging research topic for data regulations, aims to
adjust a trained model to approximate a retrained one that excludes a portion of
training data. Previous studies showed that class-wise unlearning is effective in
forgetting the knowledge of a training class, either through gradient ascent on
the forgetting data or fine-tuning with the remaining data. However, while these
methods are useful, they are insufficient as the class label and the target concept
are often considered to coincide. In this work, we expand the scope by considering
the label domain mismatch and investigate three problems beyond the conventional
all matched forgetting, e.g., target mismatch, model mismatch, and data mismatch
forgetting. We systematically analyze the new challenges in restrictively forgetting
the target concept and also reveal crucial forgetting dynamics in the representation
level to realize these tasks. Based on that, we propose a general framework, namely,
TARget-aware Forgetting (TARF). It enables the additional tasks to actively forget
the target concept while maintaining the rest part, by simultaneously conducting
annealed gradient ascent on the forgetting data and selected gradient descent on the
hard-to-affect remaining data. Empirically, various experiments under our newly
introduced settings are conducted to demonstrate the effectiveness of our TARF.

1 INTRODUCTION

In response to data regulations [32, 58], machine unlearning [7, 61, 69] has emerged to eliminate the
influence of training data from a trained model [69]. The intuitive goal is to forget the specific data as
if the model had never used it during training [6]. To achieve that, a direct way [61] is to retrain the
model from scratch by excluding the data to be unlearned, termed exact unlearning. Considering the
intensive computational cost, much attention has been paid to approximate unlearning [22, 37, 8, 16],
which adjusts the trained model for approximating the behaviors of the retrained one. Focusing
target granularity as semantic clusters, recent studies [45, 38, 8, 16] showed class-wise unlearning is
effective in forgetting the knowledge of a training class, either through reverse optimization [64, 37]
on the class data or fine-tuning on the remaining data [22] to realize catastrophic forgetting [3, 39].

Despite the promising achievements, the previously studied scenario [68, 22, 8, 38, 16] mainly
assumed the target concept' to coincide with the class label, overlooking that the practical unlearning
request [4, 29, 42] may violate the taxonomy of the pre-training tasks. Raised by the model users,
the reported cases to be unlearned can involve different concerns from original tasks, spanning
from privacy, fairness, copyright, or the hazardous capabilities [46], which can not always be the
conventional matched scenario where all the identified correspond to one pre-training class. In
contrast, those cases may be only a semantic subset within a class, for which the model developer
needs to unlearn the small set considering reserving model utility on the other parts. In addition,
sometimes the user would identify limited cases of the target concept. With a conservative attitude
for protecting the reputation of serving [4, 50, 46] (e.g., IP conflicts), the developer tends to unlearn a
larger semantic cluster when those instances are from the same class or across different classes.

In this work, we decouple the target concept with the class label, to model the unlearning scenarios
for research explorations. To be specific, we consider the different label domains of the forgetting
data £ p, the model output £, and the target concept L in unlearning. We introduce two relations

'refer to the semantic category of data instances that the user tend to forget from the model.
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Taking the CIFAR-100 [43] dataset with its classes and superclass (two different label domains for modeling different taxonomy of unlearning
from pre-training tasks) as an example, we instantiate four tasks given the same forgetting data with the class labels of “boy” and “girl”: a)
all matched forgetting (conventional scenario): unlearn “boy” and “girl” with the model trained on the classes; b) target mismatch forgetting:
unlearn “people” with the model trained on the classes; ¢) model mismatch forgetting: unlearn “boy” and “girl” with the model trained on the
superclass; d) data mismatch forgetting: unlearn “people” with the model trained on the superclass. More discussion is provided in Appendix E.

Figure 1: Ilustrations of decoupling the class label and the target concept.

between two label domains, i.e., £1 matches L5 (£1 = L2) and L is the subclass domain of Lo
(L1 < L3)*, then modeling scenarios corresponding to the target concept being larger or smaller
than the class unit. As the reported forgetting data are included in the target concept, e.g., Lp =< L7,
we have all matched Lp = Lr = Ly; target mismatch Lp = Ly < Lr; model mismatch
Lp = L7 < Lyr; and data mismatch Lp < Lp = Ly settings (task instances refer to Figure 1).

Given the aforementioned tasks, we identify new challenges with the mismatched label domains
(refer to Figure 2). Unlike the accurate unlearning approximation in the conventional all matched
task [22, 38, 8], the representative unlearning methods [68, 64] exhibit different performance gap
with the retrained reference in the other tasks. Specifically, the under-entangled feature representation
(when L), < L) or the under-representative forgetting data (when Lp < L) results in insufficient
forgetting, while the entangled feature representation (when L < L)) prevents the decomposition
of target concept with the retaining part. The former requires target identification in the remaining
dataset, while the latter requires explicit target separation over the entangled feature representation.

Based on the above analysis, we propose a novel framework, namely, TARget-aware Forgetting
(TARF), for unlearning. In general, we consider two parts (refer to Eq. 3), i.e., annealed forgetting
and target-aware retaining, which collaboratively enable the target identification and separation
for these forgetting tasks. Specifically, the algorithmic framework (refer to Figure 4) incorporates
an annealed gradient ascent and target-aware gradient descent in a dynamical manner. First, it
actively unlearns the identified forgetting data, and constructs the contrast information to filter out the
remaining data which is hard to be affected. Then, simultaneously learning the selected retaining
data with gradient descent deconstructs the entangled feature representation. Ultimately, the learning
objective can progressively approach standard retraining using the aligned retaining data (refer
to Figure 5). We present comprehensive experiments on different setups of benchmarks and also
real-world applications to verify the effectiveness. Our main contributions can be summarized as,

» Conceptually, we introduce new settings that decouple the class label and the target concept,
which investigate the label domain mismatch in class-wise unlearning (in Section 3.1).

* Empirically, we systematically reveal the challenges of restrictive unlearning with the
mismatched label domains, and demonstrate that the representation gravity in forgetting
dynamics is critical for achieving the forgetting target in the new tasks (in Section 3.2).

» Technically, we propose a general framework, namely, TARF, to realize the target identi-
fication and separation in unlearning. It consists of annealed forgetting and target-aware
retaining which collaboratively approximate retraining on the retaining data (in Section 3.3).

* Experimentally, we conduct extensive explorations to validate the effectiveness of our
framework and perform various ablations to characterize algorithm properties (in Section 4).

2Ly < Lo: For any label y € L1, there exists a label 4/ € £ that an instance labeled with y can also be
labeled with 3, but not all instances labeled with 3’ can be labeled with .
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2 PRELIMINARIES

Problem setup. Following the literature [61, 69], we mainly consider the multi-class classification
as the original training task for class-wise unlearning. Let X C R¢ denote the input space and
Y = {1,...,C} denote the label space, where C' is the number of classes, the training dataset
D = {(w;,y;)}_, generally consists of two subsets in machine unlearning, e.g., the forgetting
dataset Dy and the retaining dataset D, = D\ Dy. Building upon the model fp- : X — ) trained on

D with the loss function 4, the general goal of this problem is to find an unlearned model 6;,, which
approximates the behaviors of the model 8" that retrained on D, from scratch,
o = argmm Z R(O,0%,z,y) s.t. 9r—argmm Z O(fo(x
Pl o @i, M
chlmiu

where R indicates a general risk measure for model behavior consistency [22, 61], which can be
instantiated by an averaged gap with various evaluation metrics [38, 16] (e.g., unlearning accuracy
(UA), retaining accuracy (RA), and others related to privacy) in experiments to pursue the unlearning
efficacy and the model utility [69]. The specific metric definitions can be referred to in Section 4.1.

Dataset partition in mismatched setting. Table 1: Notation summary and training set data parti-

As the target concept is decoupled from tjon corresponding to four major forgetting tasks.
the class label, we adopt D, to indicate the

. . Notation Explanati S i Data Partiti
dataset of the target concept, D; to indicate OUGOEFDISTAIGHITIN _ Scenario | ki
. k . D : given forgetting dataset All matched Dy =Dy Dun =D
the gen forgetl‘lng dataset, and summarize D, : dataset of target concept Target mismatch | Dy C Dy | Dyy = Dy UD;
i i Dun : =D\ Dy, remaining data Model mismatch | Dy = D, Dun = D,
the notations in Table 1. We can find that DD wueatse retainins dataset | Data mismatch | Dy C Dy | Dyn = Dy U D,

the previous assumptions of Dy = D, and
D, = D\ D only hold in all matched setting. In model mismatch forgetting, the former is still held
while we notice that there exists affected retaining data in D, having the same class label with
that in Dy; in target mismatch forgetting and data mismatch forgetting, Dy C D; and the remaining
dataset D,, = D\Dy include both true retaining dataset D, C D, and the false retaining dataset
Dy, = D\ Dy, where the data belong to the target concept but included in the remaining dataset.
Considering specific task feasibility, we assume that the number of classes in Dy, belonging to the
target concept is known in target mismatch forgetting, and the retrained model for every task is trained
using D, = D\D,. More details about unlearning request construction are provided in Appendix E.4.

Different focus from prior methods. Existing studies [38, 8] generally assume that Dy = D; and
D, = D\Dy. The common approximation unlearning methods either focus on retaining or forgetting
objectives. The former, represented by Fine-tuning (FT) [68], fine-tunes the model #° on D; to induce
catastrophic forgetting over Dy. Later advances assign random labels [22] on Dk to enforce forgetting
or adopt L-norm [38] to infuse weight sparsity in approximation. The latter, represented by gradient
ascent (GA), reverse gradient updates on D¢. And another line of works [37] utilizes the influence
function [41] to erase the influence. More recently, adversarial perturbation [8] on Dy is employed to
shrink the decision boundary for the target class. From a different view, we explore the label domain
mismatch that relaxes the previous assumption. More discussion on related work is in Appendix B.

3 TARF: TARget-aware Forgetting

3.1 EXPLORING MISMATCHED TAXONOMY IN UNLEARNING

Given its technical nature of mitigating the data influence from a trained model, unlearning is given a
broader significance in the context of trustworthiness [4], where the requests can be varied beyond
the withdrawal from data owner [60], and may be applied in mitigating bias [70] to improve fairness,
erasing harmful content [46] to ensure safety usage, or removing inappropriate content [19] for social
good. Recently, a series of studies [22, 68, 38, 16, 8] have several proposals on forgetting a training
class of the models, and demonstrated it can be successfully achieved by partially scrubbing the class
data or fine-tuning on the retaining data to realize catastrophic forgetting [18, 24]. However, a general
scenario considered in previous works is that the target concept is aligned with the taxonomy of the
pre-training tasks, which may not always hold in practical scenarios with the previous meanings (du
e to the space, we leave more discussion in Appendix E.5). This naturally motivates the question,
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We conduct various unlearning methods for the four tasks. In conventional all-matched forgetting, all the methods can perform similarly to
Retrained. In contrast, we can find that model mismatch forgetting can be affected by the trained model, coupling the behaviors on the forgetting
and affected retaining data, leaving less accuracy gap between them. In target or data mismatch forgetting, the class labels cannot fully represent
the target concepts, leaving false retaining data (belongs to the target concept) not completely forgotten. Full results can refer to Figure 8.

Figure 2: The challenges of restrictive unlearning with the mismatched label domains.

What if the class labels and target concept do not coincide in unlearning?

In Figure 2, we conduct the unlearning on the four forgetting tasks as instantiated in Figure 1 (full
results refer to Figure 8). As a result, those unlearning methods, e.g., the representative FT, GA, and
the recent L-sparse [38] and BS [8] show different performance gaps compared with the retrained
models except in the conventional all matched setting. It can be found that the affected retaining data
(which is under the same superclass as the model trained on) are entangled with the forgetting part
when L7 < L), as demonstrated by the less accuracy gap between forgetting and affected retaining
data than that of Retrained in the left-middle panel of Figure 2; and the false retaining data (which
belong to the target concept but are not identified) are under-represented by the given forgetting data
when Lp < Lr, as evident by the non-zero accuracy on target concept in the right panel of Figure 2.

3.2 SYSTEMATIC EXPLORATION ON FORGETTING DYNAMICS

The mismatch of label domains affects the construction of model representation in unlearning, which
requires us to explore it further to understand the underlying mechanism of the performance gaps.
We delve into the relationship between the representation and forgetting dynamics, for which we first
derive the formal analytical results (a full proof can refer to Appendix D) as follows, and then provide
empirical verification in Figure 3 with corresponding interpretations on different kind of mismatch.

Assumption 3.1 (Representation similarity). Let s; and s, be two disjoint yet semantically related
subsets of a dataset D trained on a model fy, x1 € s1 and x5 € s refer to samples drawn from them.
Given the representation of an input x at an intermediate layer be h(z), the gradient differences at
representation level can be controlled by assuming £, (-) is Lipschitz smooth with constant C, then
we have ||Vl (x1) — Ve (22)]| < Collh(z1) — h(z2)|| = Cedp (1, x2) for a local region.

Theorem 3.2 (Gravity effects on forgetting dynamic). Let 6° be the well-trained model parameters for
unlearning, and we perform unlearning on s via a gradient ascent update, i.e., 1 = ' +V L, (6")
for epoch t, then we can the following dynamics given AL, ,(07T1) = (Ls, (0'T1) — Ly, (6'T1)),

ALs, s, (9t+1) < (Ls, (et)_Lsz (et))"‘n)‘maX(JOt (21))CeRdp (w1, 2)-||V Ls, (et)||+0(772)7 2

where Ayqc(Jgt) is the largest eigenvalue of the Jacobian matrix Jg = B}g(z). Note that whent — 0,

the RHS mainly relies on the term measuring representation similarity as (L, (6") — Lg, (6%)) — 0.

Remark 3.1. (Intuitive implication) The Theorem 3.2 connects the unlearning behaviors with the
representation-level relationship in forgetting dynamics, specifically on Eq. (2) where the leading term
shows the magnitude of loss change can be proportional to their representation distance. Intuitively, if
two portions of data occupy nearby/far-apart regions in the latent space, pushing the model to forget
the one will inadvertently/loosely affect the other, reflecting a gravity-style co-movement. This idea
forms the basis of our later understanding of challenges in mismatch scenarios and our useful cues.

Target or data mismatch. In both tasks, we have Lp < L7, which means that the forgetting data is
a subset of the target concept, i.e., Df C D;. As indicated in right of Figure 3, partially relying on
the forgetting or remaining data can not fully represent the target concept due to under-entangled
representation, and leaves non-zero accuracy on false retaining data as shown in Figure 2.

Remark 3.2. (Insufficient representation) Given Lp < L that indicates Dy C Dy, we can have Dy
as s1 and D\ Dy as s corresponds to Theorem 3.2, in which the sample (z*, y*) ~ s and sample
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We present the tSNE visualization of the learned features from the pre-trained model trained by (left) superclass and (right) classes. We also
show the averaged loss value of forgetting data, concept/class-aligned data, and the remaining data during GA on the two representations. In
addition, the cluster-wise instance distance and accuracy dynamics can refer to Figure 9. Note that we only show the 5 classes in tSNE as the

large number of remaining classes (e.g., 95 in yellow), we also provide the full results of the unlearned representations in the Appendix G.2.

Figure 3: Forgetting dynamics on entangled/under-entangled feature representations of trained model.

(z,y) ~ s1 exhibit weak gravity effects on the forgetting dynamics due to the under-entangled or
biased representation with large latent distance dp, (%, x), i.e., the ALg, s, (0"T!) — ALy, 4, (6%) in
Eq. 2 indicating loss update gap of two subsets can be also relatively large, that aligns with Figure 3.
The forgetting set covers only part of target concept can’t govern the whole concept forgetting.

Model mismatch forgetting. In this task, we have Lp = L7 while L7 < L),. Regarding the model
trained by the superclass, it can be found in the left of Figure 3 that the features of forgetting data and
affected retaining data are closely entangled, showing that the unlearning of the forgetting data can
unavoidably affect the representation of the other part. In contrast, it is also notable in the left-middle
of Figure 2 that the accuracy gap between forgetting data and affected retaining data is expected to be
large in the retrained reference. We provide the following interpretation based on Theorem 3.2.

Remark 3.3. (Decomposition lacking) Given L7 < L, that indicates the broader representation
region for D, := Dy UD,, within the same class z (here D, C D; refer to the set of affected retaining
data as illustrated in left-most of Figure 2), the entangled representation results in small latent distance
dp(z*, x) for the samples of (2%, y*) ~ D, and sample (z,y) ~ Dy, 50 AL, 5, (071 —ALg, 4, (0%)
is as small as evident in left of Figure 3, requiring bidirectional operation to disentangle it, as the
representation is overly entangled that forgetting updates on target concept may spill over onto others.

Forgetting dynamics with representation distance. Despite the issues revealed by the observations
under label domain mismatch, the forgetting performance varying obviously on different representa-
tions also provides clues on addressing them. Notably, we can find that GA achieves better forgetting
efficacy on the data mismatch forgetting as the feature representation of the forgetting data and false
retaining data is entangled. Through the effect of actively forgetting the given data on the other parts
of data, we can also utilize the representation gravity defined as follow to identify false retaining data,

Definition 3.3 (Representation gravity). Given the empirically supported gravity effects in Theo-
rem 3.2, we can have I, (7, y,0) to reflect the similarity d(z"“, z) in the model ! with a small ¢,
e.g., Ieon(z,y,0) = [(fo(x),y) — £(fot(x),y)|, or we can calculate class-wise accuracy change.

It is empirically demonstrated in Figure 3 (also the latent representation distance and class accuracy
trends in Figure 9), the corresponding changes in accuracy and loss values show that generally the
smaller the distance in representation level, the similar forgetting dynamics the model would have on
prediction. Regarding the issues of insufficient representation and decomposition missing, we can
utilize the gravity effects to identify the unidentified forgetting data in the remaining set, and reveal
the needs of deconstructing entangled representation by simultaneously considering two parts.

3.3 ALGORITHM FRAMEWORK OF TARF

The previous revealed insufficient representation and decomposition lacking in mismatched scenarios
motivates a general unlearning framework, capable of utilizing the early forgetting dynamics to
identify potential target samples and conduct restrictive representation deconstruction. It naturally
leads to two components design, e.g., annealed forgetting and target-aware retaining that organically
fits the requirement for early identification, feature deconstruction, and over-forgetting prevention.

Based on the intuition, we introduce the whole framework of TARget-aware Forgetting (TARF), to
enable the mismatched class-wise unlearning tasks. Given the identified forgetting data, we illustrate
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the overall process in Figure 4, and introduce its dynamic learning objective as follows:

1
oy Zjanmw) oo XU

(,y)~Dyn
Annealed Forgetting L(k)

LTARF — k(t) . < - T(1'7y,t),

3

Target-aware Retaining L, (7)

where k(t) serves as an annealing strategy to control the strength of the forgetting part. Along with
training, we expect the overall objective to approximate the retraining ones Ltarg — Lreqrain through,

Le(k) “

given the initially provided forgetting data D and the remaining set Dy,. Specifically, we design the
two dynamic hyperparameters k(t) and 7(z, y, t) as follows,

k- (T —t—to)
T

t—=T t—T
— 07 L ( ) — Lretramv

0 Ieon(z,y,0:) > Bort <ty

- max 1 ILon(z,y,0:) < Bandt > tq,

k() o] e 0Tl = { 0
where 7" indicates the total training time (e.g., epochs), and the value of k(t) decreases with the
training process, 3 can be estimated by the information about the specific unlearning request and the
rank of loss/accuracy change (e.g., setting the threshold /3 as the lowest value of top-10% data with in
a descending order, to select the most influenced part) at ¢1, ¢y and ¢; respectively control the end
time of active forgetting and the begin time of retaining part. The whole process can refer to Figure 4
for an intuitive understanding how the previous objective controlled by & and 7 organically consists
of three phases to tackling the revealed challenges in mismatched unlearning, and we also provide a

functionality explanation about those factors in Appendix F and guidance based on empirical results.

Phase I: Target Identification. Be-
fore t;, since 7(z,y,t) = 0, Eq. 3 :
can be formalized as, LTARF-Phasel =
k(t) - (= 11 Xay~p, LS (), 9)), in
which the retaining part is waiting for
the dynamic information revealed by
this phase. As shown in Figure 3, the P
false retaining data in Dy can be identi- : = S
fied due to the similar forgetting dynam- Given o
ics with the forgetting data. We utilize

the class label information in our main
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The overall framework consists of two objective parts, e.g., annealed forgetting

and target-aware retaining, which can be regarded as three phases to enable all the

Target Separation Retraining Approximation

tasks as it is also available for unlearn-
ing. We can obtain the accuracy drop
of each class and estimate (3 (refer to

class-wise unlearning tasks through the view of the unlearning process. (a) Phase I
utilizes the gradient ascent to construct dynamic information for all class data; (b)
Phase II simultaneously considers gradient ascent on forgetting data and gradient
descent on remaining data that is hard to affect to separate target concept; (c) Phase

III conducts gradient descent on the selected data to approximate the retraining.

Appendix F for details). In Figure 5(a),
we show the selected classes in accuracy
drop and identification efficacy. Specif-
ically, the left shows that classes belonging to the target concept (blue) experience a significantly
larger accuracy drop than the remaining classes (yellow), which serves as a effective indicator for
target identification; the right presents the performance using different amounts of given forgetting
classes. The two subplots demonstrate the efficacy of target identification using forgetting dynamics.

Figure 4: Overview of the proposed framework TARF.

Phase II: Target Separation. After phase I, the retaining part is engaged with the forgetting part
with the identified data Dy and the remaining retaining data D;. By simultaneously considering
the forgetting and retaining part as Eq. 3, Ltarpphase.1 €ncourages the model to deconstruct the
target concept and reconstruct the feature representation of the retaining part, which can effectively
decouple the entangled feature in the model mismatch forgetting. In the first panel of Figure 5(b),
we compare the accuracy gap on RA and UA, which indicates the success (refer the dashed line of
Retrained reference) of disentanglement. It validates the rationality of our method, which jointly
applies gradient ascent and decent to deconstruct the entangled representation, achieving the expected
accuracy gap (e.g., isolating the target concept with affected retaining data as shown in Figure 2).

Phase III: Retraining Approximation. After ¢y, we focus on retaining in the current phase,
which approximates the retraining objective as follows, LTARF-Phase.1l1 = IDun\ > (,4)~Don 0(f(x),y)-

7(x,y,t), where we use 7 at ¢; to indicate the identified hard-to-effect retaining data, and continually
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We show (a) accuracy changes in target identification in target mismatch forgetting, unlearning performance
using different forgetting classes in data mismatch forgetting; (b) accuracy gap of retaining and forgetting part of
the same class, as well as the need of reconstruction.

Figure 5: Target identification and target separation for unlearning under mismatch.

reconstruct the representations. Since the general goal of unlearning considered in our work is similar
to retraining, this phase can prevent excessive forgetting. In the second panel of Figure 5(b), we
compare the performance using different lengths of this phase to show retrain approximation. Note
that in Phase-II, our TARF may induce over-deconstruction (larger Acc Gap than that of the dashed
line for Retrained reference), so it demonstrates the necessity of our Phase-III focusing purely on
retraining to approximate the Retrained reference by using different epochs of this stage.

Remark 3.3. Note that the three-phase are interpreted from a unified framework rather than an
ad-hoc pipeline. Each phase builds on the previous insights: Phase I identifies potential forgetting
targets, Phase II separates entangled representation, and Phase III approximates retraining on those
generalizable knowledge. The whole process enables a flexible framework for all mismatch scenarios.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Datasets and models. In our experiments, we mainly explore unlearning for conventional image
classification tasks. To build an easy-to-adopt testbed for our new settings, we adopt the benchmarked
datasets, e.g., CIFAR-10/CIFAR-100 [43] with their superclass information (refer to Tables 13, 14
and 15) in the main experiments. Note the coarse-to-fine label structure of CIFAR-10 is obtained
by grouping based on semantic proximity [11] to enable the controllable experiments. We train two
models based on the original classes and its superclass respectively, and instantiate four tasks (as
illustrated in Figure 1). More details are summarized in Appendix E.4. Following [38, 16], we use
ResNet-18 [30] as the main architecture to obtain original models with standard learning, and then set
it to be the basis for unlearning. And we also adopt TinyImageNet and ImageNet [44] for large-scale
experiments, and adopt ImageNette [33] and TOFU [53] for case studies of real-world applications.

Evaluation metrics. The general goal of unlearning considered in this work is to approximate the
Retrained model. To give a comprehensive evaluation, we adopt 5 specific evaluation metrics in
classification tasks following previous works [38, 16]. We utilize Unlearning Accuracy (UA) to
evaluate the accuracy of the unlearning targeted subset; Retaining Accuracy (RA) to evaluate the
accuracy of the retaining subset; Testing Accuracy (TA) to evaluate the generalization ability of the
model; Membership Inference Attack (MIA) to evaluate the efficacy of unlearning by the confidence-
based predictor. Note that any single indicator does not represent optimally in the approximation
of a Retrained reference. All the above will be compared with that of the Retrained model and
summarized in a "Gap" value (averaged gap with Retrained, i.e., % > IRy, — Ror|) to indicate the
overall performance (the lower the better), and we also adopt TIME to present the computational
time. Detailed evaluations of different scenarios and other information are provided in Appendix C.2.

4.2 PERFORMANCE EVALUATION

In this part, we present the main comparison results with those considered as baselines in the four
unlearning tasks. We also report results under multiple runs in Appendix G.7 with std values.
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Table 3: Main Results (%). All are trained on the same backbone and initialization (except for the
reference Retrained from scratch). Bold numbers are superior results, and we also indicate the
second-best results of “Gap” for readability, | indicates smaller values are better (Complete results
with mean and std values in Appendix G.7). Note that TARF is generally robust across various tasks.

Type/D | Dataset | CIFAR-10 | CIFAR-100

| Method / Metrics | UA RA TA MIA  Gap| TIME{ | UA RA TA MIA  Gapl TIME]

Retrained (Ref.) 0.00 99.51 94.69 100.00 - 433 0.00 97.85 76.03 100.00 - 432

FT [68] 1.07  98.62 9236 100.00 1.07 4.43 0.67 96.32 7234 100.00 1.47 5.02

RL [66] 413 97.65 91.23 100.00 2.36 4.88 1.00  96.09 72.00 100.00 1.70 4.96

GA [36] 049 9524 88.17 99.78  2.88 0.25 133 9474 6856 99.89  3.01 0.06

All matchea | U371 022  88.15 8238 99.96 599 0.45 0.00 37.61 29.58 100.00 26.67 0.51

BS [8] 25.04 87.94 8090 88.67 1543 0.82 460 90.18 63.66 99.55 627 0.78

Ly-sparse [38] 0.00 9420 89.77 100.00 2.56 4.39 0.00 9460 71.57 100.00 1.93 4.39

SalUn [16] 0.00 91.32 86.87 100.00 4.00 5.65 0.00 7534 62.14 100.00 9.10 5.75

SCRUB [45] 0.00 99.94 91.00 100.00 1.03 2.88 0.00 9998 76.75 100.00 0.71 323

| TARF (ours) | 000 9823 9195 10000 1.01 421 | 000 9690 7253 100.00 L.11 4.68

Retrained (Ref.) ~ 87.76 99.58 9591  20.57 - 43.8 8822 9858 7850 2578 - 43.8

FT [68] 94.67 9853 9356  9.56 5.33 4.29 92,67 95.02 7934 1633  4.58 4.86

RL [66] 53.69 97.85 9239 96.60 28.84 4.82 80.11 9583 79.83 99.00 21.35 4.93

GA [36] 576  86.99 8220 9498  45.68 0.25 6.78 9483 7696 97.78  39.68 0.06

Model 1U [37] 23.69 87.34 8257 89.87 39.74 0.44 3467 96.83 79.08 8644 29.14 0.49

mismatch | BS [8] 1029 50.77 4939 9596  62.05 0.79 18.11 9590 7228 9522 37.14 0.89

L -sparse [38] 93.11 9476 91.63 1444 515 4.24 9022 9478 7881 18.88  3.25 5.00

SalUn [16] 891 9395 8438 9932 43.69 6.04 66.33 7883 70.78 77.00 25.15 5.97

SCRUB [45] 95.14 99.81 9422 1538  3.61 3.06 9144 99.74 7923 2111 245 4.12

| TAREF (ours) | 9111 9749 9249 17.82 290 431 | 86.67 97.05 80.07 2600 1.21 4.81

Retrained (Ref.) 0.00 9938 93.85 100.00 - 521 0.00 97.85 73.72 100.00 - 532

FT [68] 50.43 9847 91.65 5044 2578 4.38 58.18 9632 7253 46.76  28.54 5.00

RL [66] 5125 9756 9090 5623 2495 4.79 5889 96.05 7220 4698 288l 4.93

GA [36] 40.82  97.01 89.51 6432  20.80 0.26 2138 96.64 7022 90.67  8.86 0.05

Target 1U [37] 4451 88.07 81.80 5873  27.29 0.44 30.62 37.19 2958 63.69 4293 0.50

mismatch | BS[8] 53.62 88.65 7539 7633  26.62 0.82 4044 9832 68.66 85.16 1520 0.97

L1 -sparse [38] 4947 93.61 8883 51.24 2726 4.38 56.09 94.63 72.00 48.04 2825 4.78

SalUn [16] 46.63 91.08 8631 60.94 2538 5.90 59.64 7552 6237 6596 2735 5.81

SCRUB [45] 4998 9994 92.10 50.18 25.53 2.89 59.64  99.99 7532 4489  29.90 3.52

| TARF (ours) | 006 9757 90.81 100.00 1.23 423 | 031 9735 73.68 100.00 0.21 4.85

Retrained (Ref.) 0.00 99.54 95.56 100.00 - 52.1 0.00 9850 80.15 100.00 - 53.2

FT [68] 96.79 98.49 9326 648 4841 4.32 8262 9566 79.77 3724 37.15 4.93

RL [66] 7647 97.68 9193 49.81 33.04 4.76 89.78 96.82 79.90 70.76  30.49 4.97

GA [36] 8.69 9641 90.78 93.03  5.89 0.25 6.00 97.65 79.23 98.04 243 0.05

Data U [37] 2284 9550 89.54 88.57 11.08 0.44 31.51 9896 7820 88.09 11.46 0.48

mismatch | BS[8] 1670 6121 49.76 9224 2237 0.82 1538 9850 7228 9622  6.76 0.96

Lq-sparse [38] 9576 9431 91.08 952 4899 4.78 88.31 9491 79.02 2249 4264 5.03

SalUn [16] 5177 93.87 9046 6352 2475 5.72 7293 78.87 71.04 5413  36.89 572

SCRUB [45] 97.13  99.89 9503 1099 46.76 2.94 9550 99.79 79.68 15.11 4554 3.68

| TARF (ours) | 000 9817 93.09 100.00 0.96 422 | 000 9501 7898 100.00 1.17 4.78

In conventional benchmarks, all the retrained models (termed Retrained) are trained with the fully
aligned retaining data. In Table 3, we can find the previous unlearning methods achieved satisfactory
performance in conventional all matched forgetting, but did not perform well on the other three newly
considered tasks with the label domain mismatch. Note that UA of Retrained (Ref.) in the model
mismatch scenario is not equal to O since it is evaluated with superclass label. Specifically, since
the previous methods partially rely on forgetting data or remaining data, it results in ineffective or
excessive forgetting due to the insufficient representation or decomposition missing. For example, FT
can retain a similar RA with the Retrained but be less effective in forgetting, while GA reaches the
lowest UA across different tasks but sacrifices too much performance on the retaining dataset. In
contrast, TARF can generally perform better (or comparable with the best method). We also present
Table 2 to show a fine-grained evaluation on unlearning target within superclass in model mismatch.

For verification on large-scale datasets, we  Table 2: Fine-grained evaluation on superclass.
evaluate the method on Tiny-ImageNet and

ImageNet-1k with lager models. Due to the T r;:?:ed(Ref.) T T
space, we show the results on ImageNet-1k ) W6 e 918 9230 9660 W
in main text, and leave other results in Ap- O panomale B %0 124 077 i 9396 6520
pendix G.5, as well as forgetting multiple classes SCRUB. orD 9921 998 oin 153 437

TAREF (ours) 8524 9698 9749 9249 1782 342

Retrained (Ref.) 77.56 9525 98.58 7850 2578 -
FT 9033 9423 9502 7934 1633 553

in Appendix G.9. It shows that our TARF can
achieve satisfactory performance with respect to

N N CIFAR-100 RL 74.04 84.16 ?5.83 79.83 ?9.00 18.38

the overall gap with Retrained references. (UA-Frboygir;  OA S48 7056 9178 4738
UA-R: man,woman,baby) " co 86.69 9258 9478 78.81 1888 4.56

. . SCRUB 8126 98.23 99.74 7923 21.11  2.65

For case study on real-world application, we TARF (ours) 7470 9465 9705 8007 2600 136

apply our TARF in the scenario of concept re-
moval with stable-diffusion [31] and personal information removal with LLama3.2 [25]. Considering
the practical data mismatch forgetting on where users report some undesirable examples to represent
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Table 4: Results (%). Comparison with the unlearning baselines on ImageNet-1k. All matched
forgetting: unlearn 1 class; Target mismatch forgetting: unlearn three classes belonging to "fish".

Type/D | Dataset | All matched
| Method / Metrics | UA RA TA MIA  Gapl TIME]

Target mismatch
UA RA TA MIA  Gapl TIME]

Retrained (Ref.) 0.00 79.77 77.64 100.00 = 707548 | 0.00 80.09 77.54 100.00 = 7771.54
FT [68] 0.00 70.18 7198 100.00 3.82 608.11 0.79 7026 72.07 100.00  4.02 608.62
RL [66] 81.38 7022 71.79 19.46 4429 969.44 | 79.69 6998 71.77 23.03 43.14 972.02
GA [36] 0.00 6625 67.36 100.00  5.95 8.76 0.00 3121 3774 0.00  47.17 17.38

BS [8] 0.00 31.15 3633 100.00 2248 9.03 0.00 2157 2756 9997 27.13 23.75

L -sparse [38] 0.00 6798 70.70 100.00  4.68 603.21 0.00 6724 7028 100.00 5.03 601.27
SCRUB [45] 29.77 7492 7566 81.77 1371 65542 | 2244 7487 7560 8277 11.71  681.53
TAREF (ours) 0.00 70.53 7223 100.00  3.66 600.11 0.00 6993 7179 100.00 3.97 628.87

\
\
\
\
\
6501.27 | 0.00 8036 70.38 100.00

\ \
ImageNet-1k | Dataset | Model matched Data mismatch
| Method / Metrics | UA.  RA  TA  MIA Gap, TIME, | UA. RA TA MIA Gap| TIME]
Retrained (Ref.) | 79.15 80.00 70.29  25.69 - - 6493.16
FT [68] 8331 7038 6405 19.00 6.68 695.42 0.00 6999 6376 100.00 424  693.18
RL [66] 87.62 6943 6326 1523 9.13 959.84 | 8821 7033 6381 1221 48.15 956.13
GA [36] 0.00 66.62 5891 100.00 44.56 17.44 0.00 1535 1434 000 55.26 17.58
BS [8] 0.00 4581 40.84 100.00 54.28 19.69 0.00 13.00 12.10 100.00 31.41 23.70
Ly-sparse [38] 82.00 67.94 6258 19.15 729  1091.29 | 0.00 6637 61.03 100.00 5.84 1071.41
SCRUB [45] 86.08 74.82 68.04 1469 634  663.61 14.18 74.84 67.92 93.10 7.27 689.82
| TARF (ours) | 80.62 7027 6404 1946 592 60128 | 0.00 70.10 6397 100.00 417  602.62
TOFU | Setting/Request All-matched Target Mismatch
Metric QA ProbonE.(}) | QA ProbonR. (1) | QA ProbonF. (1) | QA ProbonR. (1)
GA 0.0009 0.1604 0.0000 0.0000
TARF (GA) 0.0198 03218 0.1756 0.4301
NPO 0.0792 0.6824 0.0095 0.0104
TARF (NPO) 0.0762 0.6977 02597 0.4343
LLama32 | "Seting/Request Representation Mismatch Data Mismatch
instruct Metric QA Probon F. (1) | QA Probon R. (1) | QA ProbonF. (1) | QA ProbonR. (1)
GA 0.0000 0.0000 0.0048 0.1768
TARF (GA) 0.0000 0.4034 0.1101 0.5942
NPO 0.0074 00105 02482 0.6856
TARF (NPO) 0.1421 0.3881 0.1238 0.6530

Setting/Request I-matched Target Mismatch

Al
QA Probon F. (1) | QA Probon R. (1) | QA Probon E. (1) | QA Prob onR. (1)

GA 0.0002 0.1814 0.0000 0.0000
TARF (GA) 0.0016 04730 01716 04854
NPO 0.0080 0.4924 0.0000 0.0000
TARF (NPO) 00113 0.6209 02703 05643
LLama3.2 Mismatch Data Mismatch
Metric QA Probon F. (1) | QA Probon R. (1) | QA ProbonF. (1) | QA Prob on R. (1)
GA 0.0000 0.0000 00296 0.1826
TARF (GA) 0.0000 04839 0.0038 0.3909
NPO 0.0000 0.0000 01274 0.4949
(C) TARF TARF (NPO) 0.0987 0.5630 0.0201 0.5994

Figure 6: Application on data mismatch concept Table 5: Application on information removal on
removal of image generation with stable diffusion. LLM with TOFU [53] dataset for real-world ap-
Full results with more Tables are in Appendix F.3. plication. More discussions are in Appendix G.8.

the unwanted concept, we show the efficacy of unlearning the "springer" and "tench" in Figure 6. By
constructing the four relate settings using TOFU [53], we demonstrate the promising of our TARF.
Due to the limited space, we leave more details and discussions in Appendixes F.3 and G.8.

4.3 ABLATIONS AND FURTHER EXPLORATION

In this part, we provide further exploration of the three class-wise unlearning tasks and conduct various
ablation studies to characterize TARF. More results and discussions are provided in Appendix G.

Weighted control in annealed gradient ascent. To analyze the annealed gradient ascent, we present
the results on the left of Figure 7 to show the effects of initialized strength £ on the all matched setting
(results on other settings can refer to Figure 17) using the CIFAR-100 dataset. The results show that
a proper k (e.g., about 0.05) can achieve a satisfactory performance. However, the larger k results in
lower retaining performance and higher Gap value as the strength increases feature deconstruction.
For the hyperparameters, we discuss the computational stability from a functionality understanding
and also synthesize a practical guideline in Appendix F.1 with the empirical results of ablation study.

Constant or dynamic gradient ascent for forgetting. In the middle-left of Figure 7, we study
whether we need the learning-rate-reduced k for the forgetting part. Specifically, we compare it
with using constant k and learning-rate-increased £ on two model mismatch forgetting tasks. The
results demonstrate that annealed gradient ascent can achieve more similar performance with the
Retrained on forgetting data. The gradient ascent is considered simultaneously with gradient descent
for restricting the forgetting region, while we adopt the annealed one since the unlearning target is to
approximate the retrained model instead of continually maximizing the loss of forgetting data.

Unlearning on models trained by different structures. In the middle-right of Figure 7, we
investigate forgetting on the models pre-trained using different structures, e.g., ResNet-18 [30],
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Figure 7: Ablation studies: Left: performance using different initialized k on all matched forgetting;
middle-left: effects of constant or different dynamic gradient ascent controlled by k(t); middle-
right: comparison of forgetting with different model structures; right: comparison of using different
operations on the selected forgetting data. More experimental details can refer to Appendix G.

VGG-16bn [63], and WideResNet-50 [73]. The results of TARF on the model mismatch forgetting
demonstrate that our TARF can achieve the lower performance gap than FT, evaluated with the
retrained reference. With the increasing model capacity on the original training tasks, we can also find
the model with a smaller capacity (e.g., VGG) makes it harder to decompose the entangled feature
representation for achieving the unlearning target, which increases the representation complexity.

Different operations on the selected forgetting data. In the right of Figure 7, we present the
ablation on the specific gradient operation on the identified false retaining data Dy.. We compare
using the gradient ascent (—k(¢)) and cleaning (0) with the Retrained reference in target mismatch
forgetting. Except for the similar forgetting efficacy achieved by the three trials, major differences
exist in the performance evaluated by RA. The results show that gradient cleaning may be a better
choice for Dy, to not deconstruct the features too much and affect the retaining accuracy.

Broader explorations of unlearning with TARF. Beyond the performance comparison and ablation
on major benchmarks, we also conduct broader exploration on our TARF to give a balance view on
the unlearning capabilities. Specifically, we also investigate the performance robustness under varied
false-retaining set size for quantile-choice in Appendix F; discuss and check the computational cost of
TAREF in target identification stage in Appendix F.2; verify the robustness of TARF under the weakly-
supervised scenario or more challenging multiple concept unlearning scenarios in Appendix G.

5 CONCLUSION

In this work, we decouple the class label and target concept in class-wise unlearning. By introducing
the label domain mismatch among forgetting data, model output, and target concept, we uncover
three additional tasks beyond the conventional all matched forgetting, e.g., target mismatch, model
mismatch, and data mismatch forgetting. We identify the insufficient representation and decomposi-
tion lacking of restrictively forgetting the target concept, and reveal the crucial forgetting dynamics
in the representation level for the feasibility of these unlearning requests. Based on that, we propose
the TARF that assigns an annealed gradient ascent on the identified forgetting data and the normal
gradient descent on the selected retaining data. By collaboratively considering the forgetting/retaining
target, TARF is more accurate in unlearning while maintaining the rest. We hope our work can
provide new insights and draw more attention toward the practical scenarios of machine unlearning.

Open challenge and future work discussion. Representation gravity, that relies on the forgetting
dynamics, is central to the ability of TARF to identify latent target concepts. In challenging regimes
where concepts are inherently ambiguous, weakly clustered, or attribute-entangled (e.g., certain
long-tailed or multi-attribute scenarios), the underlying representation structure itself becomes less
separable. This phenomenon affects all existing unlearning methods rather than TARF specifically, as
the ambiguity originates from the nature of the data rather than the mechanism. In our exploration,
we also observe a few preliminary cases where the gravity signal becomes weaker and the ranking
slightly noisier, though TARF continues to demonstrate consistent advantages over baselines with the
consideration of mismatched scenarios. We therefore view these situations as inherent difficulties
when the target concept is not well-defined in the representation space. At the same time, these cases
also suggest promising avenues for future research, such as incorporating external knowledge (e.g.,
text embeddings, semantic priors, or multi-modal cues) to assist more challenging target identification.

10
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This work adheres fully to the Code of Ethics. Our study does not involve human or animal subjects,
and all datasets and models used are publicly available as detailed in experimental section and
appendix. We have taken care to ensure that our methodology does not propagate sensitive, private,
or personally identifiable information. The research is intended purely for advancing scientific
understanding on machine unlearning and poses no foreseeable risks of misuse or harm. We confirm
compliance with legal, fairness, transparency, and research integrity standards.

REPRODUCIBILITY STATEMENT

We have made extensive efforts to ensure the reproducibility of our results. A detailed version
of reproducibility statement can be found in Appendix A, where we summarize critical aspects to
facilitate verification. In addition, we also provide an anonymous repository containing code, training
scripts, and instructions for reproducible results. Detailed descriptions of models, datasets, and
experimental setups are provided in the Section 4.1 and Appendix G.1. And we also introduce the
construction of unlearning task instantiation in detail in Appendix E.4 for a specific reference.
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The whole Appendix is structured in the following manner. In Appendix A, we provide the anonymous
link to our source code and introduce the critical aspects of reproducibility. In Appendix B, we
provide a detailed discussion with related works of machine unlearning and other aspects. In
Appendix C, we review the representative baseline methods in machine unlearning, which are
considered in our experimental comparisons. And we also detailed the evaluation for different
unlearning scenarios with full results on challenge and representation analysis. In Appendix E, we
introduce the complete scenarios considering the mismatch issues in machine unlearning, going
beyond the four basic scenarios presented in the main text. In Appendix F, we formally present the
algorithm implementation of our proposed TARF with its variant, and further explanation of the
rationality of TARF in unlearning. In Appendix G, we provide additional experimental results to
characterize forgetting dynamics and the properties of TARF. In Appendix H, we discuss the potential
broader impact and limitations of our work.

LLM USAGE STATEMENT

In this paper, no large language models (LLMs) were used in the conception, execution, or analysis of
this work. All research ideas, experiments, and text were developed and written solely by the authors.

A REPRODUCIBILITY STATEMENT

We provide the link to our source codes to enhance the reproducibility of our experimental results:
https://anonymous.4open.science/r/TARF-83B5/. Below we summarize some criti-
cal aspects to facilitate reproducible results:

» Datasets. The datasets we used are all publicly accessible, which is introduced in Section 4.1.
For our newly introduced unlearning scenarios, we provide the specific dataset construction
in our code, implemented as described in Section 4.1 and Appendix E.4.

* Assumption. Following the previous work [68, 38, 16], We set our experiments to a tuning
scenario where a well-trained model is available, and all the training samples are available
but limited samples are labeled as "to be unlearned".

* Open source. The code repository will be available in an anonymous repository for the
reviewing purposes. We provide a series of unlearning methods considered in our work and
also the pre-trained model for unlearning.

* Environment. All experiments are conducted with multiple runs on NVIDIA Tesla V100-
SXM2-32GB GPUs with Python 3.8 and PyTorch 1.8. More detailed requirements can also
refer to the environment descriptions in our aforementioned source codes.

B DISCUSSION ABOUT RELATED WORK

In this section, we discuss the related literature on machine unlearning, and provide more detailed
comparisons of some work with their approaches and motivations.

B.1 MACHINE UNLEARNING

Machine unlearning targets to adjust a trained model to scrub the data influence [41, 61, 69]. It
is initially proposed to protect data privacy [7, 6, 21], and a series of studies explore probabilistic
methods through the differential privacy [21, 27, 56, 67, 59]. Although having the provable guarantee
on the unlearning errors, the strong algorithmic assumptions hinders the practical effectiveness [38].
Current research [22, 65, 64, 16, 8, 70, 19, 74] focus more on developing more effective and
efficient unlearning methods to approximate the Retrained model, with the given trained model.
As for the assumption on data generation, prior works [22, 68, 38, 8] mainly consider all matched
forgetting targets, with similar features on the original training tasks. As for the assumption on label
generation, most prior works [6, 26, 64, 38, 16, 17] assume the accessibility on the fully identified
forgetting dataset, and the complementary is the remaining dataset. One recent related work [71]
considers unlearning with only a few forgetting samples but requires another generative model to
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generate approximated data. Our work considers a more practical scenario in which we can conduct
mismatched forgetting and use limited identified forgetting data with the remaining set. Another
work [62] proposes label-agnostic forgetting to enable supervision-free unlearning in deep models,
while effective, but the method shows the incompatibility of the assumption since it assumes access
to fully identified forgetting set and retaining set during optimization which is not aligned with our
formulation. With the increasing attention to safety and regulation in foundation models, machine
unlearning has received growing interest, machine unlearning also draw more research interests
and some recent studies [47, 55] also explore the post-adjustment for foundation model oriented
unlearning or concept erasure, and the focuses is structural specified and also follow the conventional
assumption having the well-aligned forgetting target. While such advances have pushed the field
forward, our work focuses on a fundamentally different challenge: label-domain mismatch, where the
target concept to be forgotten does not coincide with the model’s original class taxonomy. We aim
to provide a rigorous treatment of this overlooked yet practically important setting, including both
theoretical insights and a general unlearning framework capable of addressing these mismatches.

B.2 POSITIVE-UNLABELED LEARNING

Positive-unlabeled learning [15, 54] tries to learn a binary classifier from a few labeled positive
samples with the rest unlabeled ones. A series of PU algorithms [48, 13, 14] are developed to train
an accurate binary classifier, and can be roughly divided into two categories [1]. The first branch
is cost-sensitive learning, which is related to importance weighting [49]. Given the estimated class
prior, these methods [14, 40, 10] can develop an unbiased or consistent risk estimator for PU learning.
Another branch of PU learning adopts two heuristic steps to perform binary classification. Such
methods [48, 72] first identify reliable negative and positive examples from the unlabeled data, and
then conduct semi-supervised learning. The model trained using cost-sensitive learning can also be
a recognizer for positive or negative samples [34]. Different from PU learning focusing on binary
classification tasks, our work tries to enable more practical scenarios in class-wise unlearning [61]
where the class labels and target concepts are decoupled, and we consider the label domain mismatch.

C DETAILS ABOUT CONSIDERED BASELINES AND METRICS

In this section, we provide details about the considered representative baselines for machine unlearning
methods, as well as their general intuitions with specific objectives. For the specific hyperparameters
adopted in different methods, we keep the same setting with previous related works [38, 16], and
the specific values are listed in detail in our source codes. In addition, we introduce the evaluation
metrics in detail, corresponding to the implementations in different unlearning scenarios.

C.1 UNLEARNING METHODS

Finetune (FT). Utilizing the catastrophic forgetting [39] in the model (e.g., existed in the continual
learning), FT [68] fine-tunes the given trained model partially on D, with few training epochs to
obtain the 8 with the following objective function,

LFT—— > U ©)

r (z,y)~D;

Gradient Ascent (GA). Different from the normal gradient descent, GA reverses the gradient
signal on Dk to conduct maximization with ascended gradients, resulting in the increasing loss of the
forgetting data to obtain the 6. The objective is given as follows,

Loa = E of (7N
|Df
(z,y)~Dy
With reverse optimization to maximize the loss on the specific data, the model can approximate 6* by

directly forgetting the learned knowledge represented by the forgetting data.
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Random Label (RL). Similar to GA, RL [22] assign the random labels Y * on the forgetting data
in Dy and fine-tune the given model with it to obtain the unlearned model 6;;,,

L. = ‘D| Sy ®)

(z,y)~Dr

Instead of using the original training label on the forgetting data in Dy, RL can destroy the learned
feature by using the random label y* on Dy, which violate the minimized loss value.

Influence Unlearning (IU). IU adopts the influence function [41] to estimate the change if the
training point is removed from the training loss. It is designed for random data unlearning [61]
with the provable guarantee on the unlearning effects. In general, IU estimates the change in model
parameters of 6, — 6 and adds the weight perturbation to the given model to obtain the unlearned one.
However, it usually requires additional model information and training assumptions for the theoretical
guarantee and may suffer hyperparameter tuning with inaccurate hessian estimation [38, 16].

Boundary Shrink (BS). BS [8] is recently proposed for class-wise unlearning, especially on the all
matched forgetting. It focuses on the decision spaces [23] of the given trained model. The critical
idea is to shift the original decision boundary to imitate the decision behavior of the model retrained
from scratch. Motivated by adversarial attacks [52], it proposes a neighbor searching method to
identify the nearest but incorrect class labels y,e, for Dy to guide the model to unlearn the existing
class and shift the decision boundary. Using the adversarial attack to find the nearest incorrect label,
the objective of BS can be formulated as follows,

Z (f(2), Ynear), ©)

(I y)~Dx
where yneqr 1S Obtained by first perturbing the forgetting data and getting the newly predicted result as,
2 =+ - sign(VU(f(2), )

Ynear < softmax(f(z")) (10)
L;-sparse. Developed based on the conventional FT, L;-sparse [38] investigate the model sparsity
on machine unlearning. It figures out that model sparsification can benefit the unlearning performance
on different perspectives via first pruning and then conducting unlearning. By carrying out pruning
and unlearning simultaneously, L1-sparse proposes the sparsity-aware unlearning utilizing the L,
norm-based penalty. The objective is as follows with a hyperparameter -,

LLl—sparse - Z e +7||6 H (11)

($77/ )~D:

and the general sparsity-aware penalty can also be added to different unlearning methods. In this
work, we mainly compare the L;-sparse FT as the previous work [38, 16] considered.

SalUn. With the concern on unlearning stability and cross-domain applicability, SalUn [16] intro-
duces the concept of weight saliency in machine unlearning. This innovation directs the attention
of unlearning into specific model weights for specific data that need to be unlearned. In general, it
first generates the gradient-based weight saliency map inspired by model sparsification [38] with
gradient-value thresholding, where the specific generation method is defined as,

ms = 1(|Vel(0;Dy)lo = 65| > ), Ou=m;@ (060+0,)+ (1 —m)Ob,, (12)
in which 1(g > =) is an element-wise indicator function that yields a value of 1 for the i-th element
if and O otherwise, | - | is an element-wise absolute value operation, and v > 0 is a hard threshold.
and then conducts saliency-based unlearning using the generated saliency map. Specifically, SalUn

adopts RL [22] to fine-tune the forgetting data in Dy on the salience map, and the extended objective
is given as follows,

1 1
Lsaiun = 77— gﬁu (f(l'),y*) +ta
| Dy 2 D

f
(z,y)~Ds " (@,y)~Dy

((f(x),y), 13)

More detailed operations can refer to [16], and we keep the same hyperparameter used in [16] to
conduct the class-wise unlearning tasks.

20



Under review as a conference paper at ICLR 2026

SCRUB. SCRUB is a newly proposed unlearning algorithm based on a novel casting of the
problem into a teacher-student framework [45]. It is designed to meet the desiderata of unlearning:
efficiently forgetting without hurting the model utility. As the general target of SCRUB in forgetting
is application-dependent, it is proposed with a recipe that works across applications: SCRUB is first
to strive for maximal forget error, which is desirable in some scenarios like removing bias or restricted
contents but not in others like user privacy protection. To address the latter case, SCRUB is integrated
with a rewinding procedure that can reduce the forget set error appropriately when required.

Given the original model 6° as the teacher model, the goal of SCRUB is formatting as training a
student model 6 that selectively obeys the teacher. The overall objective can be divided into two
folds, the first is to remember D, under the teacher model’s guide while the second is to forget Dy by
disobeying the teacher model’s guide. To measure the degree to which the student model obeys the
teacher model, SCRUB utilizes the following distance measure,

d(w;0") = Dxu(p(f(x;0°)[Ip(f (5 6"))), (14)

where Dy, is the KL-divergence and the overall measures of the distance between the student
model’s and teacher model’s prediction distribution. With the aforementioned distance, the objective
of SCRUB is as follows,

3 o . QU ’y . QU 1 . QU
LSCRUBZI{OIJLDE > d(z,:0 )+ > Uf(ans0 )7yr)—fo > dlwg;0%), (15)

z.€Dy " (@r,yr)EDr zy€Dy

where the first two parts can be regarded as a variant of distillation from a teacher model on D; and
the third part is encouraging the student model to disobey the teacher model to forget the target data.

Table 6: Comparison with additional recent class-wise unlearning methods on CIFAR-100.

All Matched | UA RA TA MIA  Gap| | Target Mismatch | UA RA TA MIA  Gapl
Retrained (Ref.) 0.00 97.85 76.03 100.00 - Retrained (Ref.) 0.00 97.85 73.72 100.00 -
FT 0.67 9632 7234 100.00 147 | FT 58.18 96.32 72.53 46.76  28.54
LAU 411 80.44 61.64 9578 10.03 | LAU 46.71 88.65 68.19 6649 23.74
SFR-on 0.00 99.21 7426 100.00 0.78 | SFR-on 59.21 99.13 7428 4832 28.18
SG 0.00 9521 7123 100.00 1.86 | SG 5821 96.26 72.18 4624 28.78
SCRUB 0.00 9998 76.75 100.00 0.71 | SCRUB 59.64 99.99 7532 4489 29.90
TARF 0.00 9690 7253 100.00 1.11 | TARF 0.31 9735 73.68 100.00 0.21

Model Mismatch | UA RA TA MIA  Gap| | Data Mismatch | UA RA TA MIA  Gapl

Retrained (Ref.) 88.22 98.58 7850 25.78 - Retrained (Ref.) 0.00 98.50 80.15 100.00 -
FT 92.67 95.02 7934 1633 458 | FT 82.62 9566 79.77 3724 37.15

LAU 80.00 96.74 79.86 45778 7.86 | LAU 85.73 96.96 80.00 4040 36.76
SFR-on 92.12 9921 7921 20.65 2.59 | SFR-on 92.68 99.21 79.23 1821 44.03
SG 89.27 9352 7345 1931 441 | SG 87.52 9325 7321 23.08 44.16
SCRUB 91.44 99.74 7923 21.11 245 | SCRUB 9550 99.79 79.68 15.11 4554
TARF 86.67 97.05 80.07 2600 121 | TARF 0.00 95.01 7898 100.00 1.17

In addition, we also incorporate three more recent unlearning methods into our comparison, e.g.,
LAU [62], SFR-on [35], and SG [12], in Table 6. These methods propose some advancements for
class-wise unlearning in different aspects while not considering the mismatched challenges. Both
have been evaluated under the same mismatched unlearning scenarios introduced in our paper, using
identical training budgets and evaluation protocols to ensure a fair comparison. The additional results
also validate the effectiveness and generality of our TARF framework across all tasks, as the unified
framework design enables target identification and separation. TARF maintains robust unlearning
performance, due to its flexible capabilities of handling various mismatched unlearning scenarios.

21



Under review as a conference paper at ICLR 2026

C.2 EVALUATION METRICS REGARDING DIFFERENT SCENARIOS

In this part, we summarize the following list and tables of the evaluation metrics (adopted from the
previous work [38, 16]) and the used labels in different unlearning scenarios,

* Unlearning Accuracy (UA): the accuracy of the unlearned model 6, on the dataset of target
concept Di. UA = 5 30, e p, Lo (2) = 9]

* Retaining Accuracy (RA): the accuracy of the unlearned model 6, on retaining dataset Di.
RA = 51 Zaypen, Llio(@) = 1]

* Testing Accuracy (TA): the accuracy of the unlearned model 6, on test dataset Dy excluding
the data belonging to the target concept. TA = m Z(m,y)ED(es‘\ p, 1[ge(z) = 9]

* Model Inversion Attack (MIA): the MIA success rate by a confidence-based MIA predictor
of the model 8, on the dataset of target concept D;. We follow [38] to implement it to find
how many samples in D, can be correctly predicted as a non-training sample by the MIA
predictor against . First, we sample a balanced dataset from the retaining dataset D, and
the test dataset excluding the forgetting data to train the MIA predictor, then it is used to
count the rate of true negative predictions for forgetting data of the target concept.

Remark. We follow previous work [38] to adopt the TIME which report the wall-clock training
time required to perform unlearning from the original model initialization. The termination of each
unlearning methods is defined by the recommended hyperparameter for training epochs (e.g., early
stopping 10 epochs for FT-style method as performance plateaus or a fixed maximum epoch cap like
5 for GA-style method) on specific unlearning tasks.

+ |RA97‘ — RAOun

* Gap: - <|UA97‘ — UAgun

Generally, in the evaluation phase, we adopt the same labels used in pre-training to measure the
unlearned model. Note that in the model mismatch forgetting, as the model is trained with superclass
labels, the UA is also calculated using the superclass label. Hence, the UA of the Retrained reference
is not equal to O as indicated in Table 3, and we compare the methods mainly on the averaged
performance "Gap" (calculated based on the previous four metrics) to the Retrained reference.

Table 7: The label used in evaluation metrics on different forgetting scenarios.

Used Label | All matched | Target mismatch | Model mismatch | Data mismatch

UA Class Label Class Label Superclass Label | Superclass Label
RA Class Label Class Label Superclass Label | Superclass Label
TA Class Label Class Label Superclass Label | Superclass Label
MIA Class Label Class Label Superclass Label | Superclass Label

In Table 7, we summarize the specific label used in different unlearning scenarios. To provide an
intuitive example that corresponds to the instantiated unlearning tasks like Figure 1, we present
Table 8 to give overall information about the data and labels considered in each metric.

Table 8: The evaluation data (label number) of different forgetting scenarios with CIFAR-100.

Data (classes number) ‘ All matched ‘ Target mismatch ‘ Model mismatch Data mismatch

boy", "girl", "man’",

" part of "people" (1), which is data
UA (D)) "boy", "girl" (2) | "woman", "baby" (5)

of "boy" and "girl" but with superclass label "people” (1)
other part of "people” (1) with
RA (D)) Other classes (98) Other classes (95) the rest superclasses (19) Other superclasses (19)
other part of "people” (1) with
TA (Diest) Other classes (98) Other classes (95) the rest superclasses (19) Other superclasses (19)
"boy", "girl", "man", part of "people"” (1), which is data
MIA (Dy) "boy", "girl" (2) | "woman", "baby" (5) | of "boy" and "girl" but with superclass label "people” (1)
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C.3 FULL RESULTS OF FIGURE 2 AND FIGURE 3
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Figure 8: Unlearning results across four tasks using different representative methods.
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Figure 9: Forgetting dynamics on entangled (left) and under-entangled (right) feature representations.
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D PROOF OF THEOREM 3.2

Here we provide the complete proof of Theorem 3.2. The proof sketch is from Taylor expansion [5]
on Lg, (0'T1)/Ls, (6%+1), subtracting two formulas, and bounding the differences term. It intuitively
reveals the data representation can affect the forgetting dynamic on the loss differences. As our
primary goal is to explore the new settings, we believe it worth future work to establish more
systematical theoretical analysis beyond the current gravity effects on the forgetting dynamics.

First, we can have the following assumption about the representation similarity of dy, (-, -), which is
also adopted and assumed in the various previous works [2, 9].

Assumption D.1 (Representation Similarity). Let s; and s2 be two disjoint subsets of a dataset D
trained on a model fy. Given the representation of an input x at an intermediate layer be h(x), the
gradient differences at representation level can be controlled by assuming ¢, (-) is Lipschitz smooth
with constant Cy, then we have ||V £}, (z1) — VI, (22)|| < Col|h(x1) — h(x2)|| = Cedn(x1, z2).

Theorem D.2 (gravity effects on unlearning update). Let 6° be the well-trained model parameters for
unlearning, and we perform unlearning on sy via a gradient ascent update, i.e., 1 = ' +V L, (6")
for epoch t, then we can the following dynamics given ALs, ,(0'™1) = (Ls, ('71) — L, (011)),

ALg, s, (0771) < (L, (8") = Ly (0%)) + nAmax (Jor (1)) CeBdlp (21, 22) - ||V L, (8°)]| + 0(77(21)6)
where Ay (Jot) is the largest eigenvalue of the Jacobin matrix Jy = 8’5(;). Note that when t — 0,
the RHS mainly relies on the term measuring representation similarity as (L, (6") — Lg, (6%)) — 0.

Proof. Let s1 and s9 be two disjoint subsets with associated empirical losses L, () and L, (8) for
model parameters 6. Suppose the representations hg(x) of inputs z; ~ s1 and zo ~ s are similar:

EI1~51>12~S2Hh9($1) - h@(.’lﬁg)H <e

Assume the loss ¢5,(-) is Lipschitz smooth with constant Cy, and Jy: (z) = 6hg(§x) is the Jacobian of

the representation. Suppose an update §'*1 = §* + A@? is applied (e.g., for unlearning). Then by
Taylor expansion we have,

L, (0" = Ly, (0") + VL, (0) (6" — ") + %(0”1 — 0T Hg, (0" — 0Y)
then subtracting expansions for s; and s,
Loy (071) = Loy (071) = (L5, (6") — L, (6)) + (VLs, (6) = VL, (6) " A6
+%A0tT(Hsl — H,,)A8"
using the chain rule,

VLs,(0) = Eons, [Jo: (2) " Vil (h(@))],

then,

Vle (9t) - VLSZ (Qt) = Ewl,wz [Jgt (,’L‘l)TVhE(:L‘l) — Jot (.’L‘Q)thf(l‘gﬂ

we can split this as,

EIhLEz [Jgt (xl)T(VhK(xl) - Vhé(xg)) + (Jgt (l‘l)T — Jgt (Z‘Q)T)th(xg)]

then, by triangle inequality and operator norms,
VLs, = VL, < Amax(Jot (21))  Eay 0, | Vil(z1) — Vil(z2)| + O(e),
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assuming ¢, () is Lipschitz smooth with constant Cy,

IV (21) = Ve (22)|| < Cel|h(z1) = h(22)]| = Crdn (21, 22),

SO

Vle - VL52 S )\max(Jet (xl))Cg]Edh(xl,l‘g),

and,
(Vle(et) — VL, (et))TAet < /\maX(JOt (xl))OZEdh(xlva) ’ HVLSI(at)”

combining everything and given ALy, 5, (0'T1) = (L, (') — L, (6*11)),

ALs, s, (9t+1) < (L, (0") = Loy (6%)) + nmax (Joe (1)) CoBdlp (1, 2) - ||V Ls, (68%)]] + 0(772)'
O
The loss difference between s; and s, after an unlearning update on s; is bounded above by a term
proportional to their representation similarity. This shows that representation similarity implies

loss entanglement, where unlearning one set will influence the loss on another if they share similar
representations.
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The left panel shows an example of two-layer label domains; The middle panel is the Venn diagram to show the
hierarchical relation; The right panel illustrates the potentials of three critical class-wise unlearning aspects.

Figure 10: Label domain mismatch with the two-layer illustration.

Table 9: Mismatching in the label domain of three critical aspects with a two-layer label structure.

No. | Forgetting data | Model output | Target concept | Comment
1 Class label Class label Class label All matched
2 Class label Class label Superclass Target mismatch
3 Class label Superclass Class label Model mismatch
4 Class label Superclass Superclass Data mismatch
5 Superclass Class label Class label Impractical since Lp > L
6 Superclass Class label Superclass Similar to all matched
7 Superclass Superclass Class label Impractical since Lp = L
8 Superclass Superclass Superclass All matched

E FULL DISCUSSION ABOUT LABEL DOMAIN MISMATCH

In this section, we discuss the full scenarios of label domain mismatch in class-wise unlearning [68,
22, 8, 38, 16]. Specifically, we will start by why focusing on class-wise unlearning, and then discuss
the motivation for investigating its label domain mismatch, with the newly introduced setting being
friendly for empirical analysis and further research. In addition, we provide detailed information on
our instantiated four tasks using the benchmarked datasets [43]. Finally, we discuss the commonalities
of mismatch forgetting scenarios and the general principle of unified framework design.

To begin with, machine unlearning [7, 65, 69, 61] is originally proposed in response to "the right to
be forgotten" to protect the data privacy, and recently deep machine unlearning is a timely research
topic associated with foundation models which use massive of data to train [45, 4]. The ensuing
data regulation concerns have also expanded the original privacy-protecting goal to more general
needs and scenarios [70, 53, 19]. As stated in [60, 45, 38], unlearning a subset of the training set
has received increasing attention (like removing sensitive information, and inappropriate content).
However, the previous scenarios mainly consider the coinciding class labels with the target concept
to be unlearned. Although achieving promising results in forgetting, it is still not enough in practice.

Considering the problem setups of unlearning, we have three critical aspects, e.g., the well-trained
machine learning model 6, and the reported data Dy to be unlearned, as well as the target concept.
In previous studies, the three aspects are mainly considered to be under the same label taxonomy.
In other words, the unlearning tasks are aligned with the pre-training task, where the latter trains
a multi-class classification model, and the former aims to unlearn a training class. However, in
practice, the unlearning request may violate the taxonomy of the pre-training tasks, while the
specific target concepts always exhibit a unified property for specific forgetting data. It naturally
motivates us to consider different label domains of the three aspects of unlearning. As listed
in Table 10, the label domain of data Lp, the label domain of model output £j;, and the label
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domain of target concept L7. To begin with, we introduce the relations between two label domains,
i.e., £1 matches Lo (L1 = L9), L1 is the subclass domain of £y (£1 < £2)° and £ is the
superclass domain of Lo (£ >~ Lo )*, and we have a practical assumption on the relation between
label domains of forgetting data and target concept, i.e., Lp = L, indicating that the reported
forgetting data should be included in the target concept (as intuitively illustrated in the middle panel
of Figure 10). Considering Lp = L, we can have two possibilities on Ly, e.g., Ly = Lp
and L) # Lr, where the former is regarded as all matched when Lp = L3 = L7 and the
latter is the model mismatch. To be more specific, we consider model mismatch forgetting as
Lp = Ly < Ly, since Ly < L will have no additional effects on the unlearning when Lp = Lo
and we can regard it as similar to the all matched case. Considering Lp < Lr, we can have
the target mismatch forgetting when £Lp = L), and data mismatch forgetting when L, = Lr.

We summarize the malnly COHSldered mlsmatCh Label Domain L ‘ Relation of Data £, Model £, and Target L1

cases in Table 10, which can serve as a general All matched Lo = Lr = Lm
reference for further research on constructing the ~ Target mismatch Ly = Lp < Lr

R . Model mismatch Lp = Lr =< Ly
unlearning tasks. In the following, we further Data mismatch Lo < Lr = Lu

explain the procedure of task instantiating and dis-
cuss the other potential scenarios with the typical - Table 10: considering label domain relations of
two-layer label structure considered in the main three critical aspects in class-wise unlearning.
text and an additional three-layer label structure.

E.1 A TWO-LAYER LABEL STRUCTURE OF MISMATCH

In Figure 10, we first show the illustration of a two-layer label structure and the three aspects of
unlearning, i.e., forgetting data, model outputs, and target concept. Without losing generality, we
utilize the class labels and superclass information (refer to the official information in CIFAR-100 [43])
for consideration. Then we have a two-layer label structure representing different knowledge regions.

Given two potential label domains in each aspect, we can totally get the 8 scenarios list in Table 9.
The first 4 scenarios are mainly considered and detailedly introduced in the main text. For the
rest 4 scenarios (i.e., No. 5-8), we consider some (i.e., No. 5 and No. 7) to be impractical as the
label domain of forgetting data is larger than the target concept, which means that the unlearning
requests identify more forgetting data than the true target concept. It should be more reasonable that
only limited forgetting data are identified by server users or internal examiner [42] in real-world
applications. Therefore, we mainly consider the forgetting data Dy belongs a part of or equals to
the overall data D, of the target concept. As for No. 6 and No. 8 cases, the former is similar to the
conventional all matched forgetting since the forgetting data has the same label domains with the
target concept while the model output has a fine-grained label domain (e.g., class label) that will not
affect the unlearning, and the latter is exactly same as the all matched forgetting.

E.2 A THREE-LAYER LABEL STRUCTURE OF MISMATCH

Since in more extreme cases, some unlearning requests would exhibit only several instances of
forgetting an abstract concept not aligned with the pre-training tasks. We then consider an extra label
layer (e.g., the sub-set level inside a class) to construct a three-layer structure beyond the previous
one. In Figure 11, we illustrate it with some samples and a Venn diagram.

Considering each aspect can have three potential label domains, we can totally get 27 scenarios in
Table 11. In general, we have three rough categories for analysis. First, due to the aforementioned
constraint that the target concept should include the forgetting data, we consider several cases (e.g.,
No. 14, 17, 18, 20, 22-24, and 26-27) to be impractical. Second, the three-layer structure also includes
a group of scenarios that also existed in the two-layer structure, so No. 1-4 and 19 are the same as the
four scenarios (i.e., all matched, target mismatch, model mismatch, and data mismatch). Third, for
the rest scenarios, we regarded them to be novel cases than those considered in the main text.

3L1 < Lo: For any label y € L1, there exist label 4’ € Lo that instance being labeled with  can also being
labeled with ', but not all instance being labeled with ¢’ can be labeled with y.

*L1 = Lo: For any label y € Lo, there exist label ' € £; that instance being labeled with y can also being
labeled with %, but not all instance being labeled with 3’ can be labeled with .
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The left panel shows an example of three-layer label domains extended from the ordinary setting considered in
our main text, where the sub-set is sampled from the "boy" class; The middle panel is the Venn diagram to show
the hierarchical relation; The right panel illustrates the potentials of three critical class-wise unlearning aspects.

Figure 11: Label domain mismatch with the three-layer illustration.
Table 11: Mismatching in the label domain of three critical aspects with a three-layer label structure.

No. | Forgetting data | Model output | Target concept | Comment

1 Sub-set Sub-set Sub-set All matched

2 Sub-set Sub-set Class label Target mismatch

3 Sub-set Class label Sub-set Model mismatch

4 Sub-set Class label Class label Data mismatch

5 Sub-set Sub-set Superclass Different

6 Sub-set Superclass Sub-set Different

7 Sub-set Superclass Superclass Different

8 Sub-set Class label Superclass Different

9 Sub-set Superclass Class label Different

10 Class label Class label Class label All matched

11 Class label Class label Superclass Target mismatch

12 Class label Superclass Class label Model mismatch

13 Class label Superclass Superclass Data mismatch

14 Class label Sub-set Sub-set Impractical since Lp > L
15 Class label Sub-set Class label Similar to all matched
16 Class label Sub-set Superclass Different

17 Class label Class label Sub-set Impractical since Lp > L
18 Class label Superclass Sub-set Impractical since Lp > L
19 Superclass Superclass Superclass All matched

20 Superclass Class label Class label Impractical since Lp > L
21 Superclass Class label Superclass Similar to all matched
22 Superclass Superclass Class label Impractical since Lp > Lt
23 Superclass Sub-set Sub-set Impractical since Lp > L
24 Superclass Sub-set Class label Impractical since Lp > Lr
25 Superclass Sub-set Superclass Similar to all matched
26 Superclass Class label Sub-set Impractical since Lp > L
27 Superclass Superclass Sub-set Impractical since Lp > L

To be more specific, there are two groups of cases in the third part. For No. 5, 6, and 7, since they
also can be represented using a two-layer structure, the forgetting dynamics are similar to that in
target, model, and data mismatch forgetting. By contrast, in No. 8, 9, and 16, all three label domains
exist in the three aspects of class-wise unlearning, which is worthy of further discussion.

E.3 FURTHER EXPLORATION ON THE OTHER 6 DIFFERENT SCENARIOS

In this part, we further discuss the 6 different scenarios discovered by constructing the three-layer
label structure. We illustrated these forgetting tasks in Figure 12 and discuss them as follows,
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Figure 12: Illustration of 6 scenarios different from the four major tasks according to Table 11.

- No. 5&16 In the two scenarios, the model output has the most fine-grained label domain (e.g.,
sub-set as illustrated in Figure 11) for representation. At the same time, the target concept is broader
than both model output and identified forgetting data. Different from the aforementioned target
mismatch, the mismatch degree of this task is larger (e.g., superclass level) than the previous one (e.g.,
class level). In other words, the model output further loses the entanglement of feature representation
of the samples belonging to target concept (compared with the original setups of target mismatch).
To simulate the case, we employ the same model pre-trained by class in target mismatch, but enlarge
the target concept (consists of 7 classes with similar semantic features, instead of the original 5) and
change the forgetting data (2 class as the given forgetting data in No.5 and 3 classes in No.16).

- No. 8&7. Similar to the previous No. 5, the target concept in these tasks is also broader than the
label domains of the identified forgetting data. However, in these two scenarios, the model output is
varied which controls the entanglement of target samples. To construct these two forgetting tasks, we
respectively adopt the models pre-trained by class labels and superclass, and use the same forgetting
data (with 1 class) to investigate the performance change using our TARF and other baselines.

- No. 6&9. In the last two scenarios, the forgetting tasks are more similar to the previous model
mismatch forgetting. However, the distinguishable difference is that the label domain of model
outputs can be much different from the identified forgetting data. In the No. 6 task, the target concept
is aligned with the identified forgetting data, while since the remaining data is more than the original
model mismatch forgetting, the task separation could be harder than the previous. In the No. 9 task,
we can find that it is a complex scenario where the target concept is broader than the forgetting data
but included in the same superclass. In both tasks, we use 1 class data as the forgetting data.
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Table 12: Results (%) of unlearning with different model structures. All methods are trained on the
same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-100 ‘ Metric ‘ UA RA TA MIA ‘ Gapl ‘ Metric ‘ UA RA TA MIA ‘ Gapl

Retrained 0.00 97.85 73.72 100.00 - 0.00 97.85 73.72 100.00 -

FT [68] 67.52 96.43 7296 41.14 | 32.72 5311 94.64 7123 5270 | 26.53
RL [66] No.5 | 6857 96.12 7258 41.17 | 33.15 | No.16 | 5390 9694 73.07 53.56 | 25.48
GA [36] 38.03 97.00 7098 7692 | 16.75 3224 9573 6999 77.62 | 15.12
TAREF (ours) 0.00 96.58 72.03 100.00 | 0.74 0.00 9698 72.87 100.00 | 0.43
Retrained 0.00 97.85 73.72 100.00 - 0.00 9850 80.15 100.00 -

FT [68] 74.09 97.19 7401 36.71 | 34.58 95.16 9498 78.68 13.06 | 46.77
RL [66] No.8 | 76.04 96.76 7288 36.00 | 3549 | No.7 | 91.51 9698 80.11 47.24 | 36.46
GA [36] 4947 9892 7294 7796 | 18.34 1591 98.64 80.27 93.82 5.59
TARF (ours) 0.00 9622 7243 100.00 | 0.73 0.00 96.54 79.23 100.00 | 0.65
Retrained 88.22 9852 8442 2222 - 88.22 98.58 7850 2578 -

FT [68] 9433 95.00 78.77 13.67 5.96 91.78 95.02 7890 18.44 3.72
RL [66] No.6 | 84.22 9696 80.18 6577 | 1334 | No.9 | 9697 7022 80.24 94.67 | 26.94
GA [36] 18.44 96.06 7820  92.67 | 37.23 19.11 9527 7756 91.56 | 34.79
TARF (ours) 9221 9843 8232 19.17 2.31 89.12 9723 7921 2432 1.11

To further understand the properties of unlearning in these tasks, we conducted additional experiments
and summarized the results in Table 12. We can find the empirical results well demonstrate the
conceptual conjectures in the previous discussion, and the representative baselines exhibit varied
performance gap with the Retrained reference. Among them, our TARF can consistently achieve the
better performance regarding to the Gap.

E.4 SPECIFIC INFORMATION OF THE INSTANTIATED TASKS

For the four major scenarios (i.e., conventional all matched forgetting, target mismatch forgetting,
model mismatch forgetting, and data mismatch forgetting) considered in our work, we provide the
dataset construction and partition details in this section. Note that we focus on class-wise unlearning
in this work, which is different from random data forgetting that uniformly samples the forgetting
target of all classes in the training dataset.

Forgetting target. In previous works [68, 8], the target concept to be forgotten is mainly considered
as all matched where D; = D{y = ys} has the same label domains (exactly same labels) with the
pre-training task and forgetting data D = D{y = y}. In contrast, we assume that the target concept
can be decoupled from the class label in practical unlearning requests. As illustrated in Figure 1,
we further instantiate with three forgetting tasks given Dy = D{y = ys} with the superclass labels
Y’ of Y (classes): i) model mismatch forgetting, e.g., Dy = D{y = y} and y, C y} where y; € )’
given the model trained on )'; ii) target mismatch forgetting, e.g., Dy = D{y = y; } given the model
trained on ); iii) data mismatch forgetting, e.g., D, = D{y = y{} given the model trained on ).

To ease the research investigation and empirical verification, we adopt the commonly used [45, 38,
16, 17] benchmark CIFAR-10 and CIFAR-100 for constructing the pre-training task for unlearning.
Specifically, the official class labels are kept as classes for ordinary setup, and we provide the
superclass information referring to the pre-defined lists [43] of CIFAR-100. Since there is no
official superclass information for CIFAR-10 dataset, we manually grouped the classes of CIFAR-10
according to their semantic feature similarity and finalized 5 superclass clusters consisting of 2 classes
in each. The full structured label layers information is summarized in Tables 14 and 15. For all the
unlearning scenarios where the label domain of model output is the superclass, we will first use the
superclass information to train the 20-class and 5-class classification models respectively. For the
specific data partition in unlearning requests, we randomly sampled two classes in CIFAR-100 and
one class in CIFAR-10 as forgetting data and kept the setup across the four forgetting tasks as well as
other experiments. For other additional experimental setups, we will state them at the near positions.
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Table 13: Basic setup about unlearning scenarios. More illustrations can be found in Appendix E.4.

Dataset | Forgetting Data | Setup

| All matched | Model mismatch | Target mismatch | Data mismatch

CIFAR-10 ‘ “automobile”

| Training Class | 10 \ 5 \ 10 \ 5

| Target Concept | “automobile” | ‘“automobile” | “vehicle” | “vehicle”
CIFAR-100 | “boy”, “girl” | Training Class | 100 \ 20 \ 100 \ 20
\ | Target Concept | “boy”, “girl” | “boy”, “girl” | “people” \ “people”

Table 14: Full list of the 20-class classification on CIFAR-100 with its official superclass labels [43].

Superclass (20)

Classes (5 for each superclass)

aquatic mammals
fish
flowers
food containers
fruit and vegetables
household electrical devices
household furniture
insects
large carnivores

beaver, dolphin, otter, seal, whale
aquarium fish, flatfish, ray, shark, trout

orchids, poppies, roses, sunflowers, tulips

bottles, bowls, cans, cups, plates
apples, mushrooms, oranges, pears, sweet peppers
clock, computer keyboard, lamp, telephone, television

bed, chair, couch, table, wardrobe

bee, beetle, butterfly, caterpillar, cockroach

bear, leopard, lion, tiger, wolf

bridge, castle, house, road, skyscraper
cloud, forest, mountain, plain, sea
camel, cattle, chimpanzee, elephant, kangaroo
fox, porcupine, possum, raccoon, skunk
crab, lobster, snail, spider, worm

large man-made outdoor things
large natural outdoor scenes
large omnivores and herbivores
medium-sized mammals
non-insect invertebrates

people baby, boy, girl, man, woman
reptiles crocodile, dinosaur, lizard, snake, turtle
small mammals hamster, mouse, rabbit, shrew, squirrel
trees maple, oak, palm, pine, willow
vehicles 1 bicycle, bus, motorcycle, pickup truck, train
vehicles 2 lawn-mower, rocket, streetcar, tank, tractor

Table 16: Specific training set data partition cor-
responding to four major forgetting tasks.

Table 15: Full list of the 5-class classification on
CIFAR-10 with its manually set superclass [43].

Superclass (5) | Classes (2 for each superclass) Forgetting Tasks | Identified | Unidentified
1 airplane, bird All matched Dy =Dy Dun = D,
2 automobile, truck Target mismatch | Dy C Dy | Dyy = Dy UD;
3 cat, dog Model mismatch | Dy = D, Dun = D:
4 deer, frog Data mismatch Dy C Dy | Dyn = Dg UD;
5 horse, ship

E.5 DISCUSSION ON THE PRACTICALITY OF LABEL DOMAIN MISMATCH

Machine unlearning is originally proposed in response to data regulations [7, 32], which are primarily
motivated by a desire to protect data owners’ right to withdraw from the learning process. However,
regarding its technical nature of mitigating the data influence from a trained model [69], unlearning is
actually given broader significance in the context of trustworthy Al [4,5], like studies for mitigating
bias and unfairness [6], addressing safety issues [7], erasing the NSFW generation [8,9]. It is worth
noting that these trustworthy requirements may generally exhibit different concerns from the original
training tasks. Motivated by the research problem raised in Section 3.1, our work focuses on a critical
problem from the assumption view, i.e., the unlearning request may have a different taxonomy from
the original tasks, for which we model the three mismatched scenarios for systematical exploration.

Here, we discuss some practical use cases for the three newly proposed settings. For example, 1) the
label domain mismatch may exist in some recommendation tasks [20] or other generative tasks like
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Taking the CIFAR-100 [43] dataset, we instantiate four unlearning tasks given the same forgetting data with the class labels of “boy” and “girl”:
a) all matched forgetting (conventional scenario): unlearn “boy” and “gir]” with the model trained on the classes; b) target mismatch forgetting:
unlearn “people” with the model trained on the classes; ¢) model mismatch forgetting: unlearn “boy” and “girl” with the model trained on the
superclass; d) data mismatch forgetting: unlearn “people” with the model trained on the superclass.

Figure 13: Illustrations of class representation with the four unlearning scenarios.

image generation [19] with diversified user feedback (for which we have presented a case study on
concept-forgetting on Stable Diffusion in Appendix F). 2) When the users raise unlearning requests
for some representative disliked item with a message of "don’t recommend this kind of thing", it is
similar to target mismatch forgetting. In addition, 3) when debugging the pre-trained model with some
spurious correlation or safety concerns [4, 19, 46], it is similar to model or data mismatch forgetting
as we only have the forgetting cases (e.g., some figures including NSFW content or adversarial
features) that may not be aligned with the taxonomy of the pre-training task. We hope our exploration
can provide insights for further consideration of specific practical applications.

E.6 DISCUSSION ON THE SCENARIO COMMONALITIES AND FRAMEWORK PRINCIPLES

The three mismatch scenarios, i.e., target mismatch forgetting, data mismatch forgetting, and model
mismatch forgetting, share the common challenge of representation mismatch between the pre-trained
model, the identified forgetting data, and the target concept to be forgotten. It breaks the assumption
in all-matched scenarios that the three are matched [60, 69, 16, 38] and can result in extra-/ineffective-
forgetting in unlearning tasks, as demonstrated in our Figure 2. Specifically, in the target/data
mismatch forgetting, the target concept can be wider than the identified forgetting data; while in the
model mismatch forgetting, it can be smaller than the coarse-grained model representation.

To build a unified framework like our TAREF, it requires considering the aforementioned two issues,
i.e., insufficient representation in target/data mismatch, and decomposition lacking in the model
mismatch. The former requires a flexible controller for forgetting strength while and latter requires
a simultaneous consideration on forgetting and retaining. Thus, based on the general equation in
Eq. (3), we set two sub-objectives (annealed forgetting and target-aware retaining) to decompose the
learned representation and control the forgetting strength by the instance-wise weighting mechanism
which selects the targeted-aware forgetting data. Then, TARF becomes a unified framework for
the three mismatched scenarios. Note that although TAREF is illustrated with three phases to better
explain its functionality, while it is not three independent parts but unified in a general objective.

F ALGORITHM IMPLEMENTATION AND EXPLANATION

In this section, we present the pseudo-code of our proposed TARF and its variant, as well as additional
discussions to enhance the understanding of our methods. Here we summarize the detailed procedure
of algorithm implementation in Algorithm | and Algorithm 2. In detail, Algorithm 1 identifies the
potential target using the class labels, while Algorithm 2 can use the instance level information.
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As introduced in Section 3.3, the objective of our TARF is defined as follows,

Toae = ) (= g0 T @)+ 13 eI ICCRREA

(x y)~ (z,y)~Dun (17)

Annealed Forgetting L¢(k) Target-aware Retaining L, (7)

where k(t) and 7(x, y, t) are two training-time-related hyperparameters to deal with the mismatch
issues raised in our new settings. Specifically, we set a learning-rate-reduced k(t) as

k(t)=Fk-(T'—t—1t0)/T, tel0,T], (18)

where T indicates the total training time (e.g., epochs), and the value of k(¢) decreases with the
training process. On the other hand, we have the following indicator to measure the model prediction
consistency with the training datalcon (z, y,6) = |4y, (z,y) — {s,. (x,y)|, with which we set 7(z, y, t)
as follows,

0 Ion(z,y,0:) > port <ty *Unconf. Retain,

Y, 1) = X . 19

(@ 1) {1 TIeon(z,y,0:) < fandt >t Conf. Retain, (19)
where ¢ is a time stamp to control the start of pursuing the retaining part. The overall two dynamic
hyperparameters can divide the whole unlearning process into three phases as illustrated in Figure 4.

Remark on . The intuition of setting 5 is  Table 17: Sensitive check of quantile-based choice

identifying those false remaining data in our on varied false-retain size using CIFAR-100.
Phase-I: Target Identification based on the grav-

ity effects of forgetting dynamics. According

Forgetting Support  Size UA RA TA MIA  Gap

.. . Retrained (Ref. 450  0.00 97.76 74.28 100.00 -
to the dynamic information revealed by Phase-I GA (large)( ) 450 635 9232 7012 9453 536
(e.g., before t1), A is set to thresholding those ~_TARF (arge) 450 000 9642 7213 10000 0.87
) : : : Retrained (Ref.) 250 000 9803 7342 10000 -
data most mﬂuentl-al by unlearning the BIVENL G\ (Small) 2250 3507 9181 6639 7591 18.10
forgetting data, so is a computable value given  TARF (Small) 2250 2337 8553 7068 77.82 1520

the pre-assumed forgetting range. For the task

feasibility, we will generally assume the amount of false remaining data or classes is known at our
target/data mismatch forgetting, following a similar setup in learning from label noise [28] where
the noise rate can be estimated and utilized as prior information. In the implementation, the 5 value
is estimated with the ranked accuracy difference of each class, once at time step ¢; (e.g., the end of
Phase-I illustrated in Figure 4) and remain fixed afterward throughout training, as we already identify
those potential false remaining data. Specifically, we estimate 3 by ranking samples in the remaining
set. For example, setting (3 as the lowest Z,,,, of top-5% data/class with the most loss/accuracy. In
Table 17, we further check the performance robustness of quantile-based choice under varied false-
retain size on CIFAR-100. When the false-retain set is very small, these data remain reliably captured
by the top quantiles due to their strong semantic and representation alignment with the forgetting
set, and the unlearning performance is good. In contrast, when the false-retain set is significantly
enlarged, the ranking could include a number of noisy samples as their semantic similarity to the
forgetting set is inherently weak. Although we can not achieve accurate forgetting (e.g., achieve
0% in UA), we can still perform better than plain gradient ascent on the given forgetting data. This
situation also corresponds to the challenging settings where representation-gravity cues become
ambiguous when the false-retain samples are disproportionately large and given forgetting data can
not be representative anymore. Nevertheless, across all feasible mismatch scenarios introduced in the
paper, the quantile-based ranking choice remains structurally robust, and quantile-based choice of
can be valid if the forgetting dynamics can well capture the semantic representativeness.

Annealed Forgetting. For the forgetting target, we adopt the gradient ascent on the given forgetting
data to unlearn it. However, to approximate the retrained model, the intuition is not to pursue the
maximization of the risk on this part of the data but to destroy the learned feature on the given model.
So we introduce a learning-rate-reduced k(t) to realize the annealed gradient ascent where ¢ = 1
is adopted for target or data mismatch forgetting, and the value of k(¢) decreases with the training
process. Resulting in destroyed features, gradient ascent on this part of data also constructs the
dynamic information for differentiating the data of different consistency on its loss values, making
the risks of the false retaining data higher than the rest, and helping to filter retaining data.
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Target-aware Retaining. For the retaining part, we need to selectively learn the data from the
remaining set, since the complementary dataset may be biased with unidentified forgetting data.
Compared with other remaining data, the false retaining data is easy to be affected by similar feature
representation as indicated in Figure 3. Thus, we can have 7(z,y,t) where we can divide the
remaining set into unconfident/confident parts to note the estimated retaining data like Figure 5.
t; = 2 is adopted at target and data mismatch tasks, and /3 can be estimated by the prior information
about the specific unlearning request and the rank of loss values. By simultaneously conducting
gradient ascent on forgetting data and selective gradient descent on confident retaining data, we can
better restrict the forgetting region and deconstruct the entangled feature representation (refer to the
middle of Figure 5 where we reveal the feature decomposition in deeper layers of model structure
using ResNet). Finally, with the partial objective of retaining, it can approximate the retrained
reference (refer to the right of Figure 5).

F.1 DISCUSSION ON THE FUNCTIONALITY OF HYPERPARAMETERS AND TUNING PRINCIPLE

Discussion on the computational stability. Conceptually, the hyperparameters introduced in TARF
are structurally constrained by their functionality, although they introduced extra tuning flexibility
to enable the capability of handling different mismatched scenarios. We can understand from an
induction view of our unlearning objective, where k£ and 7 respectively control the strength of
forgetting and the scope of retaining. Generalized from the Phase-II of target separation in Figure 4,
t1 and t( enable the Phase-I for target identification on target/data mismatch and the Phase-III for
retaining approximation. Note that as discussed, [ is an automatic ranking threshold in realizing
the index 7. Thus, we only need to decide the proper value of k, ¢; and ¢y, which is guided by
specific unlearning scenarios. Given that intuition, we have several tuning principles: 1) the initial
forgetting strength & can be tuned from a smaller value to avoid extra feature distortion; 2) t; is
generally set to be Epoch 1 as dynamic information can be captured by ranking mechanism; 3)
to can be also tuned by extending the Phase-III to fix the potential feature distortion induced by
forgetting. Empirically, the above intuition and tuning principles benefit the computational stability of
our framework, as demonstrated in our ablations which consistently shows that TARF is stable across
a wide but reasonable range of choices. As shown in Figures 7 and 17, sweeping the values of initial
k, t1, and ty leads to highly similar outcomes unless: 1) £ is set to an unrealistically large value that
aggressively destroys the representation; 2) ¢; is set to an extremely large value obscure large quota
of retaining; 3) g is set to near 0 without considering fixing representation destroy. This is governed
by the forgetting dynamics revealed in our theoretical analysis, where the early steps dominate the
separation of target representations, while the later can induce unrelated feature distortion.

Practical guideline for hyperparameters. Based on the aforementioned conceptual discussion, we
can synthesize the guideline as: 1) £ should be initialized to a small value and increased cautiously;
a modest early ascent is sufficient to reveal representation gravity, while overly large values cause
unnecessary distortion; 2) t1 can generally be set very early (typically Epoch 1), since the gravity-
based ranking relies on the first few steps of forgetting. 3) ¢( can be tuned by extending Phase III
when additional retaining approximation is needed, ensuring that any feature distortion is fixed.

F.2 DISCUSSION ON THE ALGORITHM COMPUTATION COST

We would acknowledge that TARF may require more time in unlearning compared with some methods
like GA, which only uses the forgetting data (which sometimes can be extremely limited than other
retaining data) for unlearning, while those methods may suffer from excessive forgetting and results
in inaccurate unlearning across different scenarios. Regarding the metric “TIME”, it originally means
to avoid some methods that consume too much time compared with that of Retrained (Ref.). From
this perspective, these current methods and TARF actually fall in the acceptable time range, and the
efficiency gap between existing explorations in that range is indeed not a bottleneck based on Table 1.

From the methodology perspective, the three separately presented phases are integrated in a unified
framework, instead of adding extra phases before and after Phase II. Compared to other approximate
unlearning methods, the unique operation is target identification by comparing the output information
of the unlearned model with the original model for weight assignment, which has similar or less
computation than other advanced designs that consider sparse regularization [38] or compute the
gradient mask for the original model [16]. Empirically, we check the computation overhead of
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Algorithm 1 TARF

Input: Training dataset D = {(x;, y;, s;) }_,, where s; = 1 indicates the identified forgetting dat,
otherwise the data is recognized to be unlabeled for unlearning, learning rate 7, number of epochs 7',
batch size m, number of batches M, data x € X, label y € ), original trained model 6, loss function
£, initialized indicator value 7 with the threshold S, time indicator t( and ¢; related to Eq. 5.
Output: model 67';

1: for mini-batch=1, ..., M do
2:  Sample a mini-batch {(z;,y;)}™, from D
3 {0 ya) Yy < Oforward(fo { (i, i)}y ).
4:  Collect the initial training accuracy in each class based on {£(x;,y;)}™ .,
55 17+0
6: end for
7: for epoch =0, ..., 7T do
8:  Update k(t) according to Eq. 3,
9: ifepoch =t; then
10: compute 3 in Eq. 5 according to the rank of class accuracy difference, and update 7.
11:  endif
12:  for mini-batch=1, ..., M do
13: Sample a mini-batch {(z;, y;, ;) }7~, from D
14: Assign different weights for identified target samples and the rest retaining data,
15: Lyarr = k(t) - <— ﬁ 2 (ey)~Ds B(f(x),y)) + ﬁ 2 (o) L (@), ) - T(2,, 1),
16: 0 < 0 —nVoLare(D, Dy, f,T)
17:  end for
18: end for

identification in Table 18. Specifically, we report the computation time (min) of identification (TIME-
In) including the forwarding pass and ranking operation, compared with that (TIME-Un) of the whole
unlearning process. The resulting overhead is relatively limited compared with the unlearning cost
across the datasets. While extremely large-scale settings could benefit from optional structural priors
or sampling-based accelerations, our current implementation already shows favorable scalability.

Practical optimization strategies. Considering  Table 18: Computational overhead of target identi-

the future application scenario like foundation- fication Compared with un]earning procedure'
model-scale target identification, the single for-

ward pass could also be costive for the entire  —eehed TIMET TIME UA  RA_TA MIA_ Gop

,p, ’ . o . CIFAR-10 0.18 423 006 97.57 90.81 100.00 123
remaining dataset for monitoring the dynamic  cirar-100 018 485 031 97.35 7368 100.00 021
. . . Tiny-ImageNet 095 3281 108 9478 6991 100.00 1.37
information change. Here we further discuss po-  jagener 1152 62887 000 69.93 7179 10000 3.97

tential optimization strategies. First, sampling-
based approaches like uniform or stratified sampling are a viable strategy in large-scale applications,
especially when the dataset contains structural information such as category tags or class labels.
TAREF depends only on relative changes in the gravity shift, rather than exact global estimates, so
monitoring the shift using a small, class-balanced validation subset (e.g., a few thousand examples)
is feasible. The primary trade-off is representational fidelity: if the sampled subset fails to capture
the intra-class structural variation, the estimated gravity shift may introduce mild variance. Second,
a lightweight surrogate model may be used to approximate gravity monitoring. Since TARF relies
on representation gravity for target identification, we may also compute the gravity shift using a
compressed encoder if available (e.g., a distilled representation model or low-rank projection of the
backbone). This reduces monitoring costs by optimizing the forwarding pass, with the trade-off that
the surrogate model may introduce slight bias in the absolute magnitude of the gravity shift. We
may also need consider the time cost of constructing such a surrogate model based on the existing
literature. It could also be a promising future direction for efficient target identification.
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Algorithm 2 TARF-I: generalized version on instance-wise identification

Input: Training dataset D = {(x;, y;, s;) }_,, where s; = 1 indicates the identified forgetting dat,
otherwise the data is recognized to be unlabeled for unlearning, learning rate 1, number of epochs 7',
batch size m, number of batches M, data x € X, label y € )/, original trained model 6, loss function
¢, initialized indicator value 7 with the threshold 3, time indicator ¢q and ¢; related to Eq. 5.
Output: model §7;
: for mini-batch=1,..., M do

Sample a mini-batch {(z;,y;)}, from D

{0z, yi) 2y < 0-forward(fo, {(zi, y:) }i21),

Collect the initial loss values in each training samples based on {¢(x;,y;)}™,, 7+ 0
end for
: forepoch=0,...,7 do
Update k(t) according to Eq. 5,
if epoch = ¢; then

compute (3 in Eq. 5 according to the rank of difference in instance loss values, and update 7.
10:  end if
11:  for mini-batch=1, ..., M do

A A S ey

b

12: Sample a mini-batch {(z;, y;, ;) }7%, from D

13: Assign different weights for identified target samples and the rest retaining data,

14: Lrarr = k(t) - ( - Wld Z(Ly)wpfg(f(x)»y)) ‘Dflu“ 2 @a)~pn L (@), 9) - T(2,9, 1),
15: 0 < 0 — nVoLrare(D, Dy, f, )

16:  end for

17: end for

F.3 CASE STUDY FOR UNLEARNING GENERATION CONCEPT

To demonstrate the compatibility, we also extend the idea of this work and investigate the performance
of TARF on the specific text-to-image generation task with stable diffusion [19, 16], and presented
the generated images by the original model and unlearned model in Tables 19 and 20.

In detail, we aim to unlearn the image generation of a concept with its specific prompt like “a photo of
a tench”. To simulate the practical unlearning request (e.g., the user raises the request of unlearning
a specific concept with some identified generation examples, and the developer needs to adjust the
model to forget the concept), we construct the given dataset consisting of limited forgetting data and
the unidentified remaining data for unlearning, which corresponds to the data mismatch forgetting
task. Then we compare the image generation on the original stable diffusion, the unlearned model
with certain label (CL) mismatching [16], and that with our TARF. Note that here we recognize
ESD [19] as a performance upper bound and do not compare it, since it is the same for all matched
settings with fully identified forgetting data (as it directly encourages the model to unlearn the concept
from text semantics). For this exploration of TARF, we adopt the instance-wise identification during
the forgetting process as described in Algorithm 2, to unlearn the target concept with the given limited
forgetting data and pursue retaining the selected remaining data with lower loss values.

The results in Tables 19 and 20 demonstrate that our TARF can achieve better forgetting results given
the limited identified forgetting data, with proper target identification in the remaining set, while CL.
using only identified forgetting data can not unlearn the concept well as the generated examples still
maintain some semantic features belongs to the target concept (like "tench" or "English springer").

F.4 DiscussiON ON TARF wiTH LIMITED CLASS INFORMATION

The phase 1 of TARF is for target identification in the target mismatch forgetting where the target
concept is wider than the given forgetting data (e.g., forgetting "people"” given "boy" and "girl"). The
class information may affect the accurate identification of the target concept but not the rationality of
our framework. In our experimental setup, the class information is available in TARF as the class
labels are used in pre-training, while the information of the target concept is given by the number of
extra classes instead of the superclass label. Regarding the unavailable or implicit class information,
first, if the class (i.e., the subclasses w.r.t. target concept) is not available, TARF may also utilize the

36



Under review as a conference paper at ICLR 2026

model prediction to obtain the pseudo labels to conduct the task; Second, if the extra forgetting target
beyond the identified data is not restricted as classes, it may require that given forgetting data can
well represent the target concept (e.g., the false retaining data should be easier affected than the other
retaining data). We acknowledge that both scenarios would lead to a larger performance gap with
Retrained reference, as it is a generally more challenging scenario affecting the task achievability to
all of the approximate unlearning methods. We believe it worth future effort to explore.

F.5 DISCUSSION ON THE ASSUMPTION OF SUPER-/SUB-CLASS INFORMATION

Though we provide the full hierarchical label structure in benchmarks like CIFAR-10/CIFAR-100
to enable controllable experiments for research purposes. It does assume some available structure
or proxy signal to distinguish between the forgetting target and the retained knowledge. In practice,
this can be: 1) class labels from user requests (e.g., “please unlearn boy/girl but not man/woman”);
2) semantic similarity (e.g., via pretrained embeddings or clustering in representation space); 3)
model behaviors (e.g., gradients or output confidence shifts, used in our target-aware selection
mechanism). Thus, our method is compatible with approximate or user-defined taxonomies as long
as the information can reflect the representation similarity, and does not strictly require canonical
super/sub-class structural information.
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Table 19: Image generation results of unlearned Stable Diffusion in the Data mismatch forgetting,
compared with the original stable diffusion, certain label (CL) unlearning [16], and our TARF. The
specific prompt used in the image generation is "a photo of tench".

Original Unlearned Unlearned
Stable Diffusion by CL [16] by TARF
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Table 20: Image generation results of unlearned Stable Diffusion in the Data mismatch forgetting,
compared with the original stable diffusion, certain label (CL) unlearning [16], and our TARF. The
specific prompt used in the image generation is "a photo of English springer".

Original Unlearned Unlearned
Stable Diffusion by CL [16] by TARF
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G ADDITIONAL EXPERIMENTAL RESULTS

In this section, we provide additional experimental results of our work.

- In Appendix G.1, we summarize the additional experimental setups.

- In Appendix G.2, we discuss the crucial target identification in unlearning.

- In Appendix G.3, we discuss and compare TARF with the advanced method in all matched scenario.
- In Appendix G.4, we discuss potential ways to extend unlearning to the scenario without class labels.
- In Appendix G.5, we verify unlearning on large-scale datasets trained with large models.

- In Appendix G.6, we present unlearning with different model structures.

- In Appendix G.7, we present the full results under multiple runs with the four forgetting tasks.

- In Appendix G.8, we present the real-world unlearning application with LLM.

- In Appendix G.9, we discuss forgetting multiple class using TARF.

G.1 EXTRA EXPERIMENTAL SETUPS

We introduce additional experimental details in the specific unlearning tasks. In our TAREF, In general,
we set {1 = 1 for all the target identification parts, and we adopt k = 0.04, £y = 2 in model mismatch
forgetting, and k = 0.02, ¢ty = 2 for all matched, target mismatch and data mismatch forgetting in
the unlearning request on CIFAR-10 classification task; for the CIFAR-100 classification task, we
adopt £ = 0.5, {yg = 2 in model mismatch forgetting, and k£ = 0.05, tg = 2 for all matched, target
mismatch and data mismatch forgetting. For the other hyperparameters, we follow the previous
works [38, 45, 16] to set the specific values. All the forgetting trails use 10 epochs for the total
unlearning process except for GA (use 5 epochs) and IU (use the specific fixed step for optimization).
The specific parameters and the pre-trained models (unlearn base) are provided in our source codes.

G.2 DISCUSSION ABOUT TARGET IDENTIFICATION IN UNLEARNING

In this part, we further discuss the important factors for the achievability of the unlearning tasks. To
be more specific, for the target or data mismatch forgetting, the scenario assumes that the identified
forgetting data is part of the whole samples belonging to the target concept, which means there are
other forgetting data included in the remaining set that need to be found. Thus, target identification
is important for effective unlearning. As demonstrated in Section 3.2, the representation gravity
can be a useful clue in forgetting dynamics to identify the other false retaining data. An implicit
assumption is that those false retaining data have similar semantic features to the initially provided
forgetting data, which has smaller representation distance than the retaining part of data as illustrated
in Figure 14. Empirically, the model can have similar prediction changes on those false retaining
data with the initial forgetting data. However, not all of the superclasses officially defined for the
CIFAR-100 dataset are suitable for constructing the unlearning request, as some superclasses are not
semantically separable like "aquatic mammals" and "fish". It can be found in Figure 16, where we
check the Top-10 classes with the most accuracy changes after gradient ascent for each superclass
in the CIFAR-100 dataset, some false retaining data (class-level indicated by blue arrows) are not
easily identified given the two initially provided forgetting data classes (indicated by red arrows).
One interesting future problem can be how to handle the spurious correlation given the insufficient
representative samples.

G.3 DiscussioN ABOUT TARF ON ALL MATCHED SCENARIO

Regarding the all matched scenario, there is no need for the target identification part to identify extra
forgetting data in the all-matched scenario as the target concept matches the forgetting data, then
TAREF degenerates into a general framework using the given forgetting data to forget, and the rest
to retain. The performance of TARF is comparable to the existing best counterpart like SCRUB
regarding the “Gapl.” in Table 3. It can be found that the overall performance of the unlearned models
has already closely approximated the Retrained reference. Furthermore, since TARF is a general
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The distance is calculated at the feature representation extracted from the penultimate layer of the model for each
class, which measures the averaged Euclidean distance to the cluster center (averaged by the forgetting data).

Figure 14: Inter-class distance and Inter-superclass distance for the unlearning assumption.
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We present the tSNE visualization [51] of the learned features, using two representative unlearning methods, i.e.,
finetune (FT) [68] and gradient ascent (GA) [64] with the pre-trained and retrained ones.

Figure 15: The entangled/under-entangled feature representations visualized by tSNE.

framework, we can also adopt the KL divergence loss with the original model as designed in SCRUB
to further improve the performance, for which we present the comparison in Table 21.

G.4 DiscussiON ABOUT TARF ON WEAKLY-SUPERVISED SCENARIO

Our current work mainly focus on expanding the scope of conventional class-wise unlearning.
Regarding the existing approximate unlearning studies [60, 45, 8, 38], considering the all matched
forgetting scenario with full supervision, we push it towards more practical settings via decoupling
the class labels and the target concept. For machine unlearning under weak supervision, there are
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Target identification results with different unlearning requests and the minimum identified forgetting data on the
CIFAR-100 dataset. Note that some target concepts are not successfully identified by the identified data.

Figure 16: Task Identification using the CIFAR-100 dataset for target mismatch forgetting.

limited studies [60] to our best knowledge, and we believe it is worth an in-depth exploration in
future work.

Given that if a model is trained with semi-supervised or other weak supervision, we can obtain the
pseudo labels by the model prediction for its unlearning phase. Instead of using the predicted label,
we can also utilize the distillation objective to encourage the unlearned model’s output to be far
away from (or close to) the original ones. With the guide of model prediction, the data belonging
to the same superclass with the forgetting data can be figured out to constrain the unlearning target.
In Table 22, we present the results of our methods when only the given forgetting data are labeled,
demonstrating our framework can be extended to achieve satisfactory performance.
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Table 21: Performance comparison in the all matched scenario when TARF with CE loss/KL
divergence (refer to Eq. (14) with the original model for the retaining part.

Type / D

Dataset | CIFAR-10 | CIFAR-100
Method / Metrics | UA RA TA MIA  Gap| TIME| | UA RA TA MIA  Gap| TIME]

Retrained (Ref.) 0.00 99.51 94.69 100.00 - 433 0.00 97.85 76.03 100.00 - 432
FT [68] 1.07 98.62 9236 100.00 1.07 4.43 0.67 9632 7234 100.00 147 5.02
SCRUB [45] 0.00 99.94 91.00 100.00 1.03 2.88 0.00 99.98 76.75 100.00 0.71 3.23

Semi-supervised

S . TARF (with CE) | 0.00 9823 9195 100.00 1.01 421 0.00 96.90 7253 100.00 1.11 4.68
cenarios

TARF (with KL) | 0.00 98.81 93.33 100.00 0.52 4.32 0.00 9695 7498 100.00 0.49 4.89

Table 22: A case study (%) on the unlearning on CIFAR-100 under the weakly-supervised scenario
(e.g., using the pseudo-label generated by model prediction to handle unlabeled retaining data).

Type / D | Dataset
| Method / Metrics

Model mismatch | Data mismatch
UL RA TA MIA Gapl TIME,| UA RA TA MIA Gap, TIME|

\

\
Retrained 88.22 98.58 7850 25.78 - 438 0.00 9850 80.15 100.00 - pEY)
FT 92.67 9502 7934 1633 458 4.86 8262 9566 79.77 3724 37.15 4.93
. . RL 80.11 95.83 79.83 99.00 21.35 4.93 89.78 96.82 7990 70.76  30.49 4.97
Semi-supervised | GA 6.78 9483 7696 97.78 39.68 0.06 6.00 97.65 7923 98.04 243 0.05
Scenarios BS 18.11 9590 7228 9522 37.14 0.89 1538 9850 7228  96.22 6.76 0.96
Ly-sparse 82.11 85.17 7522 2000 7.15 5.00 84.53 85.13 7522 17.02 4645 5.03
TARF (full labels) 86.67 97.05 80.07 2600 1.21 4.81 0.00 9501 7898 100.00 1.17 4.78
TAREF (unlabeled retain) | 90.22 96.58 80.01 22.54  2.17 4.84 133 9530 78.12 99.34 1.45 4.85

Table 23: Results (%). Comparison with the baselines on TinyImageNet trained on ResNet101.
(More results on large-scale dataset like ImageNet can refer to Appendix G.5)

Type /D | Dataset | All matched | Model mismatch

‘ Method / Metrics ‘ UA RA TA MIA Gapl TIME] ‘ UA RA TA MIA Gapl TIME]
Retrained (Ref.) 0.00 7432 63.13 100.00 - 217.0 3480 7126 6429 66.90 - 256.14

FT [68] 3.80 77.66 6298 97.30 2.50 30.41 59.30 7726 6292  38.00 15.19 37.44
RL [66] 73.20  69.87 60.49 18.40 4047 225.13 | 84.10 6853 60.63 8.00 28.64  226.79

GA [36] 570  63.26 57.09 87.50 8.83 0.34 6.30  63.17 58.04 90.70 16.66 0.34

BS [8] 0.30 4396 40.23 97.70 13.97 1.2 0.10 3394 31.82 99.10 34.17 0.62

L, -sparse [38] 370  76.63 62.55 97.50 2.28 40.79 59.40 7630 62.80 38.80 14.81 37.05

SCRUB [45] 0.00 75.06 63.82 100.00 0.36 66.69 3770  73.89 6420 57.30 3.81 58.53

‘ TAREF (ours) ‘ 0.00 7547 62.79 100.00 0.37 28.22 ‘ 34.00 7428 62.60 65.00 1.85 38.21

Tiny | Dataset | Target matched | Data mismatch

TmageNet | Method/Metrics | UA-  RA  TA  MIA Gapl TIME, | UA RA TA MIA Gap, TIME|
Retrained (Ref.) 0.00 72.83 65.12 100.00 - 213.05 0.00 7137 65.76 100.00 - 252.62

FT [68] 29.67 7594 6297 69.30 16.41 3041 6433 7545 6296 30.60 35.15 37.44
RL [66] 68.93  69.97 60.55 22.00 3859 225.13 | 8427 68.64 60.59 7.86 46.08  226.79

GA [36] 11.33  63.63 57.26  81.00 11.85 0.34 7.33 63.44 5824  89.80 8.25 0.34

BS [8] 1.00 44.00 4042 96.70 14.46 1.2 0.00 34.10 3198 99.30 17.94 0.62

Ly-sparse [38] 28.93 75.18 62.55 69.60 16.06 40.79 63.90 7480 6280 31.30 3475 37.05

SCRUB [45] 25.67 7531 63.85 73.80 13.90 66.69 44.07 7402 6425 4693 2533 58.53

‘ TAREF (ours) ‘ 507 7578 6272  97.53 3.22 32.81 ‘ 0.00 7485 6259 100.00 1.66 37.92

G.5 FORGETTING IN THE LARGE-SCALE DATASET

In this part, we present more experiments conducted on large-scale dataset like ImageNet-1k in
Table 24, and also unlearning multiple classes in the large-scale datasets in Table 25.

G.6 FORGETTING WITH DIFFERENT MODEL STRUCTURES

In this part, we further check the unlearning performance of our TARF on different pre-trained model
structures compared with several baselines. We choose CIFAR-100 as the pre-training classification
task and conduct all matched forgetting and model mismatch forgetting. The results are summarized
in Table 26. The results validate that our TARF can robustly achieve better unlearning performance
across different model structures.

G.7 FULL RESULTS WITH DIFFERENT FORGETTING TASKS
In this section, we provide the full results of Table 3, which is conducted by setting different random

seeds (for multiple runs) with the original trails and reported as the mean and std values for each
evaluation metric. Tables 27 to 30 presents the performance of unlearning on CIFAR-10, and Tables 31
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Table 24: Results (%). Comparison with the unlearning baselines on ImageNet-1k. All matched
forgetting: unlearn 1 class; Target mismatch forgetting: unlearn three classes belonging to "fish".

Type /D | Dataset | All matched | Target mismatch

| Method /Metrics | UA-  RA  TA  MIA Gapl TIME, | UA. RA TA MIA Gap, TIME|
Retrained 0.00 79.77 77.64 100.00 - 7075.48 | 0.00 80.09 77.54 100.00 - 77717.54
FT [68] 0.00 70.18 7198 100.00 3.82 608.11 079 7026 72.07 100.00  4.02 608.62
RL [66] 81.38 70.22 7179 1946 4429 969.44 | 79.69 6998 7177 23.03 43.14 972.02
GA [36] 0.00 6625 67.36 100.00 5.95 8.76 0.00 31.21 3774 000 47.17 17.38
BS [8] 0.00 31.15 3633 100.00 2248 9.03 0.00 2157 2756 9997 27.13 23.75
Ly-sparse [38] 0.00 6798 70.70 100.00 4.68 603.21 0.00 6724 7028 100.00 5.03 601.27
SCRUB [45] 29.77 7492 7566  81.77 13.71 65542 | 22.44 7487 75.60 8277 11.71  681.53

| TARF (ours) | 000 7053 7223 100.00 3.66  600.11 | 0.00 69.93 7179 100.00 3.97 62887

ImageNet-1k | Dataset | Model matched | Data mismatch

| Method / Metrics | UA RA TA MIA Gap] TIME| | UA RA TA MIA Gap| TIME|
Retrained 79.15 80.00 70.29  25.69 = 6501.27 | 0.00 80.36 70.38 100.00 = 6493.16
FT [68] 8331 7038 64.05 19.00 6.68 69542 | 0.00 69.99 63.76 100.00 4.24 = 693.18
RL [66] 87.62 6943 6326 1523 9.13 959.84 | 88.21 70.33 63.81 1221 48.15 956.13
GA [36] 0.00 66.62 5891 100.00 44.56 17.44 0.00 1535 1434 0.00 55.26 17.58
BS [8] 0.00 4581 40.84 100.00 54.28 19.69 0.00 13.00 12.10 100.00 31.41  23.70
L -sparse [38] 82.00 67.94 6258 19.15 729 1091.29 | 0.00 6637 61.03 100.00 5.84 1071.41
SCRUB [45] 86.08 74.82 68.04 14.69 6.34 663.61 14.18  74.84 6792 93.10 727 689.82

| TARF (ours) | 80.62 7027 64.04 19.46 5.92 601.28 | 0.00 70.10 63.97 100.00 4.17 602.62

Table 25: Results (%). Comparison with the unlearning baselines on TinyImageNet-200 and
ImageNet-1k with more (10+) forgetting classes in all matched forgetting scenarios.

Scenarios / D | Unlearn request | forget 10 classes in Tiny-ImageNet | forget 30 classes in Tiny-ImageNet

\

‘ Method / Metrics ‘ UA RA TA MIA Gapl TIME| ‘ UA RA TA MIA Gap] TIME|

Retrained 0.00 71.00 60.29 100.00 - 251.43 0.00 6526 57.60 100.00 - 181.13

2.04 7063 59.04 9826 1.35 27.10 279 7241 60.36 97.38 371 35.00

GA 17.76  61.74 56.12  76.90 13.57 1.37 2895 59.72 5754 57.06 19.37 3.49

| TARF (ours) | 000 69.63 59.69 100.00 0.49 285 | 000 7024 60.16 100.00 1.89 39.6

All matched | Unlearn request | forget 50 classes in Tiny-ImageNet | forget 10 classes in ImageNet

Forgetting ™y thod /Metrics | UA  RA  TA  MIA Gap, TIME, | UA RA TA  MIA Gap| TIME|
Retrained 0.00 6626 57.88 100.00 - 161.37 0.00 5194 56.74 100.00 - 917.66
FT 5.19 7577 6129 8575 8.09 44.62 0.00 55.16 59.53 100.00 1.50 316.14

GA 2292 44.12 48.03 62.26 23.16 7.70 573 4735 5242 87.21 6.85 2.18

| TARF (ours) | 000 7168 60.89 100.00 2.11 4697 | 0.00 50.69 55.83 100.00 0.54 353.69

to 34 presents the performance of unlearning on CIFAR-100. The performance comparison of our
TARF with other baseline across the four forgetting tasks (i.e., all matched, target mismatch, model
mismatch, and data mismatch) demonstrated the general effectiveness of our algorithm framework.

G.8 APPLICATION ON MISMATCHED FORGETTING WITH LLM

In Table 5, we adapt our introduced four mismatch setting under the context of Large Language
Models (LLMs), we conduct experiments on the TOFU [53] dataset for real-world application on
removing learned authors information which are private and IP-related. We modify the original TOFU
forget set to our scenarios similarly as previous construction on conventional benchmark: specifically,
the all matched setting we will have all the forgetting data while the data mismatch setting we use 80%
identified forgetting data. Since there is no explicit concept in the context of TOFU target, we just
assume the amount of forget data implicitly represent the representation mismatch with original LLM
(e.g., using forgetO1 to represent easy to cluster set and forget10 to represent hard to cluster set for
different unlearn difficulties). The model adopt is LLama-3.2 and the evaluation metrics used is QA
probability on forgetting and retaining set following [53]. Given the complex LLM representation,
previous representative methods like GA [53] and NPO [75] can easily make the model collapse to
achieve low Prob on both forget and retain set. While our TARF can perform robustly to achieve
forgetting with better retaining performance resistance, we also find there are some trade-off between
forget and retain part, which indicates complex entangled representation on it.

G.9 FORGETTING MULTIPLE CLASS BY TARF

Our proposed TARF framework is applicable to forgetting multiple concepts or superclasses simul-
taneously, as we didn’t restrict concept numbers in our algorithm design. Conceptually, the core
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Table 26: Results (%) of unlearning with different model structure. All methods are trained on the
same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-100 | Task | All matched | Model mismatch
| Metric | UA° RA TA MIA |Gapl | UA RA TA  MIA | Gapl
Retrained 0.00 9726 73.13 100.00 - 87.44 9822 82.12 19.89 -
FT [68] 0.00 9092 66.86 100.00 | 3.15 | 95.22 95.17 77.71 7.56 6.89
VGG-19 RL [66] 0.00 90.29 66.16 100.00 | 3.48 | 96.22 9526 77.71 98.56 | 23.71
GA [36] 0.00 79.27 56.03 100.00 | 8.77 0.00 93.09 7430 100.00 | 45.13
‘ TAREF (ours) ‘ 0.00 9196 67.94 100.00 ‘ 2.62 ‘ 82.67 93.71 76.24 24.22 ‘ 4.87
Retrained 0.00 97.85 76.03 100.00 - 88.22 98.58 78.50 25.78 -
FT [68] 0.66 96.55 7197 100.00 1.51 98.22 96.79 80.14 6.78 8.11
ResNet-18 RL [66] 0.11 9590 71.57 100.00 1.63 94.11 96.70 80.17 96.89 20.14
GA [36] 1.89 9526 69.14 99.89 2.87 9.33 9513 7722 96.89 38.68
‘ TARF (ours) ‘ 0.00 9690 71.51 100.00 ‘ 1.37 ‘ 86.00 96.54 7420 22.78 ‘ 2.89
Retrained 0.00 97.71 76.95 100.00 - 88.11 98.37 83.61 23.56 -
FT [68] 0.67 96.61 71.29 100.00 1.86 | 97.44 9570 78.70 7.33 8.29
WideResNet | RL [66] 0.00 9586 71.36 100.00 1.86 | 85.77 94.69 7826 96.00 | 20.95
GA [36] 044 9149 6629 100.00 | 2.26 433 9176 75.18 99.11 43.71

TARF (ours) | 0.00 96.51 71.77 100.00 | 1.60 | 88.00 9550 79.06 22.67 | 2.11

Table 27: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-10 ‘ Metric ‘ UA ‘ RA ‘ TA ‘ MIA ‘ Gapl

| Method | mean std | mean std | mean std | mean std | mean  std

Retrained 0.00 - 99.51 - 94.69 - 100.00 - - -
FT [68] 466 359 | 98.58 0.04 9242  0.06 100.00  0.00 1.96 0.89
RL [66] 2.23 1.90 | 98.30 0.65 91.97 0.74 100.00  0.00 1.54 0.82
GA [36] 0.34 0.16 | 9548 024 | 88.52 0.35 99.88 0.10 | 2.67 0.21
All matched 1U [37] 0.11 0.05 | 72.50 15.65 | 68.28 14.10 99.98 0.02 | 13.39 741
BS [8] 2472 0.32 | 8891 0.97 81.84 0.94 89.23 0.56 | 14.74 0.70
L1 -sparse [38] 0.00 0.00 | 94.18 0.03 90.01 0.24 100.00  0.00 2.50  0.05
SalUn [16] 048 046 | 88.66 2.67 84.48 240 100.00  0.00 5.39 1.38
SCRUB [45] 1.23 0.58 | 99.92  0.02 91.23 0.56 100.00  0.00 1.28 0.23

TARF (ours) | 0.00 0.00 | 9822 0.02 | 9209 0.14

100.00  0.00 | 0.97 0.03

challenges of mismathced unlearning still lie on insufficient representaiton or decomposition lacking
as revealed in our Section 3.2. For the model mismatch setting, it doesn’t introduce extra algorithmic
di"culty with multiple target concepts, as our objective simultaneously considers gradient ascent and
descent to deconstruct the entangled representation. For the target/data mismatch setting, we can also
identify those multiple target concepts by respectively utilizing our Phase-I: Target Identification with
the base model, given the forgetting data as a representative support set for each concept. To present
the multiple-superclass forgetting, we also included new experiments in Table 37, where we conduct
unlearning in the target mismatch and model mismatch settings using the CIFAR-100 dataset for two
target concepts forgetting, e.g., "people"” and "aquatic mammals". As a result, TARF demonstrates
consistent performance effectiveness across all scenarios without harming the retention on retaining
data, indicating its scalability to multi-concept forgetting.
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Table 28: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR.10 | Mettic | UA | RA | TA | MIA | Gapl

| Method | mean std | mean std | mean std | mean std | mean  std

Retrained 87.76 - 99.58 - 95.91 - 20.57 - - -
FT [68] 9478 0.11 | 98.65 0.12 | 93.77 0.21 | 1042 0.86 5.06 0.27
RL [66] 4825 543 | 98.01 0.12 | 93.03 0.21 | 98.10 0.64 | 30.37 1.53
GA [36] 6.49 0.73 | 8691 0.08 | 82.03 0.18 | 9439 0.59 | 4541 0.27
Model 1U [37] 1584 7.86 | 8589 145 | 81.08 149 | 9358 3.71 | 43.36 3.62
mismatch | BS [8] 14.05 3.76 | 53.28 251 | 51.25 1.86 | 9490 1.06 | 59.75 2.29
Li-sparse [38] | 92.25 0.87 | 95.01 0.25 | 91.67 0.04 | 1740 2.86 4.14 1.00
SalUn [16] 16.31 7.40 | 9291 1.05 | 86.50 2.12 | 9924 0.09 | 41.55 2.14
SCRUB [45] 93.21 1.17 | 99.83 0.13 | 93.29 0.81 14.24  0.87 3.65 0.18

TARF (ours) | 89.91 120 | 97.73 024 | 9266 0.17 | 2036 2.54 | 245 046

Table 29: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-10 ‘ Metric ‘ UA ‘ RA ‘ TA ‘ MIA ‘ Gapl

| Method | mean  std | mean std | mean std | mean std | mean  std

Retrained 0.00 - 99.38 - 93.85 - 100.00 - - -
FT [68] 5223 1.80 | 9843  0.05 91.74 0.09 50.59 0.15 26.18  0.40
RL [66] 50.63 0.62 | 98.21 0.65 91.51 0.61 53.88 2.36 25.06 0.12
GA [36] 41.64 0.82 | 97.05 0.04 89.68 0.17 63.23 1.10 21.23 043
Target IU [37] 4532 0.81 | 7025 17.82 | 65.67 2.76 55.98 2.76 36.66 9.37
mismatch | BS [8] 53.78 0.16 | 89.67 1.02 | 79.34 3.95 66.31 10.02 | 25.36 3.28
Li-sparse [38] | 49.55 0.08 | 93.57 0.05 89.06 0.23 51.33 0.09 27.21  0.05
SalUn [16] 47.85 1.22 | 87.84 3.25 83.38 294 58.10 2.85 27.40 1.10
SCRUB [45] 48.53 1.02 | 99.43 0.21 91.66 0.28 51.27 0.73 2492  0.51

1.09 0.14

TARF (ours) | 0.05 0.02 | 97.65 0.08 | 91.28 0.47 | 100.00 0.00

Table 30: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-10 ‘ Metric ‘ UA ‘ RA ‘ TA ‘ MIA ‘ Gapl

| Method | mean std | mean std | mean std | mean std | mean  std

Retrained 0.00 - 99.53 - 95.56 - 100.00 - - -
FT [68] 96.85 0.06 | 98.62 0.13 | 9347 0.21 6.93 0.45 | 48.23 0.18
RL [66] 73.62 2.86 | 9790 0.22 | 92.59 0.66 52.04 223 | 31.55 149
GA [36] 9.82 1.13 | 96.14 0.28 | 90.46 0.33 90.46 095 6.56 0.67
Data 1U [37] 15.19 7.66 | 9480 0.70 | 89.08 0.46 92.83 4.26 8.39 2.69
mismatch | BS [8] 16,72 0.02 | 61.01 0.21 | 53.81 4.05 93.47 1.24 | 25.88 1.27
Li-sparse [38] | 9542 035 | 9457 0.26 | 91.07 0.01 10.82 1.30 | 48.51 047
SalUn [16] 55.52 376 | 92.68 1.19 | 89.25 1.22 60.23 3.30 | 27.12  2.37
SCRUB [45] 97.06 0.52 | 99.16 0.23 | 94.72 0.56 9.98 043 | 4698 0.21

TARF (ours) | 0.00 0.00 | 98.35 0.18 | 93.42 0.34 | 100.00 0.00 | 0.83 0.13

46



Under review as a conference paper at ICLR 2026

Table 31: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-100 | Metric | UA | RA | TA | MIA | Gapl
| Method | mean std | mean std | mean std | mean std | mean  std
Retrained 0.00 - 97.85 - 76.03 - 100.00 - - -
FT [68] 0.67 001 | 9644 0.12 | 72.16 0.19 | 100.00 0.00 149 0.02
RL [66] 0.56 045 | 96.00 0.10 | 71.79 0.22 | 100.00 0.00 1.66 0.03
GA [36] 1.61 028 | 95.00 0.26 | 68.85 0.29 99.89 0.00 | 293 0.07
All matched 1U [37] 0.00 0.00 | 39.80 2.19 | 31.09 1.51 | 100.00 0.00 | 25.75 0.93
BS [8] 483 0.05 | 90.17 0.06 | 6430 0.64 9945 0.12 6.20 0.22
Ly -sparse [38] 0.00 0.00 | 9425 057 | 71.35 1.27 | 100.00 0.00 1.92 0.46
SalUn [16] 0.00 0.00 | 77.00 1.66 | 63.06 0.92 | 100.00 0.00 8.46 0.64
SCRUB [45] 0.00 0.00 | 99.72 0.26 | 76.69 0.06 | 100.00 0.00 0.64 0.08

TARF (ours) | 0.00 0.00 | 96.67 0.24 | 7240 0.14 | 100.00 0.00 | 1.21  0.09

Table 32: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-100 ‘ Metric ‘ UA ‘ RA ‘ TA ‘ MIA ‘ Gapl

| Method | mean std | mean std | mean std | mean std | mean  std

Retrained 88.22 - 98.58 - 78.50 - 25.78 - - -
FT [68] 9545 278 | 9591 0.89 | 79.74 040 | 11.56 4.78 6.34 1.77
RL [66] 87.11 7.00 | 96.27 0.44 | 80.00 0.17 | 97.95 1.06 20.75 0.61
GA [36] 8.06 1.28 | 9498 0.15 | 77.09 0.13 | 97.34 0.45 39.18 0.50
Model 1U [37] 3995 528 | 97.22 039 | 79.71 0.63 | 83.28 3.17 27.08 2.05
mismatch BS [8] 1856 0.56 | 9587 0.03 | 7496 2.68 | 9495 0.28 36.27 0.87
Li-sparse [38] | 91.11 5.00 | 9428 0.18 | 77.61 039 | 1556 445 5.84 1.69
SalUn [16] 7478 845 | 7998 1.14 | 71.55 0.77 | 65.61 11.39 | 19.71 544
SCRUB [45] 9245 280 | 9944 0.78 | 7875 1.75 | 20.13  4.56 4.14 1.15

TARF (ours) | 8478 190 | 97.19 0.14 | 80.02 0.15 | 28.89 2.89 | 237 115

Table 33: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR-100 ‘ Metric ‘ UA ‘ RA ‘ TA ‘ MIA ‘ Gapl

| Method | mean std | mean std | mean std | mean std | mean  std

Retrained 0.00 - 97.85 - 73.72 - 100.00 - - -
FT [68] 58.58 040 | 9642 0.10 | 72.31 022 | 4594 0.83 | 28.87 0.34
RL [66] 57.76 1.14 | 96.00 0.10 | 72.04 0.16 50.67 3.69 | 27.66 1.15
GA [36] 22.07 0.69 | 96.87 0.24 | 70.52 0.30 9045 0.23 895 0.10
Target 1U [37] 30.80 0.18 | 39.44 225 | 31.00 1.42 63.83 0.14 | 42.03 091
mismatch BS [8] 4091 047 | 98.36 0.04 | 70.04 1.38 85.00 0.16 | 15.03 0.18
Li-sparse [38] | 55.31 290 | 9423 044 | 72.15 1.27 48.47 3.54 | 3026 1.18
SalUn [16] 4329 1.60 | 77.15 1.63 | 63.30 0.93 64.63 1.34 | 2745 0.10
SCRUB [45] 59.56 0.09 | 99.74 0.26 | 76.14 0.82 | 4545 0.56 | 29.60 0.02

TARF (ours) | 029 0.03 | 97.06 029 | 73.27 0.41 | 100.00 0.00 | 0.38 0.17
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Table 34: Main Results (%). Comparison with the unlearning baselines. All methods are trained on
the same backbone, i.e., the basis of unlearning initialization is the same (except for retraining from
scratch). Values are percentages. Bold numbers are superior results. | indicates smaller are better.

CIFAR.100 | Metric | UA | RA | TA | MIA | Gapl

| Method | mean std | mean std | mean std | mean std | mean  std

Retrained 0.00 - 98.50 - 80.15 - 100.00 - - -
FT [68] 90.79 5.18 | 96.19 0.52 | 79.80 0.03 20.46 16.78 | 43.25 5.10
RL [66] 93,60 3.82 | 9632 0.39 | 7992 0.02 | 65.20 5.56 3273 224
GA [36] 6.98 098 | 97.78 0.14 | 79.34 0.11 97.53 0.51 275 031
Data 1U [37] 3722 571 | 99.17 0.21 | 80.01 1.81 85.41 2.41 13.54 2.08
mismatch BS [8] 1571 033 | 98.47 0.04 | 76.02 3.74 96.05 0.18 5.86 0.18
Li-sparse [38] | 89.02 4.67 | 94.18 0.05 | 78.89 0.20 18.67 436 | 41.64 220
SalUn [16] 79.00 6.07 | 79.92 1.05 | 71.55 0.51 44.18 9.96 | 3942 3.62
SCRUB [45] 9328 2.10 | 99.25 098 | 79.18 0.48 18.45 3.55 46.13 2.37
| TARF (ours) | 0.00 0.00 | 9580 079 | 79.55 0.57 | 10000 000 | 161 0.05
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Figure 17: Ablation studies of k,t1,ty on four settings (left to right: all matched, target mismatch,
model mismatch, and data mismatch) using CIFAR-100 dataset: top-line: performance using different
initialized % for controlling the forgetting strength, in which £ > 0.5 may induce decreased retaining
accuracy; middle-line: effect of ¢; controlling the length of Phase-I for target identification, generally
t = 1 is sufficient for differentiate target data like Figure 3 while larger value reduce the retaining
epochs; bottom-line: effect of ¢y controlling the length of Phase-III prevents the excessive forgetting
and generally ¢ty = 1 works well. The above flexibly control the forgetting and retaining part.
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Table 35: The adopted [ value in different experiments for target/data mismatch unlearning. Note
that as forgetting data in all-matched/model mismatch setting are all provided so there is no need for
target identification and 3 are set to be “INF”.

Dataset | All matched | Target mismatch | Model mismatch | Data mismatch
CIFAR-10 INF 0.24 INF 0.63
CIFAR-100 INF 0.11 INF 0.38
TinyImageNet INF 0.08 INF 0.22
ImageNet-1k INF 0.09 INF 0.26

Table 36: Results (%). Comparison with the unlearning baselines on varied difficulties on target
identification: to explore the effects of differentiating false retaining data with affected actual
retaining data. Specifically, we change the given forgetting data classes to unlearn the target (the
superclass "aquatic mammals" including "otter,seal,whale,beaver,dolphin"), it is intuitive that less
and biased given forgetting data ("beaver,dolphin") increase the difficulty of representing the whole
target concept ("aquatic mammals"), and "lobster” can be mis-identified as potential forgetting data
in TARF. With well-represented given forgetting data (left), TARF can perform better; otherwise
(right) the benefits upon best baseline decreased.

(Left) well-represented for the concept
Type / D (Right) biased and mis-identify "lobster"

(Left) Given "otter,seal,whale" (Right) Given "beaver,dolphin"
forget ""aquatic mammals" forget "aquatic mammals"

CIFAR-100 | Method / Metrics | UA. RA TA MIA Gapl| UA RA TA MIA Gapl
Retrained (Ref.) 000 9803 7342 10000 - 0.00 9803 7342 100.00 -

FT [68] 3298 9298 69.78 7098 17.67 | 53.42 96.58 7226 5658 24.86

Target RL [66] 3893 96.19 7208 6493 1930 | 5747 9552 7144 4764 2858

wsmatch | GA 36l 1276 8859 6527 9191 961 | 3507 91.81 6639 7591 18.10
’“‘S“‘:’:f L-sparse [38] 2871 8072 6580 7258 2027 | 39.06 8322 6781 6693 23.13

(varied) | gCRUB [45] 3946 9922 7581 6324 19.95 | 59.11 99.46 77.14 4609 29.54

| TARF (ours) | 0.00 97.05 69.68 10000 1.18 | 2337 8553 70.68 77.82 15.20

Table 37: Forgetting Multiple Superclass by TARF using CIFAR-100.

Method UA RA TA MIA  Gap
Retrained (Ref.) 0.00 97.23 71.85 100.00 -

FT 45.68 94.65 71.16 58.87 2252
RL 4991 96.12 72.14 5596 23.84
GA 18.07 92.62 67.75 9129  8.88
L -sparse 43.40 87.68 6890 6031 23.90
SCRUB 50.55 99.61 7891 29.12 24.77
TARF 1.08 9478 6991 100.00 1.37
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H BROADER IMPACT AND LIMITATIONS

In this work, we explore the label domain mismatch in class-wise unlearning, which aims to enhance
the flexibility of data regulation with the increasing concern about the trustworthiness of machine
learning. Pushing forward the practical usage of machine unlearning, our research provides a broader
consideration of real-world unlearning scenarios and offers significant positive social impacts. It can
enhance data privacy protection by allowing individuals to effectively remove their data, ensuring
some sensitive data is not used for analysis. In addition, unlearning can remove bias or discrimination
by correcting flawed datasets, promoting the development of fairness or other ethical considerations.
This feature also enables enterprises to adhere to data protection standards such as GDPR [58] and
CCPA [57], therefore promoting confidence among users. Our newly introduced unlearning setting,
which decouples the class label and the target concept, is more general and discusses the achievability
of various unlearning requests, which may often be different from the taxonomy of pre-training tasks.

Although we take a step forward in more practical class-wise unlearning by considering the label
domain mismatch scenarios, it is not the end of this direction and there are still many problems
to be addressed. Following the previous works [68, 22, 38, 8], our work mainly focuses on the
class-wise unlearning with the classification model for the exploration, future efforts can also be paid
in the unlearning problem of the emerging and powerful generative models. On the technical level,
although those compared unlearning methods and our framework can achieve the forgetting target, it
all requires extra computational cost, and how to make it more efficient can be further studied.
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