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Abstract

Hallucination has emerged as a significant bar-001
rier to the effective application of Large Lan-002
guage Models (LLMs). In this work, we intro-003
duce a novel Attention-Guided SElf-Reflection004
(AGSER) approach for zero-shot hallucination005
detection in LLMs. The AGSER method uti-006
lizes attention contributions to categorize the007
input query into attentive and non-attentive008
queries. Each query is then processed sepa-009
rately through the LLMs, allowing us to com-010
pute consistency scores between the generated011
responses and the original answer. The differ-012
ence between the two consistency scores serves013
as a hallucination estimator. In addition to its014
efficacy in detecting hallucinations, AGSER015
notably reduces computational overhead, re-016
quiring only three passes through the LLM017
and utilizing two sets of tokens. We have con-018
ducted extensive experiments with four widely-019
used LLMs across three different hallucination020
benchmarks, demonstrating that our approach021
significantly outperforms existing methods in022
zero-shot hallucination detection.023

1 Introduction024

Recently, Large Language Models (LLMs) (Zhao025

et al., 2023) have demonstrated superior ability026

and achieved excellent results in various natural027

language processing tasks, such as summarization028

(Ravaut et al., 2024), machine translation (Zhang029

et al., 2023a), autonomous agents (Wang et al.,030

2024), information retrieval (Xu et al., 2024), and031

knowledge graph reasoning (Sun et al., 2024). De-032

spite the convenience offered by LLMs, they may033

produce overly confident answers that deviate from034

factual reality (Manakul et al., 2023; Zhang et al.,035

2023b; He et al., 2024). This is usually called the036

Hallucination phenomenon, which makes LLMs037

very untrustworthy (Zhang et al., 2023c; Li et al.,038

2024). This strongly limits the application of039

LLMs, especially in medical, financial, legal, and040

other scenarios. Thus, it is urgent to investigate041

the accurate and efficient hallucination detection 042

in LLMs, and teach LLMs to say “I don’t know” 043

when they are not sure about the answers. 044

The most common hallucination detection meth- 045

ods are based on answer consistency (Manakul 046

et al., 2023; Zhang et al., 2023b; Chen et al., 2024), 047

in which the answers to the same query are sampled 048

multiple times. Though effective, such methods 049

heavily increase computation cost through multi- 050

ple LLM running. They also rely on randomness, 051

and when the LLM is extremely confident in the 052

wrong answer, the same answer may be constantly 053

generated during resampling (Zhang et al., 2023b). 054

Moreover, none of the existing consistency-based 055

approaches guides LLMs to rethink the answer gen- 056

eration process like humans do, which may help us 057

to obtain a better consistency evaluation. Recently, 058

more hallucination detection approaches have been 059

proposed from other perspectives, but they require 060

tool usage (Cheng et al., 2024), or annotated hal- 061

lucination datasets (Azaria and Mitchell, 2023; He 062

et al., 2024; Chuang et al., 2024a). 063

Considering that attention contributions in LLMs 064

reflect the key parts of the answer generation pro- 065

cess and provide hints about hallucinations (Yuk- 066

sekgonul et al., 2024), we propose an Attention- 067

Guided SElf-Reflection (AGSER) approach for 068

zero-shot hallucination detection in LLMs, which 069

refers to identifying hallucinations without requir- 070

ing specific training on annotated samples from 071

the target LLM. Specifically, according to attention 072

contributions of tokens, we split the input query for 073

LLMs into attentive and non-attentive queries. As 074

the attentive query contains the major information 075

for LLMs to generate the answer, if we input the 076

attentive query into LLMs, the generated answer 077

should be very similar to the original answer for a 078

non-hallucination sample. On the other hand, due 079

to language differences between attentive and orig- 080

inal queries, the randomness of generating the hal- 081

lucination answer has been enlarged, and we have 082
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a greater chance of detecting hallucination based083

on the inconsistency of answers. This is similar as084

when a human is doing reading comprehension, if085

asked to rethink about the answer, he or she will086

re-examine the attentive parts of the article, and087

may provide a new answer. Meanwhile, for a non-088

hallucination sample, there is almost no important089

information in the non-attentive query, and thus090

when we input the non-attentive query into LLMs,091

the generated answer should be extremely random092

and totally different from the original answer. In093

Sec. 4, we provide some observations to verify the094

above analysis.095

Accordingly, in AGSER, we use attentive and096

non-attentive queries to guide LLMs to conduct097

self-reflection for hallucination detection. Specifi-098

cally, we separately feed attentive and non-attentive099

queries into LLMs, and respectively calculate the100

consistency scores between the generated answers101

and the original answer, which are denoted as atten-102

tive and non-attentive consistency scores. Then, as103

smaller attentive consistency scores and larger non-104

attentive consistency scores indicate higher degrees105

of hallucination, we compute their difference as the106

hallucination estimator. This enables us to detect107

hallucinations in a zero-shot manner. Meanwhile,108

compared to conventional consistency-based ap-109

proaches, AGSER reduces the computational over-110

head of resampling. It only requires three times of111

LLM running, and two times of token usage. We112

have conducted extensive experiments with four113

popular LLMs, and ASGER achieves state-of-the-114

art hallucination detection performances.115

The main contributions of this work are summa-116

rized as follows:117

• According to attention contributions of to-118

kens in LLMs, we define attentive and non-119

attentive queries. For a hallucination sample,120

the generated answer of the attentive query121

has a larger chance to be different from the122

original answer, and the generated answer of123

the non-attentive query has a larger chance to124

be similar to the original answer.125

• We propose a novel AGSER approach for zero-126

shot hallucination detection. AGSER uses127

attentive and non-attentive queries for con-128

structing an effective hallucination estimator.129

It can also reduce the computational overhead130

of answer resampling.131

• We have conducted extensive experiments132

with four popular LLMs, which demonstrate 133

the effectiveness of our proposed AGSER ap- 134

proach in hallucination detection. 135

2 Related Work 136

Hallucination has become the major obstacle in 137

constructing trustworthy LLMs (Zhang et al., 138

2023c). LLMs may generate overly confident non- 139

factual contents. This brings great demand for au- 140

tomatic hallucination detection in LLMs (Li et al., 141

2024), especially in a zero-shot manner. 142

The most common hallucination detection ap- 143

proach is based on the inconsistency of the gen- 144

erated contents. SelfCheckGPT (Manakul et al., 145

2023) stochastically generates multiple responses 146

besides the original answer, and detects the halluci- 147

nation via verifying whether the responses support 148

the original answer. SAC3 (Zhang et al., 2023b) 149

detects hallucinations through consistency analysis 150

across different LLMs or cross rephrased queries. 151

It also points out that generated answers to the same 152

query may be consistent but non-factual. Logic- 153

CheckGPT (Wu et al., 2024) asks LLMs with ques- 154

tions with logical relationships for hallucination 155

detection. INSIDE (Chen et al., 2024) attempts 156

to calculate answer inconsistency in the sentence 157

embedding space. InterrogateLLM (Yehuda et al., 158

2024) detects hallucinations via asking the reverse 159

question, and verify whether the original question 160

can be generated. Graph structure has also been ex- 161

tracted and applied for better estimation of answer 162

consistency (Fang et al., 2025). 163

Moreover, the inner states of LLMs can tell hal- 164

lucinations to some extent (Azaria and Mitchell, 165

2023). We can use hidden states (He et al., 2024) 166

or attention values (Chuang et al., 2024a) for train- 167

ing classifiers to detect hallucinations. However, 168

such approaches require training datasets, and may 169

have trouble generalizing among different LLMs 170

and different data (Orgad et al., 2024). Meanwhile, 171

some works propose to call tools for constructing 172

hallucination detectors (Cheng et al., 2024; Yin 173

et al., 2023). In addition, some works attempt 174

to refine LLM parameters to enhance the factu- 175

ality, via aligning with factuality analysis results 176

(Zhang et al., 2024b), truthful space editing (Zhang 177

et al., 2024a), over-trust penalty (Leng et al., 2024), 178

and confidence calibration (Liu et al., 2024). Con- 179

trastive decoding (Li et al., 2023; Chuang et al., 180

2024b; Leng et al., 2024; Cheng et al., 2025; Huo 181

et al., 2025), which proposes to subtract output 182
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(a)

Who is the author of the book The 

Testament, what year was it published?

Who is the author of the book The Testament, what year was it published?

author of book The Testament, what year it published?

Who is the the was

Attentive Query

Non-attentive Query

Non-
Hallucination

Query Split

John Grisham, in 1999.

John Grisham, in 1999.

Carlo D'Este

John Grisham, in 1999.

Attention 

Calculation

(b)

Who is the author of the book Building 

Blocks (Point), what year was it published?

Who is the author of the book Building Blocks (Point), what year was it published?

author book Building Blocks (Point), what year it published?

Who is the the was

Attention 

Calculation

Query Split

Mark P. O. Morford, in 

2002.

Robert Sabol, in 2003.

Mark P. O. Morford.

Cynthia Voigt Voigt, in 

1994.

Hallucination

Attentive Query

Non-attentive Query

(c)

Who is the author of the book Pigs in 

Heaven, what year was it published?

Who is the author of the book Pigs in Heaven, what year was it published?

author of book Pigs in Heaven, what year it published?

Who is the the was

Non-
Hallucination

Attention 

Calculation

Query Split

Barbara Kingsolver, in 

1993.

Barbara Kingsolver, in 

1993.

D'Este.

Barbara Kingsolver, in 

1993.

Attentive Query

Non-attentive Query

(d)

Who is the author of the book Each Time 

We Love, what year was it published?

Who is the author of the book Each Time We Love, what year was it published?

author book Each Time We Love, it published?

Who is the of the what year was

Hallucination

Attention 

Calculation

Query Split

David Levine, in 1991.

Thomas Pynchon, in 

1990.

Carlo D'Este, in 1991.

Shirlee Busbee, in 

1993

Attentive Query

Non-attentive Query

Figure 1: Some examples on feeding attentive and non-attentive queries into Llama2-7b. For non-hallucination
samples, compared to the original answers, the answers of the attentive queries stay consistent, and those of the
non-attentive queries otherwise. For hallucination samples, the answers of the attentive queries mostly change, and
those of the non-attentive queries may remain unchanged.

logits with less factuality, has also been used for183

improving the factuality.184

There is research showing that, LLMs’ atten-185

tion to some constraint tokens (such as important186

entities) relates to the factuality of the generated187

responses (Yuksekgonul et al., 2024). Accordingly,188

attention contributions can reflect the answer gener-189

ation process of LLMs, and guide LLMs to conduct190

self-reflection for accurate hallucination detection.191

3 Preliminary192

A query is denoted as a sequence of tokens X =193

{x1, x2, ..., xM}, in which xi denotes the i-th to-194

ken. We denote a LLM as f (•), and the generated195

answer is Y = f (X). Specifically, the answer is a196

sequence of tokens Y = {y1, y2, ..., yN}, in which197
yj denotes the j-th token. Due to the hallucination198

phenomenon, Y may be factual or non-factual.199

The self-attention layers are the core compo-200

nents in LLMs (Vaswani et al., 2017), and can201

reflect the key parts of the answer generation pro-202

cess of LLMs. We assume that the LLM has L self-203

attention layers and H heads. In the self-attention204

layers, there are two projection matrices W l,h
Q and205

W
l,h
K for attention calculation, which denote query206

and key projections respectively, for layer l and207

head h, and the dimensionality dh = d/H . The208

attention value matrix for layer l and head h can be 209

calculated as 210

A
l,h = σ


(
X

l−1
W

l,h
Q

)(
X

l−1
W

l,h
K

)⊤

√
dh

 , (1) 211

where σ denotes softmax function. And the atten- 212

tion contribution from token j to token i for layer l 213

through all heads can be calculated as 214

ali,j =

H∑
h=1

Al,h
i,j . (2) 215

Then, to obtain a score for measuring the contri- 216

bution of the token i during the answer generation 217

process of the LLM, we use the attention contribu- 218

tion from token i to the last token of the query as 219

the token contribution score 220

sli = alM,i . (3) 221

4 Analysis 222

To verify that we can use attention to guide LLMs 223

to conduct self-reflection and accurately detect 224

hallucinations, we present the following analy- 225

sis. We adopt the attention at the middle layer, 226

i.e., layer L/2, for the token contribution calcula- 227

tion. The contribution score at the middle layer 228
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Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.025 0.167 0.218 0.590

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.752 0.121 0.095 0.032

Table 1: Distribution of attentive consistency scores ratt

with Llama2-7b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.845 0.121 0.031 0.003

Table 2: Distribution of non-attentive consistency scores
rnon_att with Llama2-7b on the Books dataset.

for token i is smid
i = aL/2M,i , and the contribu-229

tion scores for the entire input query are Smid =230 {
smid
1 , ..., smid

M

}
. Then, we can split the input231

query X = {x1, x2, ..., xM} into attentive and non-232

attentive queries233

X
att = {xi | si ∈ topk (S)} , (4)234

235
X

non_att = {xi | si /∈ topk (S)} , (5)236

where si = smid
i , S = Smid, and topk (•) means237

selecting tokens with k highest contributions. Here,238

we select the top k = 2/3 tokens. Then, we can239

obtain the corresponding responses of the LLM240

as Y att = f
(
Xatt

)
and Y non_att = f

(
Xnon_att

)
.241

To measure the consistency between the attention-242

guided generated answers Y att, Y non_att and the243

original answer Y , we adopt the Rouge-L (Lin,244

2004) similarity estimation 1, which provides an245

accurate evaluation for consistent answer pairs.246

Specifically, we have attentive consistency score247

and non-attentive consistency score as follows248

ratt = Rouge
(
Y

att, Y
)
, (6)249

250
rnon_att = Rouge

(
Y

non_att, Y
)
. (7)251

To analyze the relationship between hallucina-252

tions in LLMs and attentive/non-attentive consis-253

tency scores, we conduct some pilot study on the254

1https://github.com/google-research/
google-research/tree/master/rouge

Books dataset (Yehuda et al., 2024). We present 255

the results with the Llama2-7b model (Touvron 256

et al., 2023), which is a widely-used LLM. In Fig. 257

1, we illustrate four examples on feeding attentive 258

and non-attentive queries into Llama2-7b. From 259

the two non-hallucination samples we can observe 260

that, the answers of the attentive queries stay con- 261

sistent with the original answers, and the answers 262

of the non-attentive queries are inconsistent with 263

the original answers. Meanwhile, as shown in the 264

two hallucination samples, the answers of the atten- 265

tion queries mostly change, while the answers of 266

the non-attentive queries may remain unchanged. 267

Furthermore, we show the distribution of attentive 268

and non-attentive consistency scores in Tabs. 1 269

and 2 respectively. Obviously, the attentive consis- 270

tency scores are much larger with non-hallucination 271

samples than with hallucination samples. Specif- 272

ically, most attentive consistency scores of non- 273

hallucination samples are in [0.75, 1.0], while most 274

attentive consistency scores of hallucination sam- 275

ples are in [0.0, 0.25). Moreover, non-attentive 276

consistency scores of non-hallucination samples 277

are all in [0.0, 0.25), while hallucination samples 278

have the chance to have larger non-attentive con- 279

sistency scores. More results with other LLMs and 280

on other datasets can be found in App. B. We can 281

conclude that, smaller attentive consistency scores 282

and larger non-attentive consistency scores indicate 283

greater probabilities of hallucinations. 284

5 Methodology 285

According to the above analysis and conclusion, 286

in this section, we introduce the AGSER approach 287

for zero-shot hallucination detection in LLMs. The 288

whole procedure is illustrated in Alg. 1. 289

In addition to adopting attention at the middle 290

layer of a LLM for token contribution calculation 291

as in Sec. 4, we can define the following token 292

contribution scores 293

• The first layer value: sfirsti = a1M,i. 294

• The middle layer value: smid
i = a

L/2
M,i . 295

• The last layer value: slasti = aLM,i. 296

• The maximum value of all layers: 297

smax
i = MAX

(
alM,i|0 < l ≤ L

)
. 298

• The mean value of all layers: 299

smean
i = MEAN

(
alM,i|0 < l ≤ L

)
. 300
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Algorithm 1 The AGSER approach.

Input: A LLM f (•), and input query X .
Output: The degree of hallucination r.

1: Feed the query X into the LLM and obtain the
answer Y = f (X).

2: Calculate the attention contributions in the
LLM as in Eq. 2, and obtain the token con-
tribution scores S = {s1, ..., sM}.

3: According to S, select the top k tokens to con-
struct the attentive query Xatt, and the rest to
form the non-attentive query Xnon_att as in
Eqs. 4 and 5.

4: Generate new answers Y att = f
(
Xatt

)
and

Y non_att = f
(
Xnon_att

)
.

5: Calculate attentive and non-attentive consis-
tency scores ratt and rnon_att based on Rouge-
L similarity estimation as in Eqs. 6 and 7.

6: Calculate the overall estimation of hallucina-
tion r as in Eq. 8.

7: return r.

Then, we can replace the token contribution score301

si in Eqs. 4 and 5 with the above scores for calculat-302

ing the corresponding attentive and non-attentive303

queries Xatt and Xnon_att. And we can further304

obtain the attentive and non-attentive consistency305

scores ratt and rnon_att for estimating the degrees306

of hallucinations in LLMs as in Eqs. 6 and 7.307

As smaller attentive consistency scores and308

larger non-attentive consistency scores indicate309

greater probabilities of hallucinations, we define310

the following score function as the final estimation311

of hallucinations in LLMs312

r = λratt − rnon_att (8)313

where λ denotes a hyper-parameter for balancing314

the attentive and non-attentive consistency scores.315

To be noted, with smaller scores, hallucinations are316

more severe, and LLMs may generate non-factual317

contents.318

6 Experiments319

In this section, we conduct extensive experiments320

to evaluate the effectiveness of AGSER in zero-shot321

hallucination detection in LLMs.322

6.1 Experimental Settings323

Following (Yehuda et al., 2024), we conduct exper-324

iments on the Books, Movies and Global Country325

Information (GCI) datasets, which cover various326

domains. For the evaluation of hallucination detec- 327

tion results, the detection predictions are compared 328

against the correctness of LLMs’ answers. The cor- 329

rectness is determined as in (Yehuda et al., 2024) 330

for samples from different datasets. More details 331

of the datasets can be found in App. A. Mean- 332

while, we use the Area Under Curve (AUC) as the 333

evaluation metric. 334

We compare the proposed AGSER approach 335

with SBERT (Reimers and Gurevych, 2019), Self- 336

CheckGPT (Manakul et al., 2023), INSIDE (Chen 337

et al., 2024) and InterrogateLLM (Yehuda et al., 338

2024) in zero-shot hallucination detection. Intro- 339

duction of these baselins can be found in App. C. 340

Moreover, we implement AGSER and other 341

compared hallucination detection approaches with 342

four popular and outstanding open-source LLMs: 343

Llama2-7b 2, Llama2-13b 3 (Touvron et al., 2023), 344

Llama3-8b 4 (Dubey et al., 2024), and Qwen2.5- 345

14b 5 (Qwen, 2024). More details of these LLMs 346

can be found in App. D. 347

For InterrogateLLM, we adopt the best version 348

reported in the original paper, i.e., an ensemble 349

of GPT-3 (Brown et al., 2020), Llama2-7b and 350

Llama2-13b. For SelfCheckGPT, INSIDE and In- 351

terrogateLLM, we perform resampling of answers 352

for 5 times to calculate the consistency scores. 353

In our proposed AGSER approach, we set k = 354

2/3 and λ = 1.0. And we adopt the mean value 355

of all layers in a LLM, i.e., smean
i , for token con- 356

tribution estimation. We have not tuned the hyper- 357

parameters for the optimal results on each dataset 358

for each LLM, cause it is usually impractical to ob- 359

tain sufficient high-quality hallucination and non- 360

hallucination samples specific to each LLM as val- 361

idation samples. According to results in Sec. 6.4, 362

with the above selected hyper-parameters, we can 363

not achieve the optimal results, but the overall sat- 364

isfactory results. Meanwhile, the prompts used in 365

our experiments are illustrated in App. F. 366

6.2 Performance Comparison 367

The zero-shot hallucination detection results with 368

four popular LLMs are illustrated in Tab. 3. With 369

different LLMs, similar comparison conclusions 370

2https://huggingface.co/meta-llama/Llama-2-7b
3https://huggingface.co/meta-llama/

Llama-2-13b
4https://huggingface.co/meta-llama/

Meta-Llama-3-8B-Instruct
5https://huggingface.co/Qwen/Qwen2.

5-14B-Instruct
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Approaches
Llama2-7b Llama2-13b

Books Movies GCI Books Movies GCI

SBERT 0.459 0.519 0.957 0.573 0.539 0.960
SelfCheckGPT 0.783 0.811 0.790 0.751 0.794 0.885

INSIDE 0.776 0.832 0.837 0.771 0.811 0.913
InterrogateLLM 0.819 0.891 0.961 0.804 0.842 0.966

AGSER 0.859 0.935 0.974 0.810 0.884 0.988

Approaches
Llama3-8b Qwen2.5-14b

Books Movies GCI Books Movies GCI

SBERT 0.763 0.639 0.969 0.573 0.626 0.505
SelfCheckGPT 0.825 0.802 0.721 0.711 0.763 0.607

INSIDE 0.846 0.791 0.766 0.703 0.751 0.667
InterrogateLLM 0.881 0.839 0.990 0.758 0.798 0.735

AGSER 0.895 0.852 0.986 0.776 0.860 0.808

Table 3: Performance comparison on zero-shot hallucination detection in LLMs.

can be observed. Not surprisingly, SBERT per-371

forms poorly, for it has no special design for mea-372

suring hallucinations in LLMs. Detecting hallu-373

cinations in output space and embedding space374

respectively, SelfCheckGPT and INSIDE have sim-375

ilar detection results. With detection AUC about376

80%, they show their effectiveness in hallucination377

detection. Meanwhile, via asking reverse ques-378

tions, InterrogateLLM improves the detection re-379

sults by large margins. It allows the LLMs to re-380

think the generated answers from a new perspec-381

tive, rather than only conducting multiple response382

resampling. Moreover, obviously, compared to383

the above state-of-the-art approaches, our pro-384

posed AGSER approach achieves the best halluci-385

nation detection results. With Llama2-7b, AGSER386

improves SelfCheckGPT, INSIDE and Interro-387

gateLLM by 16.1%, 13.2% and 3.6% in average,388

respectively. With Llama2-13b, AGSER improves389

SelfCheckGPT, INSIDE and InterrogateLLM by390

10.4%, 7.5% and 2.8% in average, respectively.391

With Llama3-8b, AGSER improves SelfCheckGPT,392

INSIDE and InterrogateLLM by 16.4%, 13.7%393

and 0.9% in average, respectively. With Qwen2.5-394

14b, AGSER improves SelfCheckGPT, INSIDE395

and InterrogateLLM by 17.4%, 15.2% and 6.7%396

in average, respectively. AGSER can significantly397

improve the detection performance with different398

LLMs across different datasets. The only exception399

is evaluating with Llama3-8b on the GCI dataset,400

in which the detection AUC is nearly 1.0. These401

observations strongly demonstrate the superiority402

of using attention values to guide LLMs to conduct403

self-reflection for detecting hallucinations. 404

6.3 Ablation Study 405

To investigate the effects of components and op- 406

tions in our proposed AGSER approach, we per- 407

form extensive ablation studies, and report the cor- 408

responding results. 409

Firstly, we investigate the effects of attentive 410

and non-attentive queries, respectively. Halluci- 411

nation detection results of AGSER with only at- 412

tentive queries or non-attentive queries are shown 413

and compared to the results of AGSER in Tab. 4. 414

Obviously, attentive query plays the major role in 415

the effectiveness of AGSER. And AGSER with 416

only non-attentive queries achieves hallucination 417

detection AUC of 0.575 in average, which indi- 418

cates non-attentive queries are also necessary for 419

hallucination detection. Specifically, without con- 420

sideration of attentive queries, the detection AUC 421

of AGSER decreases by 38.6%, 33.3%, 40.7% and 422

26.6% in average with the four LLMs respectively. 423

Meanwhile, without consideration of non-attentive 424

queries, the detection AUC of AGSER decreases 425

by 0.9%, 0.4%, 0.6% and 1.4% in average with the 426

four LLMs respectively. The above observations 427

are reasonable, because only in a small portion of 428

hallucination samples, the answers of non-attentive 429

queries shall stay unchanged. It is not an extremely 430

strong indicator, but still a necessary one for reflect- 431

ing the reasoning and answer generating process in 432

LLMs. In a word, both attentive and non-attentive 433

queries are necessary and effective for detecting 434

hallucinations in LLMs. 435
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Approaches
Llama2-7b Llama2-13b

Books Movies GCI Books Movies GCI

AGSER 0.859 0.935 0.974 0.810 0.884 0.988
AGSER w/ attentive queries 0.848 0.926 0.970 0.814 0.875 0.984

AGSER w/ non-attentive queries 0.572 0.581 0.545 0.508 0.649 0.631

Approaches
Llama3-8b Qwen2.5-14b

Books Movies GCI Books Movies GCI

AGSER 0.895 0.852 0.986 0.776 0.860 0.808
AGSER w/ attentive queries 0.887 0.846 0.984 0.765 0.846 0.800

AGSER w/ non-attentive queries 0.553 0.556 0.511 0.581 0.625 0.589

Table 4: Ablation study results regarding using only attentive or non-attentive queries for hallucination detection.

Approaches
Llama2-7b Llama2-13b

Books Movies GCI Books Movies GCI

AGSER w/ sfirsti 0.746 0.909 0.883 0.686 0.878 0.831
AGSER w/ smid

i 0.771 0.884 0.974 0.771 0.889 0.954
AGSER w/ slasti 0.792 0.849 0.962 0.741 0.815 0.973
AGSER w/ smax

i 0.801 0.932 0.923 0.717 0.855 0.903
AGSER w/ smean

i 0.859 0.935 0.974 0.810 0.884 0.988

Approaches
Llama3-8b Qwen2.5-14b

Books Movies GCI Books Movies GCI

AGSER w/ sfirsti 0.727 0.790 0.862 0.669 0.779 0.765
AGSER w/ smid

i 0.848 0.843 0.941 0.676 0.882 0.761
AGSER w/ slasti 0.709 0.847 0.837 0.699 0.843 0.793
AGSER w/ smax

i 0.753 0.815 0.979 0.756 0.836 0.762
AGSER w/ smean

i 0.895 0.852 0.986 0.776 0.860 0.808

Table 5: Ablation study results regarding different token contribution scores.

Secondly, we investigate the effects of differ-436

ent token contribution scores. As introduced in437

Sec. 5, there are five different token contribution438

scores: sfirsti , smid
i , slasti , smax

i and smean
i . Ac-439

cordingly, we report the hallucination detection re-440

sults of AGSER with sfirsti , smid
i , slasti , smax

i and441

smean
i respectively in Tab. 5. AGSER with sfirsti442

achieves the lowest detection AUC of only 0.794443

in average. Only considering the first layer atten-444

tion contributions, we may lose some important445

states in the latter layers. Considering the atten-446

tion contributions in the last layer, which integrate447

some useful states in the formal layers, AGSER448

with slasti achieves better detection AUC of 0.822449

in average. Meanwhile, using the attention con-450

tributions in the middle layer, AGSER with smid
i451

further improves the hallucination detection AUC452

to 0.849 in average. Moreover, with max pooling453

and mean pooling, we can capture the overall char- 454

acteristics of all layers in LLMs more comprehen- 455

sively, and thus achieve satisfactory hallucination 456

detection results. AGSER with smax
i and smean

i 457

achieves detection AUC of 0.836 and 0.886 in av- 458

erage, respectively. Using the maximum values of 459

all layers is obviously worse, indicating that max 460

pooling may neglect some important information 461

across different layers in LLMs. Meanwhile, using 462

the mean values of all layers is clearly better, and 463

smean
i is the best token contribution score accord- 464

ing to our experimental results. 465

6.4 Hyper-parameter Study 466

To investigate the impact of hyper-parameters in 467

AGSER on the hallucination detection results, we 468

conduct some hyper-parameter studies. Firstly, we 469

show the detection AUC with varying k values in 470
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Figure 2: Hallucination detection results evaluated by AUC with varying k values.

0.2 0.4 0.6 0.8 1.0 2.0 5.0 10 20
0.70

0.75

0.80

0.85

0.90

Llama2-7b
Llama2-13b
Llama3-8b
Qwen2.5-14b

(a) The Books dataset.

0.2 0.4 0.6 0.8 1.0 2.0 5.0 10 20
0.800

0.825

0.850

0.875

0.900

0.925

Llama2-7b
Llama2-13b
Llama3-8b
Qwen2.5-14b

(b) The Movies dataset.

0.2 0.4 0.6 0.8 1.0 2.0 5.0 10 20
0.70

0.75

0.80

0.85

0.90

0.95

1.00

Llama2-7b
Llama2-13b
Llama3-8b
Qwen2.5-14b

(c) The GCI dataset.

Figure 3: Hallucination detection results evaluated by AUC with varying λ values.

Fig. 2. The hyper-parameter k controls the percent-471

age of tokens selected for the attentive query. In472

general, with larger k values, which means retain-473

ing more sufficient major information in attentive474

queries, the results tend to be better. But when475

k = 3/4, in some cases, the detection results de-476

crease slightly. Secondly, we show the detection477

AUC with varying λ values in Fig. 3. The hyper-478

parameter λ controls the balance between attentive479

and non-attentive consistency scores. In general,480

with different λ values, the results are relatively481

stable. Meanwhile, focusing too much on attentive482

or non-attentive consistency scores, AGSER will483

show some performance decline.484

6.5 Discussions485

According to the above observations, AGSER sig-486

nificantly outperforms state-of-the-art approaches487

on zero-shot hallucination detection in LLMs. In488

addition, AGSER requires a lower computational489

overhead of resampling. The compared meth-490

ods, i.e., SelfCheckGPT, INSIDE and Interro-491

gateLLM, perform 5 times of LLM running. In492

contrast, AGSER only requires 3 times of LLM run-493

ning (feeding original, attentive and non-attentive494

queries into LLMs), and 2 times of token usage 495

(attentive and non-attentive queries together have 496

the same tokens as the original one). In a word, 497

AGSER has great advantages in both effectiveness 498

and efficiency. Furthermore, some running exam- 499

ple results and bad cases of AGSER are presented 500

in Apps. H and I respectively. 501

7 Conclusion 502

In summary, this work presents a systematic in- 503

vestigation of attention mechanisms in LLMs and 504

proposes AGSER, a novel and computationally 505

efficient approach for zero-shot hallucination de- 506

tection. Through extensive experiments on three 507

distinct factual knowledge recall tasks with four 508

widely-used LLMs, AGSER demonstrates superior 509

performance compared to existing hallucination de- 510

tection methods. Our findings make several key 511

contributions to the field: (1) we provide new in- 512

sights into how attention patterns correlate with 513

hallucination behaviors in LLMs; (2) we establish 514

AGSER as a robust and resource-efficient frame- 515

work for hallucination detection. We believe that 516

this work represents a significant step toward more 517

reliable and trustworthy large language models. 518
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Limitations519

While AGSER demonstrates promising results, we520

acknowledge several limitations of our approach.521

First, the method’s reliance on attention alloca-522

tion patterns during inference restricts its applica-523

bility to open-source LLMs, making it challenging524

to detect hallucinations in closed-source models525

accessed through APIs.526

Furthermore, while AGSER achieves a remark-527

able 50% or greater reduction in computational528

overhead compared to existing self-consistency529

methods, representing a significant breakthrough530

in efficiency, our approach still requires three in-531

ference passes with two token sets. The remain-532

ing computational requirements may still present533

challenges in specific scenarios, such as real-time534

applications or resource-constrained environments.535

Ethical Considerations536

While our work aims to detect hallucinations, it is537

crucial to note that LLMs may still produce unre-538

liable, biased, or factually incorrect information.539

Therefore, we emphasize that the outputs from our540

experimental results should be interpreted primar-541

ily as indicators of hallucination detection effec-542

tiveness rather than as reliable sources of factual543

information.544
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Books Movies GCI

Number of Samples 3000 3000 181

Table 6: Statistics of the datasets.

samples in the datasets for testing, and there are no732

training samples.733

B More Pilot Study Results734

Following the analysis in Sec. 4, in this section, we735

present more pilot study results. We provide more736

results with Llama2-7b, Llama2-13b, Llama3-8b737

and Qwen2.5-14b on the Books, Movies and GCI738

datasets. The corresponding results are shown in739

Tabs. 7-28. We can draw the same conclusion as740

in Sec. 4, i.e., smaller attentive consistency scores741

and larger non-attentive consistency scores indicate742

greater probabilities of hallucinations in LLMs.743

C More Baseline Introduction744

The compared zero-shot hallucination detection745

approaches are introduced as follows:746

• SBERT: Following (Yehuda et al., 2024), we747

employ a pre-trained Sentence BERT model748

(Reimers and Gurevych, 2019) as a baseline,749

which embeds both query and answer into vec-750

tors. Then, we calculate the cosine similarity751

between them as the hallucination prediction.752

• SelfCheckGPT (Manakul et al., 2023): A753

detection approach that generates multiple re-754

sponses and verifies whether they support the755

original answer.756

• INSIDE (Chen et al., 2024): An approach that757

calculates eigenvalues of multiple answers in758

the sentence embedding space as the halluci-759

nation prediction estimator.760

• InterrogateLLM (Yehuda et al., 2024): A761

state-of-the-art approach that detects halluci-762

nations via feeding the reverse question into763

LLMs and verifies whether the original query764

could be generated.765

D More Detailed Settings766

The LLMs used in our experiments are introduced767

as follows:768

• Llama 2-7B is a variant of the Llama 2 fam-769

ily, and released in July 2023. It features 7770

billion parameters, and is designed to perform 771

a variety of natural language processing tasks. 772

• Llama 2-13B is also a variant of the Llama 2 773

family, and released in July 2023. It features 774

13 billion parameters. 775

• Llama 3-8B is a LLM from the Llama 3 series. 776

It features 8 billion parameters, and is released 777

in April 2024. It is one of the most advanced 778

open-source LLMs. 779

• Qwen 2.5-14B is a LLM from the Qwen se- 780

ries. Released in September 2024, this model 781

features 14 billion parameters. It is also one 782

of the most advanced open-source LLMs, and 783

shows great Chinese ability. 784

Moreover, all experiments are conducted on 785

NVIDIA A100 GPUs with 80GB of memory. We 786

utilize a fixed random seed of 42, and the exper- 787

imental results are reported within a single run. 788

Meanwhile, in our experiments, we employ the 789

following versions of the libraries and models: 790

SpaCy version 2.3.9, transformers version 4.30.2, 791

and rouge version 1.0.1. 792

E Licensing 793

The Books, Movies and GCI datasets are released 794

for academic usage. These datasets are designed 795

for hallucination detection. Thus, our use of these 796

datasets is consistent with their intended use. 797

Moreover, Llama 2-7B and Llama 2-13B are 798

released under the Meta Llama 2 Community Li- 799

cense Agreement. Llama 3-8B is released under 800

the Meta Llama 3 Community License Agreement. 801

And Qwen 2.5-14B is released under the Apache- 802

2.0 License. They are all open for academic usage. 803

F Prompts 804

In this section, we detail the prompts for generating 805

answers in LLMs. The prompt template is shown 806

in Fig. 4. And example prompts in the Books, 807

Movies and GCI datasets are illustrated in Figs. 808

5-7 respectively. 809

G More Ablation Study Results 810

In addition to the token contribution scores dis- 811

cussed in Sec. 5, we investigate more layers in 812

LLMs for token contribution calculation. Results 813

with different LLMs are shown in Tabs. 29-32. We 814

can see that, AGSER w/ smean
i can achieve the best 815
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overall performances. And using values in some816

specific layers for calculating the token contribu-817

tion scores can result in relatively high detection818

results in minor cases.819

H Example Results820

In this section, we present some running exam-821

ple results of AGSER in Tabs. 33-40. We can822

observe that, for non-hallucination samples, com-823

pared to the original answers, the answers of the at-824

tentive queries stay consistent, and those of the non-825

attentive queries otherwise. And for hallucination826

samples, the answers of the attentive queries mostly827

change, and those of the non-attentive queries may828

remain unchanged. These observations enable our829

proposed AGSER approach to accurately detect830

hallucinations in LLMs.831

I Bad Cases832

To investigate the shortage of AGSER and potential833

improvement, we demonstrate some bad cases of834

AGSER:835

• For the query “Who is the author of the book836

Nights in Rodanthe, what year was it pub-837

lished?”, the LLM correctly responded with838

“Nicholas Sparks, in 2002.” However, the at-839

tentive query was incorrectly segmented as840

“Riding the Bus with My Sister: A True Life841

Journey, what year?”, omitting the request for842

the author’s name. Consequently, the LLM843

only answered “In 2002,” resulting in a final844

attentive consistency score of just 0.4 for this845

non-hallucination sample.846

• Regarding the question “Who is the author847

of the book Who Moved My Cheese?, what848

year was it published?”, the LLM erroneously849

answered “Spencer Johnson, in 1996” (the850

correct publication year being 1998). When851

the same question was posed as an attentive852

query, the response remained “Spencer John-853

son, in 1996,” leading to an attentive consis-854

tency score of 0.99 for this hallucination sam-855

ple. This indicates that the LLM maintains856

incorrect memories about less commonly ref-857

erenced information (such as book publication858

years).859

• For the query “What actors played in the 1944860

movie House of Frankenstein?”, the LLM ini-861

tially provided the correct answer: “The main862

cast included Boris Karloff, J. Carrol Naish 863

and Lon Chaney Jr.” However, the attentive 864

query was mistakenly segmented as “What ac- 865

tors played in the 1944 movie?”, omitting the 866

movie title. This led the LLM to incorrectly 867

respond with “Peter Lorre,” an actor active in 868

the 1940s, resulting in an attentive consistency 869

score of only 0.24 for this non-hallucination 870

sample. 871

Based on these bad cases, we can conclude 872

that AGSER’s erroneous judgments primarily stem 873

from either incorrect segmentation of attentive 874

queries (leading to omission of key information) 875

or the LLM’s inherent memory inaccuracies (espe- 876

cially for less commonly referenced information). 877

These observations will help us further optimize 878

our detection methods and develop more robust 879

query segmentation strategies in future work. 880
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Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.092 0.130 0.212 0.566

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.610 0.210 0.102 0.078

Table 7: Distribution of attentive consistency scores ratt

with Llama2-13b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.989 0.011 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.789 0.186 0.022 0.003

Table 8: Distribution of non-attentive consistency scores
rnon_att with Llama2-13b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.0 0.0 0.432 0.568

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.822 0.108 0.007 0.063

Table 9: Distribution of attentive consistency scores ratt

with Llama3-8b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.986 0.012 0.001 0.001

Table 10: Distribution of non-attentive consistency
scores rnon_att with Llama3-8b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.127 0.181 0.262 0.430

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.722 0.114 0.053 0.111

Table 11: Distribution of attentive consistency scores
ratt with Qwen2.5-14b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.987 0.013 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.907 0.070 0.015 0.008

Table 12: Distribution of non-attentive consistency
scores rnon_att with Qwen2.5-14b on the Books dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.051 0.165 0.189 0.595

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.456 0.430 0.103 0.011

Table 13: Distribution of attentive consistency scores
ratt with Llama2-7b on the Movies dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.975 0.023 0.001 0.001

Table 14: Distribution of non-attentive consistency
scores rnon_att with Llama2-7b on the Movies dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.026 0.117 0.320 0.537

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.330 0.434 0.219 0.017

Table 15: Distribution of attentive consistency scores
ratt with Llama2-13b on the Movies dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.864 0.128 0.007 0.001

Table 16: Distribution of non-attentive consistency
scores rnon_att with Llama2-13b on the Movies dataset.
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Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.064 0.165 0.222 0.549

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.442 0.357 0.192 0.009

Table 17: Distribution of attentive consistency scores
ratt with Llama3-8b on the Movies dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.994 0.004 0.001 0.001

Table 18: Distribution of non-attentive consistency
scores rnon_att with Llama3-8b on the Movies dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.121 0.152 0.303 0.424

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.670 0.294 0.032 0.004

Table 19: Distribution of attentive consistency scores
ratt with Qwen2.5-14b on the Movies dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.917 0.079 0.003 0.001

Table 20: Distribution of non-attentive consistency
scores rnon_att with Qwen2.5-14b on the Movies
dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.0 0.0 0.013 0.987

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.962 0.038 0.0 0.0

Table 21: Distribution of attentive consistency scores
ratt with Llama2-7b on the GCI dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.990 0.010 0.00 0.0

Table 22: Distribution of non-attentive consistency
scores rnon_att with Llama2-7b on the GCI dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.0 0.0 0.080 0.920

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.993 0.007 0.0 0.0

Table 23: Distribution of attentive consistency scores
ratt with Llama2-13b on the GCI dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.840 0.120 0.020 0.020

Table 24: Distribution of non-attentive consistency
scores rnon_att with Llama2-13b on the GCI dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.0 0.0 0.025 0.975

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.986 0.014 0.0 0.0

Table 25: Distribution of attentive consistency scores
ratt with Llama3-8b on the GCI dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

1.0 0.0 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.936 0.043 0.021 0.0

Table 26: Distribution of non-attentive consistency
scores rnon_att with Llama3-8b on the GCI dataset.
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Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.011 0.011 0.024 0.954

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.818 0.152 0.030 0.0

Table 27: Distribution of attentive consistency scores
ratt with Qwen2.5-14b on the GCI dataset.

Non-hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.994 0.006 0.0 0.0

Hallucination Samples
[0.0,0.25) [0.25,0.5) [0.5,0.75) [0.75,1.0]

0.894 0.061 0.030 0.015

Table 28: Distribution of non-attentive consistency
scores rnon_att with Qwen2.5-14b on the GCI dataset.

Prompts

You are a helpful intelligent chatbot to an-
swer questions.
Follow the format below, and please only
predict the answer that corresponds to the
last question.
Question: {question}
Answer:

Figure 4: Prompts to answer the questions.

Prompts

You are a helpful intelligent chatbot to an-
swer questions.
Follow the format below, and please only
predict the answer that corresponds to the
last question.
Question: Who is the author of the book
Classical Mythology, what year was it pub-
lished?
Answer:

Figure 5: Example prompts in the Books dataset.

Layer Books Movies GCI

8 0.789 0.888 0.969
24 0.801 0.877 0.962

Table 29: More ablation study results with Llama2-7b.

Prompts

You are a helpful intelligent chatbot to an-
swer questions.
Follow the format below, and please only
predict the answer that corresponds to the
last question.
Question: What actors played in the 1995
movie Jumanji?
Answer:

Figure 6: Example prompts in the Movies dataset.

Prompts

You are a helpful intelligent chatbot to an-
swer questions.
Follow the format below, and please only
predict the answer that corresponds to the
last question.
Question: What is the capital of France?
Answer:

Figure 7: Example prompts in the GCI dataset.

Layer Books Movies GCI

10 0.784 0.868 0.961
30 0.771 0.836 0.959

Table 30: More ablation study results with Llama2-13b.

Layer Books Movies GCI

8 0.803 0.842 0.986
24 0.744 0.857 0.996

Table 31: More ablation study results with Llama3-8b.

Layer Books Movies GCI

8 0.719 0.827 0.728
16 0.757 0.790 0.768
32 0.729 0.784 0.826
40 0.692 0.787 0.695

Table 32: More ablation study results with Qwen2.5-
14b.
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Query Who is the author of the book Dreamcatcher, what year was it published?
Correct Answer Stephen King, in 2001.
Original Answer Stephen King, in 2001.

Attentive Query author book Dreamcatcher, year it published?
Answer Stephen King, in 2001.

Non-attentive Query Who is the of the what was
Answer Carlo D’Este.

Table 33: AGSER’s running example result 1.

Query Who is the author of the book Summer Sisters, what year was it published?
Correct Answer Judy Blume, in 1998.
Original Answer Judy Blume, in 1998.

Attentive Query book Summer Sisters, what it published?
Answer Judy Blume, in 1998.

Non-attentive Query Who is the author of the year was
Answer Mark P. O. Morford.

Table 34: AGSER’s running example result 2.

Query Who is the author of the book Coraline, what year was it published?
Correct Answer Neil Gaiman, in 2002.
Original Answer Neil Gaiman, in 2002.

Attentive Query author book Coraline, year it published?
Answer Neil Gaiman, in 2002.

Non-attentive Query Who is the of the what was
Answer Carlo D’Este.

Table 35: AGSER’s running example result 3.

Query Who is the author of the book At Home in Mitford, what year was it published?
Correct Answer Jan Karon, in 1996.
Original Answer Jan Karon, in 1996.

Attentive Query the author of the At Home in Mitford, was it published?
Answer Jan Karon, in 1996.

Non-attentive Query Who is book The what year
Answer The author of The Nightingale is Kristin Hannah, and it was published in 2015.

Table 36: AGSER’s running example result 4.
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Query Who is the author of the book Final Stand, what year was it published?
Correct Answer Helen Myers, in 2002.
Original Answer Mark P. O. Morford.

Attentive Query author of book Final Stand, what year it published?
Answer Michael Stephenson, in 2007.

Non-attentive Query Who is the the was
Answer Mark P. O. Morford.

Table 37: AGSER’s running example result 5.

Query
Who is the author of the book Secrets of St. John’s Wort: A Lynn Sonberg Book,
what year was it published?

Correct Answer Larry Katzenstein, in 1998.
Original Answer Lynn Sonberg, in 2003.

Attentive Query . John’s Wort: A Lynn Sonberg Book,?
Answer 2001.

Non-attentive Query Who is the author of the book Secrets of St what year was it published
Answer Mary’s Hospital, in 2003.

Table 38: AGSER’s running example result 6.

Query Who is the author of the book My Cat Spit McGee, what year was it published?
Correct Answer Willie Morris, in 1999.
Original Answer Mark P. O. Morford, in 2002.

Attentive Query author book My Cat Spit McGee, published?
Answer Iain Levison, in 2004.

Non-attentive Query Who is the of the what year was it
Answer Mark P. O. Morford, in 2002.

Table 39: AGSER’s running example result 7.

Query
Who is the author of the book Secrets of St. John’s Wort: A Lynn Sonberg Book,
what year was it published?

Correct Answer Marshall Kirk, in 1989.
Original Answer 1990

Attentive Query book After Ball: Americaquerays in ’90s, what year it published?
Answer 1999

Non-attentive Query Who is the author of the the How Will Con Its Fear and Hatred of G the was
Answer Thomas Pynchon, in 1990.

Table 40: AGSER’s running example result 8.
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