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Abstract

Active learning (AL) aims to reduce annotation
effort by iteratively selecting the most informa-
tive samples for labeling. The dominant strat-
egy in AL involves fully finetuning the model
on all acquired data after each round, which is
computationally expensive in multilingual and
low-resource settings. This paper investigates
continual finetuning (CF), an alternative update
strategy where the model is updated only on
newly acquired samples at each round. We eval-
uate CF against full finetuning (FA) across 28
African languages using MasakhaNEWS and
SIB-200. Our analysis reveals three key find-
ings. First, CF matches or outperforms FA for
languages included in the model’s pretraining,
achieving up to 35% reductions in GPU mem-
ory, FLOPs, and training time. Second, CF per-
forms comparably even for languages not seen
during pretraining when they are typologically
similar to those that were. Third, CF’s effective-
ness depends critically on uncertainty-based ac-
quisition; without it, performance deteriorates
significantly. While FA remains preferable for
some low-resource languages, the overall re-
sults establish CF as a robust, cost-efficient
alternative for active learning in multilingual
NLP. These findings motivate the development
of hybrid AL strategies that adapt fine-tuning
behavior based on pretraining coverage, lan-
guage typology, and acquisition dynamics. Our
code is available here.

1 Introduction

Building effective NLP systems for low-resource
languages requires strategies to optimize the use
of limited data and infrastructure. Active learn-
ing (AL) offers a compelling solution by focusing
annotation efforts on the most informative sam-
ples, thereby maximizing model performance un-
der tight resource constraints (Dossou et al., 2022).

*This work was done while the author was at Mila and
McGill University.

This is especially critical for African languages,
where labeled corpora are expensive to collect and
often unavailable. Uncertainty-based acquisition
methods such as Monte Carlo Dropout (Gal and
Ghahramani, 2016; Gal et al., 2017a), BALD (Gal
et al., 2017b), and BatchBALD (Kirsch et al., 2019)
have been shown to reduce labeling needs while
maintaining accuracy. These techniques make AL
particularly suited to multilingual NLP in data-
scarce contexts (Settles, 2012; Lewis and Gale,
1994; Cohn et al., 1996). Yet, computational re-
sources are also constrained in many of these same
settings, making it equally important to consider
the cost of model updates during training and the
costs associated with annotation.

The standard practice in AL is to fully finetune
from scratch or pretraining checkpoints at each
acquisition round, using all accumulated labeled
data. While this approach has proven effective, it
becomes computationally expensive as the dataset
grows, requiring more GPU memory and longer
training time (Dossou et al., 2022; Gal et al., 2017b;
Kirsch et al., 2019). Given the rising computational
demands of large-scale models (Grattafiori et al.,
2024; Chowdhery et al., 2022; Hoffmann et al.,
2022; Kaplan et al., 2020; Patterson et al., 2021),
we investigate the following research questions:
how can both computational and annotation costs
in AL frameworks be balanced without compro-
mising effectiveness? Instead of fully finetuning
on all accumulated data, could updating the model
solely on newly acquired samples provide a more
computationally efficient alternative? To answer
this, we explore continual finetuning, where the
model is incrementally updated using only newly
acquired samples at each AL round.

In this paper, we conduct experiments on
MasakhaNEWS (Adelani et al., 2023b) and SIB-
200 (Adelani et al., 2023a), two datasets cover-
ing multiple African languages. We compare two
AL finetuning strategies: (1) finetuning from pre-
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training checkpoints on all acquired data and (2)
continual finetuning solely on newly acquired sam-
ples. Our evaluation examines whether the latter
maintains model performance while reducing com-
putational costs. Our study aims to provide insights
into the trade-off between computational and anno-
tation costs in active learning.

Our results show that continual finetuning re-
duces GPU memory usage by 30–35%, FLOPs by
32–38%, and clock time by 35–40%, significantly
lowering computational costs. In terms of perfor-
mance, continual finetuning achieves comparable
and even better performance when languages are
part of the pretraining corpus. However, for under-
represented languages not part of the pretraining
corpus, full finetuning helps the model integrate
new information effectively and mitigates instabil-
ity of downstream performance caused by distribu-
tional shifts. These findings challenge the assump-
tion that AL must always involve full finetuning on
all acquired data and highlight trade-offs between
computational costs and model performance.

Our main contributions are: (1) we present the
first comparative study of full versus continual fine-
tuning in active learning, across 28 African Lan-
guages; (2) we quantify the computational saving
of continual finetuning in terms of memory usage,
FLOPS, and wall-clock time; (3) we analyze per-
formance trends across languages seen and unseen
during pretraining, revealing when continual fine-
tuning is sufficient or insufficient; (4) we challenge
the common assumption that full finetuning is nec-
essary at each acquisition round in active learning,
offering practical alternatives for low-resources lan-
guages.

2 Related Work

2.1 Active Learning in NLP

Active learning (AL) is widely used in NLP to
reduce annotation costs by selecting the most
informative samples for labeling (Settles, 2012;
Lewis and Gale, 1994; Cohn et al., 1996). Most
work focuses on acquisition strategies, including
uncertainty-based methods like MC Dropout (Gal
and Ghahramani, 2016), BALD (Houlsby et al.,
2011), and CoreSet (Sener and Savarese, 2018),
which have proven effective for tasks such as clas-
sification and sequence labeling (Ein-Dor et al.,
2020; Maekawa et al., 2022; Schröder et al., 2022;
Hübotter et al., 2024). However, this literature
emphasizes annotation cost while largely overlook-

ing the growing computational demands of retrain-
ing large models (Hoi et al., 2006; Kirsch et al.,
2023; Azimi et al., 2012; Guo and Schuurmans,
2008). Many studies assume full retraining after
each round (Gal et al., 2017b; Dossou et al., 2022;
Kirsch et al., 2019, 2023), an approach that is im-
practical in low-resource settings where compute
access is also constrained (Dossou et al., 2022; Dos-
sou, 2023). Our work revisits this assumption and
isolates the role of update strategies, offering a new
perspective that accounts for both annotation and
computational costs.

2.2 African Languages in NLP

African languages are underrepresented in NLP due
to limited labeled data, low digital presence, and
scarce pretraining coverage (Nekoto et al., 2020;
Dossou et al., 2022). These languages belong to
families such as Bantu (e.g., Zulu, Xhosa), Afro-
Asiatic (e.g., Amharic, Hausa), and Niger-Congo
(e.g., Yoruba, Fon), and exhibit diverse characteris-
tics in terms of tone, morphology, and script. Some,
such as Swahili and Hausa, have moderate cover-
age, while others remain extremely low-resource
languages. Benchmarks such as MasakhaNEWS
(Adelani et al., 2023b) and SIB-200 (Adelani et al.,
2023a) have helped advance the field, but core
ML research still rarely explores methodological
choices that reflect the realities of African NLP.
Our work addresses this by evaluating continual
finetuning across 28 African languages, analyzing
how typology, pretraining, and acquisition strategy
interact in active learning.

2.3 Continual Finetuning and Links to
Continual Learning

Continual finetuning (CF) updates models only on
newly acquired samples, rather than all labeled
data, thereby reducing memory usage, floating-
point operations (FLOPs), and runtime. Though
CF has been studied in multi-task and domain adap-
tation (Aggarwal et al., 2024; Mundt et al., 2023;
Ayub and Fendley, 2022), little work has examined
its role in AL, particularly for diverse or multi-
lingual settings. Broader continual learning (CL)
focuses on incremental updates and preventing for-
getting across tasks (Parisi et al., 2019), often using
memory or regularization techniques (Das et al.,
2023). Our approach is intentionally simple: an
architecture-agnostic CF strategy that avoids CL-
specific modifications. We aim to assess whether
this lightweight alternative can match full retrain-



ing in AL, especially in resource-constrained mul-
tilingual environments.

3 Experimental Setup

This section outlines our experimental protocol for
evaluating active learning (AL) update strategies
in multilingual, low-resource African natural lan-
guage processing (NLP) settings. We describe the
AL framework and sampling strategy, detail the
datasets and models used, and explain our evalua-
tion metrics and computational budget.

3.1 Active Learning Strategies

Our active learning (AL) setup follows a standard
iterative pipeline. Given an initial labeled dataset
Dtrain and an unlabeled pool U , AL proceeds in
rounds as follows:

1. Train the model fθ on the current labeled
dataset Dtrain

2. Use an acquisition function to select a batch
Qr′ ⊂ U of unlabeled samples

3. Annotate Qr′ and update the labeled set:
Dtrain ← Dtrain ∪Qr′

4. Update the model
We compare two update strategies: (1) Finetun-

ing All (FA), where the model is retrained from the
original pretraining checkpoint on the full labeled
dataset after each round, and (2) Continual Fine-
tuning (CF), where the model is updated only on
the most recently acquired batch Qr′ . This process
repeats for r = 10 rounds or until the pool U is
exhausted.

We use uncertainty sampling with Monte Carlo
(MC) Dropout (Gal and Ghahramani, 2016) for
sample acquisition. Specifically, we perform 10
stochastic forward passes with dropout enabled at
inference time. We compute the average token-
level entropy for each sample in U and select the
top 100 most uncertain examples to be labeled and
added to the training set. This method ensures
the model prioritizes informative or ambiguous in-
stances.

3.2 Datasets and Model

We evaluate our setup using two African NLP
benchmarks: MasakhaNEWS (Adelani et al.,
2023b) and SIB-200 (Adelani et al., 2023a), both
designed to support evaluation in multilingual, low-
resource, and typologically diverse settings.

MasakhaNEWS is the largest human-annotated
dataset for multilingual news classification in

African languages. It spans 16 languages from
across Africa and includes 7 topic labels (e.g., pol-
itics, health, sports). Articles were sourced from
trusted outlets, such as the BBC and VOA, with doc-
ument counts per language ranging from 1,000 to
over 10,000. Annotation was performed in two
stages by native speakers using active learning,
yielding Fleiss Kappa scores ranging from 0.55
to 0.85.

SIB-200 is a sentence-level classification dataset
derived from Flores-200. It includes 1,004 an-
notated examples across 205 languages and di-
alects, covering 21 African language families such
as Bantu, Afro-Asiatic, Nilotic, and Mande. The
data spans seven topics, offering broad typological
and domain diversity for evaluating multilingual
models.

We use the official train/validation/test splits for
all experiments. As our base model, we adopt
AfroXLMR-Large (Alabi et al., 2022), a multilin-
gual encoder-only Transformer derived from XLM-
RoBERTa, finetuned on 17 African languages.
AfroXLMR is favored for its open-source nature,
classification compatibility, and efficiency, in con-
trast to decoder-only LLMs like GPT (Brown et al.,
2020), Gemini (Team et al., 2023), or LLaMA
(Grattafiori et al., 2024). While newer models such
as Aya (Üstün et al., 2024) are emerging, AfroX-
LMR remains a robust and practical choice for
African NLP.

All experiments are run on two NVIDIA A100
GPUs (each with 48GB VRAM and 6 CPU cores),
with a maximum runtime of 10 hours. We perform
10 active learning rounds, acquiring 100 new sam-
ples per round. Full hyperparameter settings are
provided in Table 4.

3.3 Evaluation Metrics
We evaluate model performance using the mean F1
score across all AL rounds, a standard metric for
summarizing acquisition effectiveness (Gal et al.,
2017b; Kirsch et al., 2019; Jain et al., 2023). We
also compute the standard deviation of F1 scores
to assess performance stability over time. Full per-
round trends are visualized in Figures 2 and 3. We
track GPU memory usage, floating point operations
(FLOPs), and wall-clock time in hours to assess
efficiency. FLOPs are computed using the fvcore
PyTorch utility. These measurements allow us to
quantify the trade-off between computational cost
and predictive performance across update strate-
gies.



4 Results and Analysis

This section presents empirical findings on the ef-
fectiveness of Continual Finetuning (CF) compared
to Finetuning All (FA) across multiple African lan-
guages using active learning. Our results are or-
ganized around three key findings: (1) languages
included in the pretraining corpus of the model
benefit most from CF; (2) linguistic proximity to
pretraining languages improves outcomes; and (3)
principled sample selection strategies are critical
for CF’s success. We conclude each finding by dis-
cussing its implications for selecting the optimal
update strategy in multilingual AL settings.

4.1 Finding 1: Languages Covered During
Pretraining Benefit Most from Continual
Finetuning

Languages included in the pretraining corpus
of AfroXLMR consistently benefit from CF. As
shown in Figure 1, CF matches or outperforms FA
for languages such as Yoruba (yor), Swahili (swa),
and Hausa (hau) in MasakhaNEWS, and Sesotho
(sot), Afrikaans (afr), Zulu (zul), and Xhosa (xho)
in SIB-200. These languages benefit from both
strong initial representations and, in the case of
MasakhaNEWS, relatively larger training sample
sizes, which likely contribute to stable learning
under CF.

CF also achieves significant resource savings:
GPU memory usage, FLOPs, and training time
are reduced by 33.56%, 33.78%, and 34.83%, re-
spectively, in MasakhaNEWS, with similarly large
savings in SIB-200 (Tables 1, 2). These gains are
significant for multilingual active learning, where
repeated model updates can be prohibitively expen-
sive.

To assess whether the performance differences
between CF and FA are statistically meaningful,
we apply the Wilcoxon signed-rank test, a non-
parametric method used to evaluate the significance
of paired differences across rounds. Results in Ta-
ble 3 confirm that CF is a competitive alternative to
FA. In SIB-200, no language shows a statistically
significant difference between CF and FA across
active learning rounds. In MasakhaNEWS, 9 out of
14 languages show substantial differences that fa-
vor FA. However, the corresponding effect sizes are
usually small or negligible, indicating limited prac-
tical relevance. These results suggest that CF offers
a compelling trade-off between computational ef-
ficiency and predictive performance for languages

covered during pretraining.

4.2 Finding 2: Linguistic Proximity Amplifies
Continual Finetuning Success

CF also performs well for languages not explicitly
included in pretraining but closely related to those
that are. In both datasets, several Bantu languages
such as Luganda (lug), Tswana (tsn), Tsonga (tso),
and Luo (luo) benefit from CF despite not being
part of AfroXLMR’s pretraining. These languages
belong to the Niger-Congo phylum, specifically the
Bantu family, which includes pretraining languages
like Zulu (zul) and Xhosa (xho).

Per-round performance curves (Figures 2 and 3)
show that Bantu languages typically exhibit
smoother and more stable trajectories under CF.
This is likely due to shared linguistic features such
as noun class systems, agglutinative morphology,
and common syntactic structures. These patterns
suggest that linguistic similarity allows CF to gen-
eralize effectively across typologically related lan-
guages without explicit pretraining.

In contrast, Afro-Asiatic languages such as
Amharic (amh), Tigrinya (tir), and Hausa (hau)
show greater volatility under both CF and FA.
These languages are typologically distant from
the Bantu family and possess unique orthographic
and morphosyntactic characteristics. For instance,
Amharic and Tigrinya use the Ge’ez script, which
is not observed in any other training languages, and
they are low-resource even within their own fam-
ily. FA tends to perform better for these languages,
particularly in later rounds, possibly because full
updates allow the model to incorporate more task-
specific structural information gradually.

West African Niger-Congo languages such as
Yoruba (yor), Igbo (ibo), Fon (fon), and Ewe (ewe)
show mixed results. While Yoruba consistently
benefits from CF, others like Fon and Ewe experi-
ence erratic performance. This likely results from
inconsistent lexical overlap, limited dataset qual-
ity, or insufficient pretraining exposure. This vari-
ability highlights the limitations of generalizing
solely from language family and emphasizes the
importance of resource quality and orthographic
alignment.

These patterns align with the findings of Ade-
lani et al. (2022), who show that genetic, syntac-
tic, and phonological similarity among African
languages correlates with transfer effectiveness in
multilingual models. Based on family classifica-
tion, phoneme inventory overlap, and syntactic tem-



Figure 1: Average F1-Scores Across AL rounds for each language in MasakhaNEWS and SIB-200, using FA
and CF. Pretraining/Non-Pretraining indicates whether the language was included in the pretraining set of the
AfroXLMR-Large model. Within each group (Pretraining, Non-Pretraining), languages are sorted based on the
percentage improvement of CF over FA. Error bars represent one standard deviation above and below the mean.

Metric Strategy amh hau ibo lin lug orm pcm sna swa tir Average Reduction (%)
GPU Memory (GB) FA 14.5 15.2 15.0 14.7 14.4 14.9 15.3 15.1 14.6 15.0 33.56

CF 9.8 10.1 10.0 9.9 9.7 10.0 10.2 10.0 9.8 10.1
FLOPs (TFLOPs) FA 21.7 22.8 22.5 22.1 21.6 22.3 23.0 22.7 21.9 22.4 33.78

CF 14.5 14.9 14.8 14.7 14.4 14.8 15.0 14.7 14.5 14.9
Clock Time (Hours) FA 8.5 9.2 9.0 8.8 8.4 8.9 9.3 9.1 8.6 8.9 34.83

CF 5.6 5.9 5.8 5.7 5.5 5.8 6.0 5.8 5.6 5.9

Table 1: GPU Memory, FLOPs, and Clock Time for MasakhaNEWS dataset using FA and CF. FLOPs are in
TFLOPs, and Clock Time is in hours. Bold values indicate CF’s lower computational cost. The last column presents
the average percentage reduction of CF compared to FA across all languages.

Metric Strategy afr bem ewe fon ibo lin lua lug luo nso sot swh tir tsn tso twi wol xho yor Average

GPU Memory (GB) FA 15.2 14.8 14.6 14.9 14.4 14.8 14.6 14.7 14.5 14.9 14.8 15.1 14.8 14.7 14.8 14.6 14.9 14.7 15.0
31.76

CF 10.1 10.0 9.9 10.0 9.7 10.0 9.9 9.8 9.9 10.1 9.9 10.2 10.1 9.9 10.0 10.1 9.9 9.8 10.0

FLOPs (TFLOPs) FA 22.9 22.5 22.1 22.6 21.8 22.4 22.1 22.2 21.9 22.6 22.3 22.8 22.5 22.0 22.3 21.9 22.7 22.4 23.0
34.08

CF 14.9 14.7 14.5 14.8 14.3 14.7 14.5 14.4 14.5 14.9 14.6 15.0 14.8 14.4 14.7 14.3 14.8 14.6 15.0

Clock Time (Hours) FA 9.3 9.0 8.7 9.1 8.5 9.0 8.7 8.8 8.6 9.2 8.9 9.3 9.0 8.6 8.8 8.5 9.1 8.9 9.5
37.08

CF 5.8 5.6 5.4 5.7 5.2 5.6 5.4 5.3 5.4 5.8 5.5 6.0 5.7 5.3 5.5 5.2 5.7 5.5 6.0

Table 2: GPU Memory, FLOPs, and Clock Time for SIB-200 dataset using Finetuning All (FA) and Continual
Finetuning (CF). FLOPs are in TFLOPs, and Clock Time is in hours. Bold values indicate CF’s lower computational
cost. The last column presents the average percentage reduction of CF compared to FA across all languages.

plates, their typological distance metrics support
our interpretation that CF performs best when lan-
guages either appear in pretraining or are typologi-
cally close to those that do.

Overall, our analysis reinforces that typological
features, particularly language family, script, and
morphology, play a central role in the effectiveness
of CF. With strong internal cohesion and partial pre-
training coverage, Bantu languages benefit more

uniformly under CF. In contrast, Afro-Asiatic and
West African languages often require more tailored
adaptation strategies, and FA provides greater ro-
bustness in these cases.

4.3 Finding 3: Uncertainty-Based Selection is
Critical for CF Performance

We compare CF with a random acquisition base-
line (CF+Random) to isolate the impact of the ac-



Dataset Statistic amh hau ibo lug orm pcm run sna som swa xho yor

MasakhaNEWS p-value 0.02 0.07 0.03 0.72 0.03 0.05 0.03 0.02 0.03 0.59 0.03 0.67
effect size 0.71 3.02 0.35 1.79 0.00 0.38 0.00 0.00 0.00 5.69 0.00 5.00

SIB-200 p-value - - - 0.47 - - 0.47 - - - 0.27 0.07
effect size - - - 1.34 - - 1.34 - - - 0.89 -

Table 3: Wilcoxon Signed-Rank Test p-values and effect sizes for CF vs. FA across 10 active learning rounds.
Each column corresponds to one language. The test compares the F1 scores obtained at each round under CF and
FA for each language. For instance, for Amharic (amh), we compute wilcoxon(cf_scores, fa_scores), where
each list contains the 10 round-level F1 scores under that setting. A p-value < 0.05 is considered statistically
significant. Effect size is computed as r = W√

N
, where W is the Wilcoxon test statistic and N is the number of

paired comparisons.

Figure 2: Comparison of CF, FA, and CF+Random across active learning rounds for each language in the
MasakhaNEWS-200 dataset. CF consistently matches or closely follows FA, while CF+Random performs signifi-
cantly worse.

quisition strategy. As shown in Figures 2 and 3,
CF+Random underperforms both CF and FA across
all languages and rounds. The performance gap is
especially pronounced in early and middle rounds,
where random selection fails to prioritize informa-
tive or uncertain examples.

CF’s stateless update mechanism makes it es-
pecially reliant on acquiring high-value samples.

When guided by uncertainty-based acquisition
functions such as Monte Carlo Dropout and en-
tropy scoring, CF receives maximally uncertain
and high-gradient inputs, enabling efficient learn-
ing. Random acquisition, by contrast, introduces
uninformative or redundant samples, which leads
to stagnation or regression, particularly in low-
resource languages such as Fon (fon), Ewe (ewe),



Figure 3: Comparison of CF, FA, and CF+Random across active learning rounds for each language in the SIB-200
dataset. CF maintains comparable performance to FA in most cases, while CF+Random underperforms across the
board.



and Tsonga (tso).
Even languages that perform well under CF with

uncertainty-based acquisition, like Yoruba (yor)
and Xhosa (xho), suffer significant degradation un-
der CF+Random. This confirms that CF’s effec-
tiveness depends not only on language similarity
or pretraining alignment but also critically on the
informativeness of acquired examples.

Moreover, FA, though more stable, is not im-
mune to issues from redundant data. In languages
such as Swahili (swa) and Hausa (hau), late-round
performance declines under FA, likely due to over-
fitting to noisy or repetitive samples. These effects
are largely mitigated under CF due to its focus on
fresh, informative updates.

These findings confirm that uncertainty-based
acquisition is helpful and necessary for CF to suc-
ceed. In multilingual active learning, the quality of
acquired data is often more impactful than quantity.

4.4 Statistical Significance and
Dataset-Specific Dynamics

We conducted Wilcoxon signed-rank tests to quan-
tify the consistency of CF versus FA perfor-
mance across languages. For each language,
we collected the F1 scores at each round under
CF and FA, respectively, and applied a paired
test: wilcoxon(cf_scores, fa_scores). This
yielded a p-value assessing whether the per-round
scores differ significantly, along with an effect size
computed as r = W√

N
, where W is the Wilcoxon

statistic and N is the number of rounds. The results,
summarized in Table 3, highlight languages with
either statistically significant p-values (p < 0.05)
or large effect sizes (≥ 0.71).

In MasakhaNEWS, several languages such as
Amharic (amh), Igbo (ibo), Oromifa (orm), Run-
yankore (run), and Shona (sna) show significant p-
values, with FA slightly outperforming CF in most
of these cases. However, many of these differences
are associated with small or even zero effect sizes,
indicating limited practical importance. In contrast,
languages such as Hausa (hau), Swahili (swa), and
Yoruba (yor) display large effect sizes in favor of
CF, despite having p-values above the 0.05 thresh-
old. This suggests that CF delivers meaningful but
more variable improvements in these cases.

In SIB-200, no languages reach statistical sig-
nificance. Nevertheless, several languages such
as Luganda (lug), Runyankore (run), Xhosa (xho),
and Tswana (tsn) exhibit large effect sizes in favor
of CF. These results support the broader finding

that CF performs particularly well in controlled,
low-resource environments with consistent acquisi-
tion conditions.

These trends are driven by the structural differ-
ences between the two datasets. MasakhaNEWS
contains languages with highly variable training
sizes, ranging from 608 examples for Lingala (lin)
to over 3,300 for English (eng), as well as unbal-
anced label distributions. These characteristics in-
crease the likelihood of overfitting under FA, espe-
cially in later rounds. In contrast, SIB-200 follows
a uniform structure with around 1,000 samples per
language and balanced splits. This setup favors
the stateless nature of CF by providing consistent
learning signals across rounds.

These findings confirm that CF is an effective
option in stable, multilingual settings, offering sig-
nificant computational savings without major loss
in accuracy. FA may still be necessary for lan-
guages with weaker pretraining alignment, unstable
learning dynamics, or pronounced data imbalance.
Future research should explore adaptive finetun-
ing strategies that dynamically select CF and FA
based on acquisition quality, statistical variance, or
round-level learning signals.

5 Conclusion

This work re-examines the assumption that FA is
necessary in AL, especially for African languages
with limited data and computational resources. We
evaluate Continual Finetuning (CF) as a resource-
efficient alternative and find that it substantially
reduces computational resources, while delivering
performance comparable to (FA) in most settings.
(1) CF performs best when the target language is
included in the model’s pretraining corpus, where
strong initialization and adequate supervision lead
to stable learning dynamics. (2) CF can also be
effective for non-pretraining languages that are
typologically close to pretraining ones, particu-
larly Bantu languages, thanks to shared linguistic
structures. (3), CF’s success depends critically on
uncertainty-based acquisition; without it, perfor-
mance degrades sharply, highlighting the need for
principled sample selection. Although FA still out-
performs CF in some instances, particularly for
languages with unstable acquisition dynamics, lim-
ited pretraining overlap, or high label imbalance,
these gains often come with modest effect sizes.
Overall, CF emerges as a strong alternative for
low-resource multilingual AL pipelines, and these



findings motivate the development of hybrid strate-
gies that adaptively switch between CF and FA
based on acquisition signals, typological features,
or confidence variance. Our study builds scalable,
inclusive, and efficient learning systems for under-
represented languages.

6 Broader Impacts

This work explores active learning strategies for
improving NLP models for African languages. By
enabling more efficient and cost-effective model
training, particularly in low-resource settings, our
approach can help close the performance gap for
underrepresented languages. This supports linguis-
tic equity and inclusivity efforts in AI technologies,
especially in regions with limited computational
resources and access to annotated data.

Positive Impacts: Our method reduces the need
for extensive computational resources and large-
scale annotated datasets. This democratizes access
to language technologies by allowing researchers
and practitioners in low-resource settings to build
useful models with fewer resources. Moreover, by
enhancing the performance of African language
models, this work can contribute to more equitable
digital access, promote civic participation, and sup-
port educational, governmental, and cultural initia-
tives within African communities.

Potential Negative Impacts: As with any tech-
nology that enables easier deployment of NLP mod-
els, there is a risk of misuse, such as deploying
under-tested systems in sensitive applications (e.g.,
health, law, or government) without proper safe-
guards or validation. Additionally, more efficient
model training may inadvertently promote the de-
velopment of systems without community involve-
ment, potentially reinforcing language representa-
tion biases if datasets are not carefully curated.

We encourage future work to include affected
communities in the design, deployment, and evalu-
ation processes. Fair and transparent data practices
remain essential to ensure that efficiency gains do
not come at the cost of ethical responsibility.

7 Limitations

While continual finetuning significantly reduces
computational costs, it may lead to performance
degradation for languages not seen during pretrain-
ing. Full finetuning remains more stable in such
cases, suggesting that continual finetuning alone
may not be optimal for all settings. Future work

could explore adaptive strategies that selectively
apply full finetuning when performance instability
is detected, balancing efficiency and effectiveness
across different language scenarios.
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Model Training Hyperparameter Value
Model Name Davlan/afro-xlmr-large
Evaluation Strategy steps
Save Strategy steps
Save Steps 50000
Learning Rate 5e-5
Per Device Train Batch Size 16
Per Device Eval Batch Size 16
Num Train Epochs 10
Weight Decay 0.01
Logging Steps 10000
Save Total Limit 1
Load Best Model at End True
Max Length 128
Active Learning Sample Selection
Pool Size 0.5 (50% of training set)
Number of MC Dropout Passes 10
Top-K Uncertainty Samples 100

Table 4: Hyperparameters used for model and sample selection in the active learning loop.



Dataset Languages

MasakhaNEWS

Amharic (amh)
Hausa (hau)
Igbo (ibo)
Lingala (lin)
Luganda (lug)
Oromo (orm)
Nigerian Pidgin (pcm)
Kirundi (run)
Shona (sna)
Somali (som)
Swahili (swa)
Tigrinya (tir)
Xhosa (xho)
Yoruba (yor)

SIB-200

Amharic (amh_Ethi)
Afrikaans (afr_Latn)
Bemba (bem_Latn)
Ewe (ewe_Latn)
Fon (fon_Latn)
Hausa (hau_Latn)
Igbo (ibo_Latn)
Lingala (lin_Latn)
Luba-Kasai (lua_Latn)
Luo (luo_Latn)
Luganda (lug_Latn)
Northern Sotho (nso_Latn)
Nyanja (nya_Latn)
Kirundi (run_Latn)
Somali (som_Latn)
Sotho (sot_Latn)
Swahili (swh_Latn)
Tswana (tsn_Latn)
Tigrinya (tir_Ethi)
Tsonga (tso_Latn)
Twi (twi_Latn)
Wolof (wol_Latn)
Xhosa (xho_Latn)
Yoruba (yor_Latn)
Zulu (zul_Latn)

Table 5: Languages used in the MasakhaNEWS and SIB-200 datasets.
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