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Abstract

Large-scale multi-modal contrastive learning
frameworks like CLIP typically require a large
amount of image-text samples for training. How-
ever, these samples are always collected contin-
uously in real scenarios. This paper discusses
the feasibility of continual CLIP training using
streaming data. Unlike continual learning based
on self-supervised learning methods for pure im-
ages, which is empirically robust against catas-
trophic forgetting, CLIP’s performance degener-
ation in the continual setting is significant and
non-neglectable. By analyzing the changes in
the model’s representation space during continual
CLIP training from a spatial geometry perspective,
we explore and summarize these spatial variations
as Spatial Disorder (SD), which can be divided
into Intra-modal Rotation and Inter-modal De-
viation. Moreover, we empirically and theo-
retically demonstrate how SD leads to a perfor-
mance decline for CLIP on cross-modal retrieval
tasks. To alleviate SD, we propose a new contin-
ual vision-language representation learning frame-
work Mod-X: Maintain off-diagonal information-
matriX. By selectively aligning the off-diagonal
information distribution of contrastive matrices,
the Mod-X improves the capability of the multi-
modal model by maintaining the multi-modal rep-
resentation space alignment on the old data do-
main during continuously fitting the new training
data domain. Experiments on commonly used
datasets with different scales and scopes have
demonstrated the effectiveness of our method.
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1. Introduction
Recently, multi-modal pre-trained models such as CLIP
(Radford et al., 2021) have attracted much attention. By uti-
lizing these pre-trained models, many works have achieved
new progress in downstream tasks such as image classi-
fication, semantic segmentation, object detection, speech
recognition (Wei et al., 2022; Wang et al., 2021b; Li et al.,
2022; Baevski et al., 2020), etc. Although the CLIP model
has strong generalization in open-world data, as mentioned
in its original paper (Radford et al., 2021), the ability to
match image-text samples that are not in its training data
distribution is still weak. The natural idea to alleviate this
problem is to scale up the training data that covers different
data domains. However, it is impractical to train infinite
data distribution with limited hardware resources at once.

To address the above problems, this paper mainly explores
the feasibility of continuously training the CLIP model
through streaming data, a training paradigm that follows
Continual Learning (CL) (McCloskey & Cohen, 1989). Tra-
ditional supervised continual learning has been proven to
suffer from catastrophic forgetting (Rebuffi et al., 2017;
Kirkpatrick et al., 2017): The model’s performance on old
tasks drops significantly as training phases rising. Recently,
some works (Ni et al., 2021b; Hu et al., 2021) have val-
idated that self-supervised models based on pure images
like SimCLR (Chen et al., 2020) and BarlowTwins (Zbontar
et al., 2021) do not suffer from severe catastrophic forget-
ting during continual training. Some works (Madaan et al.,
2021; Thai et al., 2021) conjecture that the reason is that
the contrastive loss is not directly affected by the supervised
signal, and the self-supervised framework does not have a
Softmax function to amplify the influence of labels.

However, the performance of CLIP with a continual training
setting is clearly different from the self-supervised continual
training, which only uses images, though they both utilize
contrastive loss. There is a significant degradation of multi-
modal retrieval results with continual CLIP training com-
pared with joint training (the experiment results are shown
in Section 3 and 5). By analyzing the changes in the model’s
representation space during continual CLIP training from
a spatial geometry perspective, we explore and summarize
these spatial variations as Spatial Disorder (SD), which
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can be divided into Intra-modal Rotation and Inter-modal
Deviation. The intra-modal rotation represents the repre-
sentation space of the single-modal feature extractor (vision
or language) within the CLIP rotates around the center of
the high-dimensional sphere. The inter-modal deviation
represents the shift of representation alignment of different
modal extractors (vision and language) to the same entities
during continual training. Moreover, we demonstrate how
intra-modal rotation and inter-modal deviation lead to a per-
formance decline for CLIP on cross-modal retrieval tasks in
both empirically and theoretically (in Section 3).

To alleviate this SD in continual CLIP training, we pro-
pose a simple yet effective framework Mod-X: Maintain
off-diagonal information-matriX. Unlike contrastive loss
(Oord et al., 2018) only focuses on widening the similarity
gap between positive and negative sample pairs, the Mod-
X framework pays more attention to representation space
alignment. The elements in the contrastive matrix represent
the similarity between visual and textual entities, which
also refer to the included angle between visual and textual
representation vectors when the length of vectors is 1. The
angle distribution between the vectors represents the inher-
ent representation space structure of the model under the
current samples. By selectively aligning the distribution
of the off-diagonal elements, Mod-X preserves the spatial
relationships between modals of various old entities while
fitting the current vision-language data during continual
training. The experiments (in Section 4, 5 and Appendix B)
on commonly used datasets with different scales and scopes
show that our Mod-X framework improves the capability
of the multi-modal model by maintaining the multi-modal
representation space alignment on the old data domain dur-
ing continuously fitting the new training data domain. The
contributions of this paper are summarized as follows:

• We discuss the feasibility of training the CLIP model
continuously through streaming data. Empirical exper-
iments demonstrate that continual CLIP training leads
to persistent performance degrades on cross-modal re-
trieval tasks, which is different from the phenomenon
of continual learning based on self-supervised learning
methods for pure images.

• We explore and summarize the model’s spatial varia-
tion during continual CLIP training as Spatial Disor-
der, which can be divided into intra-modal rotation and
inter-modal deviation. Furthermore, we demonstrate
how spatial disorder leads to a performance decline for
CLIP on cross-modal retrieval tasks in both empirically
and theoretically (in Section 3).

• We propose a simple yet effective continual CLIP train-
ing framework Mod-X that alleviates space disorder
during continual CLIP training by selectively aligning

contrastive matrices’ off-diagonal information. Exper-
iments (in Section 5 and Appendix B) on commonly
used datasets with different scales and scopes have
evaluated the effectiveness of our method.

2. Related Work
Continual Learning. Continual learning (CL) (Thrun,
1995), or incremental learning, mainly focuses on super-
vised tasks. In addition to the vision-based tasks (De Lange
et al., 2021; Kj et al., 2021; Cha et al., 2021; Ahn et al.,
2021), some works discuss language-based tasks (Biesial-
ska et al., 2020; Sun et al., 2019). We can summarize the
existing continual learning methods into three categories:
regularization (Kirkpatrick et al., 2017; Ahn et al., 2019; Ni
et al., 2021a), replay (Rebuffi et al., 2017; Rolnick et al.,
2019; Wang et al., 2021a), and architecture (Thai et al.,
2021; Ni et al., 2021b; Hu et al., 2021; Madaan et al., 2021).
However, traditional supervised continual learning methods
are limited by labels and unsuitable for self-supervised or
unsupervised situations.

In unsupervised and self-supervised single-modal con-
tinual training, the latest work (Thai et al., 2021; Ni et al.,
2021b; Hu et al., 2021; Madaan et al., 2021) has drawn
some conclusions different from those of supervised contin-
ual learning. However, only a few pieces (Srinivasan et al.,
2022; Fan et al., 2022) focus on incremental multi-modal
learning. However, (Srinivasan et al., 2022) did not pro-
pose a new method to alleviate the catastrophic forgetting
problem in multimodal continual learning. Instead, it pro-
vided baselines for the state-of-the-art supervised unimodal
continual learning methods when applied to some single-
model multimodal tasks. And (Fan et al., 2022) discussed
continuous updates in multimodal graphs, which is far from
our intended goal of continuously updating multimodal pre-
trained models. Because of the cooperation between differ-
ent modalities, continual multi-modal pre-training shows
different performance and complex problems from single-
modal continual training.

Visual-Language Representational Learning. Vision-
language representation learning based on contrastive loss
(Oord et al., 2018), such as CLIP (Radford et al., 2021), has
attracted a lot of attention in various fields (Radford et al.,
2021; Li et al., 2021; Andonian et al., 2022). And the pre-
trained model performs surprisingly well on downstream
tasks (Shu et al., 2022; Wang et al., 2022; Chowdhury et al.,
2022). At the same time, the large-scale image-text datasets,
e.g., Laion400M (Schuhmann et al., 2021) and Conceptual
Captions (Sharma et al., 2018), have played a key role in
multimodal pre-training. Although large-scale open-world
datasets contain various samples, the pre-trained model still
loses the ability to perfectly match image-text sample pairs
that are not in its training data domain (Radford et al., 2021).
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Figure 1. The multi-modal retrieval R@1 results of CLIPt (0 ≤ t ≤ 5) on test sets COCO (5K) and Flickr30k (1K). The two sub-figures
on the left show the Image-Text retrieval R@1 performance of CLIPt on the continual training phase t. The initial training phase represents
the performance of CLIP0. The rights show the Text-Image R@1 results of CLIPt on the continual training phase t. The pentagon points
(CLIPjt) show the results of the CLIP under joint training, which is an upper bound for continual CLIP training (CLIPct).

3. Spatial Disorder in Continual CLIP
This section mainly aims to explore the characteristics of
the CLIP model while training continually. By analyzing
the changes in the model’s representation space from a spa-
tial geometry perspective during continual CLIP training,
we explore and summarize these spatial variations as Spa-
tial Disorder (SD), which can be divided into intra-modal
rotation and inter-modal deviation. Then, we demonstrate
how intra-modal rotation and inter-modal deviation lead to
a performance decline for CLIP on cross-modal retrieval
tasks in both empirically and theoretically, respectively.

Exploration Setup. To ensure the controllability of the
exploration, we train a CLIP0 model from scratch on the
COCO dataset (Lin et al., 2014) based on the OpenAI
source code (OpenAI) and use it as the initial state (start)
of continual CLIP training. After that, we divide the
Flickr30K dataset (Young et al., 2014) into five sub-datasets
{D1,D2,D3,D4,D5} uniformly and randomly to simulate
streaming data. Then we train the CLIP0 based on these
sub-datasets sequentially. We name this pure continual train-
ing without other operations as CLIPct. After finishing five
training phases, we obtain the model CLIP5. For compar-
ison with CLIP5, we joint training a CLIPjt model using
joint dataset COCO and Flickr30K, as the upper bound of
the CLIP5. The hyper-parameters for all training phases
are kept the same, and detailed settings of CLIP model and
training hyper-parameters can be seen in Appendix B.1.

3.1. The Performance of Continual CLIP Training

We show the R@1 retrieval results of CLIPt (0 ≤ t ≤ 5)
on the test set COCO(5K) and Flickr30K(1K) in Figure

1. By comparing the performances of the CLIP0 (initial
phase) and CLIPjt on Flickr30K(1K), we can find that the
retrieval performance of CLIPjt (red point) is significantly
better than that of CLIP0 (initial) which is not trained on
Flickr30K. This phenomenon shows that the performance
of the CLIP model is affected by the training data do-
main, which is consistent with the conclusion of the paper
(Radford et al., 2021). Besides this, it can be clearly seen
that the multi-modal retrieval performance of the CLIPct

on the COCO(5K) declines continually with the rising of
training phases. The final Image-Text R@1 result of CLIP5

on COCO(5K) plummeted from the initial 14.7% to 6.1%,
and the Text-Image results dropped from 10.6% to 4.7%.
The gap with CLIPjt reached 10.0% and 7.0%, respectively.
On the other hand, CLIPct exhibits a slow and erratic in-
crease in multi-modal retrieval R@1 results on the test set
Flickr30K(1K). Although the results between CLIPct and
CLIPjt on the Image-Text R@1 has been narrowed from
the original 13.2% to 9.5% while the Text-Image R@1 of
CLIPct has increased from 12.0% to 16.1%, the gap between
CLIP5 and CLIPjt is still great.

3.2. The reasons for catastrophic forgetting

In CLIP, the vision and language encoders normalize the
final representation vector to a unit vector of length 1 using
a dimension-based L2 norm. This design makes the rep-
resentation space in vision and language encoders form a
high-dimensional unit sphere, respectively. Therefore, we
ignore the influence of the representation vectors’ length and
track their direction changes. We summarize these spatial
variations as Spatial Disorder (SD), which can be divided
into intra-modal rotation and inter-modal deviation.
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3.2.1. THE INTRA-MODAL ROTATION

Firstly, we analyze the directional changes of the represen-
tation vectors of model’s vision and language extractors
during continual CLIP training. Taking the visual repre-
sentation space as an example, we use the visual encoder
EV

i in CLIPi to extract the image representations of the
test set COCO(5K) and obtain the vision representation vec-
tors sets Vi = {V 0

i , ..., V
N
i , ..., V 5K

i }, where i = 0, ..., 5
stands for five different training phases. After that, we
take the inner product of each pair of vectors < V a

i , V
b
i >,

where a and b are arbitrary indexes in each vector set Vi

and perform arccos operation, the inverse trigonometric
function of cosine, to obtain their Self-Angle relationship
Matrix (SAMi). The SAM

(a,b)
i = arccos(< V a

i , V
b
i >).

Any element SAM (a,b)
i in the SAMi matrix represents

the included angle between the sample a and b in the
vision encoder EV

i . By counting the difference value
θSAM = ∠(V a

i , V
b
i ) − ∠(V a

i+1, V
b
i+1) between the corre-

sponding elements in two continual SAM matrix SAMi

and SAMi+1 as shown in Figure 2(a), we get the following
included angle change distribution in Figure 2(c).

!"#
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θSAM ∈ [0◦, 5◦] (5◦, 10◦] (10◦, 15◦] (15◦, 20◦] (20◦, 180◦]

SAM0−1 54.23% 31.64% 11.28% 2.48% 0.38%
SAM1−2 61.18% 30.21% 7.54% 0.99% 0.07%
SAM2−3 61.44% 30.00% 7.50% 0.98% 0.07%
SAM3−4 55.33% 31.75% 10.57% 2.07% 0.28%
SAM4−5 50.51% 32.14% 13.17% 3.50% 0.68%
SAM0−5 42.94% 31.12% 16.73% 6.66% 2.55%

(c)

Figure 2. The sub-figure on the (a) shows a schematic diagram of
computing θSAM . The sub-figure on the (b) shows a schematic
diagram of computing θRAM . The table on the bottom (c) shows
the distribution of the change of the included angle between any
two samples in different training phases’ vision representation
space. And SAMi−j = |SAMi − SAMj |.

From Figure 2(c), we can find that 80% of the angle changes
between any two vision representation vectors are between
0 and 10 degrees in continual training phases, while only
20% are above 10 degrees. Moreover, less than 1% of the
angle changes are above 20 degrees. That angle changes
between 15-20 degrees also only account for about 5% of
all image pairs. Therefore, we conclude that the topology
of the visual representation of the CLIPct changes slowly

during the continual CLIP training. In Appendix A.3, we
reached the same empirical conclusion by comparing the
representation quality of vision encoders.

In addition to discussing the change in the included angle
between sample pairs in the visual representation space,
by taking the inner product of the same sample’s vision
representation vector from different training phases’ vision
encoder EV

i , we use the arccos operation to compute the
rotation angles θRAM = ∠(V a

i , V
a
j ) of each test sample a

in vision encoder EV
i and EV

j and get the Rotation Angle
Matrix RAM(i,j). The RAMa

(i,j) = arccos(< V a
i , V

a
j >).

The schematic diagram can be seen in Figure 2(b). By count-
ing the distribution of rotation angles, we get the following
rotation angle distribution Table 1.

As shown in Table 1, we can find that the direction of the
same sample in the visual representation space of different
training phases has changed greatly. Only less than 0.4%
samples are rotated within 20 degrees in the continual CLIP
training, while the samples rotated within 20-25 degrees are
at most less than 9%, and the samples of 25 degrees and
above account for more than 90%. We speculate that the
vision representation space of CLIPct has undergone a
large rotation around the high-dimensional sphere cen-
ter during the continual training. After analyzing the
language representation space, we reach the same conclu-
sion as the vision representation space. Detailed SAM and
RAM of language encoders can be viewed in Appendix A.2.

According to our analysis of the geometric changes of the
single-modal encoder’s representation space during contin-
ual CLIP training, we conclude that: During the continual
CLIP training, the representation space in the CLIPct

is significantly rotated. The topology of the representa-
tion space is slightly rotated compared with the rotation
of the whole representation space. We name this phe-
nomenon Intra-modal Rotation.

θRAM ∈ [0◦, 15◦] (15◦, 20◦] (20◦, 25◦] (25◦, 30◦] (30◦, 180◦]

RAM(0,1) 0.00% 0.20% 4.62% 22.68% 72.50%
RAM(1,2) 0.00% 0.40% 8.30% 34.11% 57.20%
RAM(2,3) 0.00% 0.30% 8.40% 34.29% 57.01%
RAM(3,4) 0.00% 0.00% 1.89% 17.11% 81.00%
RAM(4,5) 0.00% 0.00% 0.00% 3.20% 96.81%
RAM(0,5) 0.00% 0.00% 0.00% 0.21% 99.80%

Table 1. The table on the bottom shows the rotation angle distribu-
tion of the same samples in different training phases.

3.2.2. THE INTER-MODAL DEVIATION

Although the topology of the single-modal representation
space changes during continual training, this slight rotation
should not be the main reason for the significant degradation
of CLIP’s multi-modal retrieval performance in continual
training. To this end, we conduct a thought experiment: it
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Figure 3. The comparison of the rotation distributions of the vision encoder and langugae encoder during continual CLIP training. CLIPi−j

refers to the CLIP’s continual training from training phase i to j. The values under the same color represent the proportion of test samples
to total samples in each rotation angle interval of the same modality.

is known that the representation spaces of vision and lan-
guage encoders exhibit significant spatial rotations during
continual training. Now we assume that the topology of
the single-modal representation space is completely fixed
during continual training. Therefore, if the CLIPct’s perfor-
mance on multi-modal retrieval tasks does not degrade dur-
ing continual training, the rotations of the two encoders’
representation spaces should be synchronized. However,
the fact is the opposite. So we think there is a deviation
between the rotation of the vision and language rep-
resentation spaces. Based on this suppose, we compare
the rotation distributions of vision encoder (Table 1) and
language encoder (Appendix A.2) and draw the rotation dis-
tribution comparison diagram (Figure 3). The values under
the same color represent the proportion of test samples to
total samples in each rotation angle interval of the same
modality. Comparing the difference in the distribution of
rotation angles of the vision and language encoders, we can
see that the space rotations of the two encoders are very
different in the continual training. The rotation of language
representation space is mostly concentrated between 20-30
degrees, while the vision’s rotations are mostly between
30-180 degrees. This shows that the rotation of the repre-
sentation space of the two modal extractors within CLIPct

is not synchronized during the continual training, which ver-
ifies our previous deduction: The unsynchronized rotation
of the vision and language representation spaces leads
to representation space deviations between the CLIP’s
modal encoders (vision and language). We name this
phenomenon Inter-modal Deviation.

3.2.3. THE RELATIONSHIP BETWEEN SPATIAL
DISORDER AND CONTRASTIVE MATRIX

How do spatial disorder cause the model to mis-align the
old sample’s vision and language representation? We show
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Figure 4. The Schematic illustration of spatial disorder caused by
intra-modal rotation and inter-modal deviation. The α is vision
representation and β is language representation. The a,b denote
different image-text samples.

a schematic here to illustrate this. As shown in Figure 4,
the α is vision representation and β is language represen-
tation. The a,b denote different image-text samples. For
the convenience of illustration, we fix the vision vectors’
relative location and rotate the language vectors to represent
the unsynchronous rotation of the two modal spaces. When
intra-modal rotation happens (Figure 4(a)), βa in training
phase t+ 1 is rotated to β′

a, the modal similarity between
a and b shift from (βT

a αa > βT
a αb) to (β′T

a αa < β′T
a αb),

which break the alignment of the current model to old sam-
ple a. The superscript T is a transpose operation that is
often used for matrix multiplication. When inter-modal de-
viation happens (Figure 4(b)), the relative rotation of the
representation space breaks the original modal alignment
of the sample a, which makes the (βT

a αb > βT
a αa). From
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Figure 5. The Mod-X framework mainly consists of two sub-modules. Spatial Alignment helps the current model align the representation
space of the old model based on current data. And Contrative helps the model fit the current training data domain.

the perspective of the contrastive matrix, the element Mi,j

in the i,j position of the contrastive matrix M represents
the similarity score of the i’th sample vision embedding
and the j’th sample text embedding. Since the length of
the representation vector is 1, the similarity score Mi,j also
refers to the angle between the i’th sample vision embed-
ding and the j’th sample text embedding. When the angle
becomes larger due to spatial disorder, its similarity score
within the model becomes smaller, which affects the multi-
modal retrieval ability of the model. Because of this, the
performance of CLIPct drops significantly during continual
training. Detailed mathematical derivations can be found in
Appendix A.1. The value of the diagonal elements in the
contrast matrix M represents the angle between different
modals of the same sample. The value of the off-diagonal el-
ements represents the angle between the different modals of
different samples in the CLIP’s representation space. From
an overall perspective, the similarity distribution of the
contrastive matrix M is equivalent to the structure of
the representation space of the model.

4. Alleviating Spatial Disorder
4.1. General continual CLIP training Setting

Suppose we have used training dataset D0 got a pre-trained
model CLIP0. And there is another vision-language dataset
D. We split D into N sub-datasets {D1, ..., DN}, ran-
domly and evenly, to simulate a stream of data and Dt =
{(v0t , l0t ), ..., (vnt , lnt )} denotes the training data in the train-
ing phase t, where t ∈ {1, 2, ..., N}. Then, we train the
model CLIP0 using this sub-datasets sequentially. The

enocded l2 normalized embeddings of vision and text is
V i
t = Et

V (v
i
t) and Li

t = Et
L(l

i
t). When the model CLIPt

is trained during the training phase t using training data
Dt, the previous sub-datasets {D0, D1, ..., Dt−1} are no
longer available. The joint training represents that training
a CLIPjt from scratch using all data Djt = D0 ∪D.

4.2. Mod-X: Maintain off-diagonal information-matrix

To alleviate spatial disorder of the CLIPct model during con-
tinual training. We propose a simple but effective new train-
ing framework: Maintain off-diagonal information-matrix
(Mod-X). It boots the current CLIP model to retain the spa-
tial alignment to past samples by distilling the contrastive
matrix’s off-diagonal information which is constructed by
the model before and after continual training based on the
current training data. The entire training framework is
shown in Figure 5, where the Si,j means cosine similar-
ity score of the i’th sample’s vision embedding and the j’th
sample’s text embedding. The Contrastive module in Figure
5 is a traditional InfoNCE loss (Baevski et al., 2020) , which
inherits from CLIP (Radford et al., 2021). In the following,
we mainly introduce our Spatial Alignment module.

4.3. Spatial Alignment

The diagonal elements in CLIP’s contrastive matrix repre-
sent the similarity of the visual and language information of
the current sample. The off-diagonal elements represent the
similarity between the vision and language representation of
the current sample and other samples. As mentioned in Sec-
tion 3.2.3, the distribution of the elements in the contrastive
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matrix represents the spatial distribution of representations
between modalities of the model. Therefore, we feel out the
old model’s representation space through the old model’s
contrastive matrix on the current training data. Then, se-
lectively distill the old model’s spatial distribution while
training the current model. We construct contrastive matrix
Mt−1 and Mt using the last and current model CLIPt−1 and
CLIPt based on current sub-dataset Dt.

M i,j
t−1 = CLIPt−1(Dt) = s(Et−1

V (vit), E
t−1
L (ljt )) (1)

M i,j
t = CLIPt(Dt) = s(Et

V (v
i
t), E

t
L(l

j
t )) (2)

Where the s(a, b) = aT b is the cosine similarity function.
However, the last model’s representation space for current
data is not totally correct. For those misunderstood sam-
ple information (diagonal elements are not the largest in
the current retrieval), we use the corresponding similarity
information of the current model to replace them, thereby
removing their influence during continual distillation.

M
(i,:)
t−1 = M

(i,:)
t ; if max(M i

t−1) ̸= i (3)

After that, we align the information matrix Mt−1 and Mt

using Kullback-Leibler Divergence (Csiszár, 1975).

Lt
KL(Mt,Mt−1) = −

∑
Mt−1ln(

Mt

Mt−1
) (4)

The final training loss can be written as LMod−X , and α is
a hyper-parameter.

Lt
Mod−X = Lt

InfoNCE + αLt
KL (5)

5. Experiments
5.1. Datasets

In the experiments, we use three different training datasets
varying in scope and domain to evaluate the effectiveness
of our Mod-X framework. MS COCO Captions (Lin et al.,
2014): MS COCO Captions (COCO) is a widely used im-
age caption dataset. It contains 80K training images, 30K
validation images, and 5K testing images (COCO(5K)).
Flickr30K (Young et al., 2014): Flickr30K contains 30K
training images and 1K test samples (Flickr30K(1K)) col-
lected from Flickr, together with 5 reference sentences pro-
vided by human annotators. ECommerce-T2I (Yang et al.,
2021) is a text-to-image e-commerce dataset that contains
90k training images and 5k testing images set (EC(5K)).
Each image corresponds to a text description, and the de-
scription for each sample in the training and test sets does
not repeat. Many detailed training settings and experiments
(CC12M) can be viewed in Appendix B.
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Figure 6. The multi-modal retrieval R@1 results of the different
training strategies on COCO(5K) and Flickr30K(1K). The first
two sub-figures show the retrieval R@1 performance on previous
COCO dataset. The last two sub-figures show the R@1 results on
current training domain Flickr30K.

5.2. The performance in Exploratory Experiments

Firstly, we follow the setup of the exploratory experiments
described in Section 3.1, comparing the results of our Mod-
X framework with CLIPct, CLIPEWC and CLIPjt in the
Flickr30K dataset. The CLIPct means training CLIP contin-
ually without any other operation. The CLIPjt is training
CLIP model in the joint dataset of COCO and Flickr30K,
which is an upper bound for continual CLIP training. Since
label information is not used in CLIP training, recent su-
pervised continual training methods like iCaRL (Rebuffi
et al., 2017), PodNet (Douillard et al., 2020), and Dyn (Yan
et al., 2021) cannot be reproduced in such experimental
settings. We compared our Mod-X with the typical contin-
ual learning strategy such as DER (Buzzega et al., 2020)
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Figure 7. The retrieval R@1 performance of different training strategies in each training phase on EC(5K), COCO(5K) and Flickr30K(1K).
The CLIPft is the fine-tuning results of CLIPinitial on the full ECommerce-T2I dataset as an upper bound on CLIPct.

(CLIPDER), EWC (Kirkpatrick et al., 2017) (CLIPEWC)
and LWF (Li & Hoiem, 2017) (CLIPLWF ). Notably, to
make LWF and DER work properly within the CLIP frame-
work, we reproduced them using contrastive loss replaced
their cross-entropy loss. The replay buffer size of DER is
set to 3000. Figure 6 shows the effect of our framework
Mod-X (CLIPMod−X ) and the performance of other train-
ing strategies at each training phase. At each training phase,
the R@1 results of CLIPMod−X on COCO(5K) did not
show a significant drop, and the gap with the initial accu-
racy (Initial) remained at ±1%. Additionally, by comparing
the retrieval performance of the CLIPct and CLIPMod−X

on the current training data domain (Flickr30K), it can be
found that the CLIPMod−X is also significantly better than
CLIPct in continual fitting the current data domain. The
low performance of CLIPEWC and CLIPLWF also shows
that continual multi-modal training is more complex than
single-modal supervised training. Due to the use of old
training samples in memory buffer, the performance of DER
is slightly better than LWF. However, its performance is still
far from that of Mod-X. In Table 2, we presents the R@1
performance of the Mod-X framework in the final phase
with a memory buffer size of 3000 or 5000. Before training
on the Flickr30K, we randomly saved 1000 training samples
from the COCO dataset into the memory buffer. Afterward,

Methods COCO(I2T/T2I)Flickr30K (I2T/T2I)

CLIPjt 16.1 / 11.7 30.1 / 22.5
CLIPMod−X with 5000 15.3 / 11.0 29.1 / 21.7
CLIPMod−X with 3000 15.0 / 10.8 28.5 / 21.0

CLIPMod−X 14.5 / 10.1 27.9 / 20.2

Table 2. The table show the R@1 performance of the Mod-X
framework in the final phase with a buffer size of 3000 or 5000.
Since memory buffer strategy stores the model’s knowledge from
the input, it remains effective in the Mod-X framework which does
not limit the input form.

based on the size of the buffer, an equal number of current
training samples were randomly selected and stored in the
memory buffer after each continual training phase which
is similar to previous works (Rebuffi et al., 2017; Buzzega
et al., 2020; Douillard et al., 2020). Since memory buffer
strategy stores the model’s knowledge from the input, it
remains effective in the Mod-X framework which does not
limit the input form. We can see from the results that as the
number of old samples used increases, the performance of
the Mod-X becomes closer to joint training.

Beside of this, in order to show the performance of our
Mod-X in high semantics correlations data sets, we adopt an
approximate strategy to simulate class incremental setting
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Methods COCO(I2T/T2I)Flickr30K (I2T/T2I)

CLIPMod−X 14.5 / 10.1 27.9 / 20.2
CLIPMod−X with cls 13.8/9.8 27.4/19.7

CLIPct 6.2/4.7 20.6/16.1
CLIPct with cls 6.3/4.7 18.1/15.7

Table 3. The table show the R@1 performance of the Mod-X
framework in a class incremental setting. The results demonstrate
that continuous training with class incremental setting did not have
a heavy impact on the effectiveness of the Mod-X.

in Flickr30K. Considering that the image labels are not
available in Flickr30K, we used a pre-trained Imagenet1K
model to automatically label the Flickr30K training data and
divided it into 5 subsets, with each subset containing 200
classes. The R@1 results in the final phase have shown in
Table 3, where the ”cls” means ”class incremental setting”.
From the results, it seems that continuous training with
class incremental setting did not have a heavy impact on
the effectiveness of the Mod-X. In Appendix B.2, we show
the spatial alignment in CLIPMod−X and CLIPct, which
demonstrates that the Mod-X framework can alleviate the
spatial disorder well during continual CLIP training.

5.3. The performance on special domain dataset
ECommerce-T2I

To illustrate that the Mod-X framework is not only appli-
cable to similar data domains, in this section, we compare
the performance of different continual training frameworks
on a specific e-commerce dataset ECommerce-T2I. We set
the CLIPvit32 with ViT-Base/32 vision encoder as the initial
model, pre-trained using large-scale open-world datasets in
(OpenAI). To simulate streaming data, we are dividing the
entire ECommerce-T2I into five sub-datasets uniformly and
randomly. Since the entire CLIPvit32 pre-training dataset
is not available, we use the fine-tuning results of CLIPvit32

on the entire ECommerce-T2I dataset (CLIPft) as an upper
bound on CLIPct.

The multi-modal retrieval R@1 results of CLIPMod−X ,
CLIPct, CLIPEWC and CLIPft in each training phase are
shown in Figure 7. Comparing the R@1 performance of the
CLIPjt and CLIPct on the EC(5K) test set, it’s clear that
the training of the CLIP model is affected by the training
data domain: The final R@1 results of CLIPjt on EC(5K)
is 8.8% (Image-Text) and 9.9% points (Text-Image) higher
than CLIPct. However, the retrieval results of CLIPjt on
COCO(5K) and Flickr30K(1K) have dropped by more than
10% points (comparing with CLIPvit32 (Initial)) on av-
erage, which means that the performance of fine-tuning
(one phase continual training) CLIP is also affected by the
data domain. This is also verified by observations that the
R@1 performance of CLIPct performs lower than CLIPjt.
On the contrary, the CLIPMod−X obtained after continual

training by the Mod-X framework only has a tie drop of
3.3% points in the R@1 retrieval results on COCO(5K)
and Flickr30K(1K). What’s more, the performance of the
CLIPMod−X on EC(5K) outperformed CLIPct by 3.5%
(Image-Text R@1) and 4.2% points (Text-Image R@1),
respectively. The overall R@1 trend of CLIPEWC is similar
to that of CLIPct but is more unstable than CLIPct. All
of this shows that Mod-X framework not only preserves
the inter-modal spatial structure of old samples during the
continual training but also improves the fitting ability of the
CLIP in the current training data domain.

6. Conclusion
This paper discusses the feasibility of continuously training
the CLIP model through streaming data. Then, by tracking
the directional changes of the representation vectors in the
continuously updated CLIP model, we explore and summa-
rize these spatial variations as Spatial Disorder (SD), which
can be divided into Intra-modal Rotation and Inter-modal
Deviation. Moreover, we demonstrate how intra-modal rota-
tion and inter-modal deviation lead to a performance decline
for CLIP on cross-modal retrieval tasks in both empirically
and theoretically. To alleviate the spatial disorder, we pro-
pose a simple yet effective continual learning framework
Mod-X: Maintain off-diagonal information-matriX. The ex-
periments (in Section 4, 5 and Appendix B) on commonly
used datasets with different scales and scopes have illus-
trated the effectiveness of our method.

Social Impacts
The goal of continual learning is to help the model adapt to
new data domains using only new data, without forgetting
its past performance on old data domains. For example,
in the fashion field, as fashion trends change, a image-text
matching model fitted with old data will gradually become
less suitable for the current fashion data. Therefore, by us-
ing Mod-X framework, the model can be updated to fit new
image-text data using only the current fashion data while
preventing the forgetting of past image-text knowledge. Be-
side of this, catastrophic forgetting, arises due to different
reasons under various scenarios. In this work, our analysis
methods and perspectives on continual image-text pretrain-
ing provide new ideas and approaches for future research
on different continual learning tasks.
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A. Appendix to Section 3
A.1. The Theoretical Demonstrate that Inter-modal Deviation and Intra-modal Rotation lead to a decline in CLIP’s

multimodal retrieval performance

Inter-modal Deviation and Intra-modal Rotation can influence the CLIP’s sample contrastive matrix, but this does not
necessarily lead to errors in multimodal retrieval results. Unless the similarity of the visual language representation of the
model for the same sample is smaller than that between different samples. In there, we abstract this problem and give the
theoretical conditions that the Intra-modal Rotation and Inter-modal Deviation leads to a performance decline for CLIP on
cross-modal retrieval tasks.

There has N image-text pairs {(α1,β1),(α2,β2),(α3,β3),...,(αi,βi),...,(αN ,βN )} ∈ RW×W . Through function M(α) and
Q(β), M ≠ Q, the Euclidean space A and B of images and texts are formed.

A = span{M(α1),M(α2),M(α2), ...,M(αi), ...,M(αN )}
B = span{Q(β1),Q(β2),Q(β2), ...,Q(βi), ...,Q(βN )}

(6)

The M(αi),Q(βj) ∈ RD and ∥M(αi)∥ = 1 , ∥Q(βj)∥ = 1, i, j = 1, 2, 3, ..., N . < M(αi),Q(βj) > is the cosine
between M(αi) and Q(βj) , j = 1, 2, 3, ..., N .

Suppose: ∃(αa, βa), (αb, βb) ∈ {(αi, βj), i, j = 1, 2, 3, ..., N} and a ̸= b makes:

< M(αa),Q(βa) > = argmax
βi=βa

< M(αa),Q(βi) >

< M(αb),Q(βb) > < argmax
βj ̸=βb

< M(αb),Q(βj) >
(7)

A.1.1. HOW DOES INTER-MODAL DEVIATION AFFECT CLIP’S MULTIMODAL RETRIEVAL PERFORMANCE?

Prove: There is a rotation matrix pair (A,B) that not only keeps the A and B topology unbiased and makes the

< M′(αa),Q′(βa) > < argmax
βi ̸=βa

< M′(αa),Q′(βi) >

< M′(αb),Q′(βb) > = argmax
βj=βb

< M′(αb),Q′(βj) >
(8)

where the M′ = A(M) and Q′ = B(Q), A ≠ B. And the space A and B can be written as A′ and B′:

A′ = A(A) = span{M′(α1),M′(α2),M′(α2), ...,M′(αi), ...,M′(αN )}
B′ = B(B) = span{Q′(β1),Q′(β2),Q′(β2), ...,Q′(βi), ...,Q′(βN )}

(9)

Solution: the Equ.7 can be written as:

< M(αa),Q(βa) > − < M(αa),Q(βi) >> 0,∀βi ∈ β, i ̸= a

< M(αb),Q(βb) > − < M(αb),Q(βj) >< 0,∃βj ∈ β, j ̸= b
(10)

hence:
M(αa)

TQ(βa)−M(αa)
TQ(βi) > 0,∀βi ∈ β, i ̸= a

M(αb)
TQ(βj)−M(αb)

TQ(βb) > 0,∃βj ∈ β, j ̸= b
(11)

because the rotation matrix pair (A,B) can be seen as a rotation matrix R(θD), where the θD is a rotation angle between AB
and A′B′. Hence, when applying this rotation matrix R(θD), the Equ.11 can be written as:

M(αa)
TR(θD)Q(βa)−M(αa)

TR(θD)Q(βi) < 0,∃βi ∈ β, i ̸= a

M(αb)
TR(θD)Q(βj)−M(αb)

TR(θD)Q(βb) < 0,∀βj ∈ β, j ̸= b
(12)

13



Continual Vision-Language Representation Learning with Off-Diagonal Information

Because the rotation matrix satisfies that the inner product of itself is 1. So, Equ 12 can be written as:

M(αa)
TR(θD)(Q(βa)−Q(βi)) < 0,∃βi ∈ β, i ̸= a,R(θD)TR(θD) = I (13)

M(αb)
TR(θD)(Q(βj)−Q(βb)) < 0,∀βj ∈ β, j ̸= b,R(θD)TR(θD) = I (14)

For example, when R(θD) = −I, then R(θD)TM(αa) = −M(αa) the equ 15 and 16 will hold. So, rotation matrices
(A,B) that makes Equ.8 true exists.

A.1.2. HOW DOES INTRA-MODAL ROTATION AFFECT CLIP’S MULTIMODAL RETRIEVAL PERFORMANCE?

Since intra-modal rotation just requires the length of representation vectors after rotation is 1 and does not require that the
intra-modal representation space is invariant, it is a more general case of inter-modal deviation. This means that all rotation
matrixes that satisfy A.1.1 can also satisfy Intra-modal Rotation. Different from intra-modal deviation, the inner product of
the mapping matrix P does not require to be 1. So, we rewrite the Equ 15 and 16 to:

M(αa)
T (Q(βa)−Q(βi))P < 0,∃βi ∈ β, i ̸= a, (15)

M(αb)
T (Q(βj)−Q(βb))P < 0,∀βj ∈ β, j ̸= b, (16)

Any mapping matrix P that rotation the direction of (Q(βj)−Q(βb)) by more than 90 degrees.

A.2. Detailed SAM and RAM Distribution of Language Encoders

The topology of the language representation space does not change significantly during the continual CLIP training. But
the whole language representation space, like the vision representation space, has a large rotation around the center of
the high-dimensional sphere during the continual training. The angle change distribution Table 8(a) and rotation angle
distribution Table 8(b) are shown below.

θSAM ∈ [0◦, 5◦] (5◦, 10◦] (10◦, 15◦] (15◦, 20◦] (20◦, 180◦]

SAM0−1 64.43% 28.49% 6.23% 0.78% 0.07%
SAM1−2 71.54% 24.89% 3.35% 0.22% 0.01%
SAM2−3 71.36% 25.01% 3.40% 0.22% 0.01%
SAM3−4 67.30% 27.27% 4.93% 0.48% 0.03%
SAM4−5 58.84% 30.70% 8.77% 1.50% 0.20%
SAM0−5 55.39% 31.60% 10.52% 2.15% 0.33%

(a) The include angle distribution (SAM) in text representation space.

θRAM ∈ [0◦, 15◦] (15◦, 20◦] (20◦, 25◦] (25◦, 30◦] (30◦, 180◦]

RAM(0,1) 0.00% 1.94% 28.38% 45.88% 23.80%
RAM(1,2) 0.02% 8.90% 47.76% 34.94% 8.38%
RAM(2,3) 0.04% 1.14% 49.86% 31.18% 7.52%
RAM(3,4) 0.02% 2.84% 33.70% 43.76% 19.68%
RAM(4,5) 0.00% 0.04% 3.28% 27.66% 69.02%
RAM(0,5) 0.00% 0.00% 0.00% 1.12% 98.88%

(b) The rotation angle distribution (RAM) in text representation space.

Figure 8. Detailed SAM and RAM Distribution of Language Encoders.

By observing the table in Table 8, we can find that more than 88% of the angle change between any two language
representation vectors in the language representation space are between 0 and 10 degrees in the process of continual CLIP
training, while only 20% are above 10 degrees. Moreover, less than 0.2% of the angle changes is above 20 degrees. Those
angle change between 15-20 degrees also only account for about 1.5% of all images pairs. Similar to the visual representation
space, the direction of the same sample in the language representation space of different training phases also has changed
greatly. However, unlike most of the rotations in the vision representation space, which are distributed over 30 degrees, in
the language space, the rotations in the representation space are mostly distributed between 20 and 30 degrees. Because of
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this difference, the representation alignment of the CLIP for different modalities of the same sample deviates during
the continual training.

A.3. The representation quality of vision encoders during continual CLIP training

In Section 3, based on the distribution Table 2(c), we inference that the topology of the visual representation of the CLIPct

changes slowly during the continual CLIP training. Due to the topology of the representation space is correlated with the
quality of the model’s representation, so we use the linear probe evaluation method, commonly used in self-supervision
(Oord et al., 2018; He et al., 2020), to detect the quality of the model’s vision encoders to verify our suppose.By fixing
the vision encoder, retrain a single Linear layer, which is connected behind the vision encoder, based on the ImageNet
(Deng et al., 2009) training set and evaluate its top-1 accuracy on the ImageNet test set to represent the vision encoder’s
representation quality. As shown in Figure 9, we calculate the vision encoders’ linear evaluation in each training phase in
explore experiment 3.
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Figure 9. The representation quality of visual encoders in each training phase in explore experiment 3.

Observing the changing trends in the linear evaluation accuracy of each training phase, we can find that the representation
quality of the vision encoder in CLIPcl gradually decreases as the training phase increases. The top-1 accuracy in the
ImageNet test set dropped from 30.1% to 28.1%, which is consistent with our conjecture 3.2.1. Compared to the decline
in multimodal retrieval, the decrease in the quality of visual representations appears to be negligible. In addition, by
comparing the results of CLIPMod−X and CLIPjt, we can find that our Mod-X framework can not only help the model
fit new image-text samples but also improve the representation quality of the modal encoders within the CLIP. The top-1
accuracy of the vision encoder in CLIPMod−X improved from 30.1% to 32.0%. All of this also illustrates that the quality of
the extractor representation is not precisely positively correlated with the decline in multimodal retrieval performance of
CLIP model. Alignment of the representation between the different modals is also critical.

B. Appendix to Section 5
B.1. Detailed Experiment Setting

In exploration experiments 3 and Experiment 5.2, we use RN50 (He et al., 2016) as the vision encoder. In experiment 5.3
we use Vit-32/B as the vision encoder. The language encoder in all experiments is a transformer-based architecture which
follows modification proposed in CLIP (OpenAI). In all experiments, the input images are resized to 224 × 224 and the input
texts are tokenized by WordPiece with a maximum length of 77. We utilize AdamW (Loshchilov & Hutter, 2017) optimizer
and a cosine annealing learning rate schedule with warmup which is consistent with (OpenAI). All of the experiments are
conducted on 8 NVIDIA V100 GPUS.

In exploration experiment 3 and Experiment 5.2, we use the hyper-parameters as be shown in table 3(a). Since the experiment
5.3 based on the pre-training model ViT-32/B in (OpenAI), we set a smaller learning rate from 5e-4 to 1e-6. And other
hyper-parameters is consistent with Experiment 5.2 and CLIP (OpenAI).
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(a)

Hyperparameter Value

Batch size 280
Vocabulary size 49408
Training epochs 35
Initial temperature τ 0.07
α 20
Weight decay 0.2
Warm-up iterations (%) 20
Learning rate 5e−4

Adam β1 0.9
Adam β2 0.99
Adam ϵ 1e−8

(b)

Hyperparameter Value

Batch size 280
Vocabulary size 49408
Training epochs 35
Initial temperature τ 0.07
α 20
Weight decay 0.2
Warm-up iterations (%) 20
Learning rate 1e−6

Adam β1 0.9
Adam β2 0.99
Adam ϵ 1e−8

Table 4. Table (a) is the hyper-parameter in exploration experiment (Section 3) and Experiment 5.2. Table (b) is the hyper-parameter in
Experiment 5.3).

B.2. The Relationship Between Contrastive Matrix, Intra-modal Rotation, Inter-modal Deviation and Mod-X

From a detailed point of view, the element Mi,j in the i,j position of the contrastive matrix M is the similarity score of the
i’th sample vision embedding and the j’th sample text embedding. Since the length of the representation vector is 1, the
similarity score Mi,j also refers to the angle between the i’th sample vision embedding and the j’th sample text embedding.
Greater similarity means a smaller angle. Therefore, the value of the diagonal elements in the contrast matrix M represents
the angle between different modals of the same sample. The value of the off-diagonal elements represents the angle between
the different modals of different samples in the CLIP’s representation space. Through our exploration (in section 3), the
Intra-modal Rotation and the Inter-modal Deviation affect these angles or similarity scores. From an overall perspective, the
similarity distribution of the contrastive matrix M is equivalent to the structure of the representation space of the
model. Our Mod-X framework attempts to distill the similarity distribution of off-diagonal elements identical to aligning
the model’s representation space structure, which reduces the influence of spatial disorder during continual CLIP training.

To better illustrate the relationship between the model’s representation space and the model’s similarity performance, we
add a more direct statistical analysis, inter-modal angle variation distribution. Based on the settings in section 3, in the
training phase t, we compare the change of angle distribution between modalities for the training samples retrieved correctly
in the training phase t− 1. A schematic diagram of inter-modal angle variation θImAV is shown in Figure 10(a), where the
sample a refers to the training sample that can be retrieved correctly by model CLIPt−1 in training phase t− 1. The V is the
vision representation and L is the language representation. Inter-modal angle variation distribution table can be seen in
Figure 10(b).
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(a)

θImAV ∈ [0◦, 5◦] (5◦, 10◦] (10◦, 15◦] (15◦, 20◦] (20◦, 180◦]

ImAV(0,1) 44.78% 31.54% 14.62% 8.26% 0.81%
ImAV(1,2) 50.37% 28.48% 16.58% 4.57% 0.00%
ImAV(2,3) 49.70% 24.22% 20.53% 5.13% 0.42%
ImAV(3,4) 46.25% 30.12% 18.53% 4.81% 0.29%
ImAV(4,5) 43.36% 32.83% 19.81% 3.82% 0.18%
ImAV(0,5) 31.98% 33.62% 24.37% 10.01% 0.02%

(b)

Figure 10. The sub-figure on the left shows a schematic diagram of computing θImAV . The table on the right shows the distribution of the
included angle change between the vision and language representation of the samples in CLIPct, which were correctly retrieved in the
previous training phases.

As shown in Figure 10(b), during the continual training, the samples that were correctly retrieved in the past have apparent
changes in the angle between the modalities as the training phases go up. Only less than 50% of the samples change within
5 degrees in the continual training, and about 30% of the samples have a change of 5-10 degrees. However, more than
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20% of the samples change their included angle by more than 10 degrees during the training process. This shows that the
inter-modal spatial alignment (similarity performance) of the CLIPct is affected by spatial disorder.

To illustrate our Mod-X framework indeed alleviates the spatial disorder between sample’s modalities during continual
training, we show the inter-modal angle variation distribution of the CLIPMod−X in Experiment 5.2 in Table 5.

θImAM ∈ [0◦, 5◦] (5◦, 10◦] (10◦, 15◦] (15◦, 20◦] (20◦, 180◦]

ImAM(0,1) 88.66% 7.81% 2.56% 0.97% 0.00%
ImAM(1,2) 91.79% 4.01% 3.20% 0.00% 0.00%
ImAM(2,3) 90.70% 9.02% 0.24% 0.04% 0.01%
ImAM(3,4) 92.13% 6.20% 1.61% 0.06% 0.00%
ImAM(4,5) 91.91% 7.71% 0.38% 0.00% 0.00%
ImAM(0,5) 87.81% 10.87% 1.12% 0.20% 0.00%

Table 5. The table shows the distribution of the included angle change between the vision and language representation of the sample in the
CLIPMod−X in Experiment 5.2.

Comparing the Figure 10(b) and Table 5, it can be found that the CLIPMod−X well maintains the inter-modal spatial
alignment of the correctly retrieved samples during the continual CLIP training. On average, 90% of the correctly retrieved
samples have an angle change of less than 5 degrees in continual training, and the samples with an angle change of more
than 15 degrees account for less than 1% of all samples. All of this shows that the Mod-X framework does mitigates the
spatial disorder during continual CLIP training by preserving the inter-modal spatial alignment of the samples retrieved
correctly in the past during the continual training.

B.3. Validation of Inter-modal Deviation on ECommerce-T2I dataset

In section 3, we discuss the representational space variation of CLIPct under the open-world dataset COCO(Lin et al., 2014)
and Flickr30K(Young et al., 2014). In there, following the explore settings of the section 3.2.2, we compare the rotation
distribution of the representation space of the vision and language extractors of CLIPct under the specific e-commerce text
to image dataset ECommerce-T2I (Yang et al., 2021) (Experiment 5.3) By evaluating the rotation distribution of the modal’s
representation space at various training phases on the COCO(5K) testset, we drawn the rotation distribution comparison
diagram in Figure 11.
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Figure 11. The comparison of the rotation distributions of the vision encoder and langugae encoder during continual CLIP training on
ECommerce-T2I dataset. CLIPi−j refers to the CLIP’s continual training from training phase i to j. The values under the same color
represent the proportion of test samples to total samples in each rotation angle interval of the same modality.

From Figure 11, we can find that when the CLIP is trained on a specific data domain, the rotation of visual representation

17



Continual Vision-Language Representation Learning with Off-Diagonal Information

space becomes more severe, among which more than 70% of the samples have more than 30 degrees of rotation in the visual
space, which is higher than that of the open-world dataset. Although the rotation of more than 30 degrees in the language
space has also seen a large proportional increase than the open-world dataset, it is still significantly out of sync with the
rotation in the visual space. Most samples are rotated within 30 degrees in language space. Through this validation, we
show that inter-modal deviation (rotational asynchrony) of the representation space of different modal encoders persists
during the continual CLIP training on a specific data domain.

B.4. The sensitivity of hyper-parameter α

In this section, we discuss the effect of different α on the final performance of the CLIPMod−X based on the settings of
Experiment 5.2. Table 6 presents the final retrieval results of the CLIPMod−X model with α = 10, 15, 20, 25, 30.

Pretraining
Dataset Model

Image-Text Retrieval(%) Text-Image Retrieval(%)
Flickr30K(1K) COCO(5K) Flickr30K(1K) COCO(5K)

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

COCO

CLIP0 16.9 37.0 46.2 14.7 34.2 47.0 12.0 30.0 41.0 10.6 29.6 41.0
CLIPct 20.6 42.8 56.4 6.2 17.8 26.1 16.1 38.5 50.4 4.7 14.3 21.8
α = 10 25.7 50.4 60.3 11.6 28.4 30.9 17.3 40.2 54.6 7.9 20.9 34.7
α = 15 28.1 54.3 66.7 14.0 32.8 45.4 20.7 45.8 58.0 9.7 26.0 36.4
α = 20 27.9 53.4 64.4 14.5 34.0 46.1 20.2 45.0 57.2 10.1 26.4 37.4
α = 25 26.6 52.8 62.3 14.5 34.8 46.7 20.2 44.7 57.0 10.0 27.7 38.1
α = 30 25.5 51.7 61.8 14.7 35.0 47.1 18.4 42.8 55.5 10.2 27.0 38.3

COCO+F30K CLIPjt 30.1 55.9 60.1 16.1 38.1 51.9 22.5 48.5 59.6 11.7 30.9 42.7

Table 6. The final multimodal retrieval performance of different α on continual CLIPMod−X training in the Experiment 5.2.

From the table, we can find that although different α affects the performance of the CLIPMod−X , different α does not
significantly affect the effectiveness of the Mod-X framework. The performance of CLIPMod−X is better than CLIPct

under different α. As α increases, the CLIPMod−X better maintains its retrieval ability on past COCO samples. The
Image-Text R@1 and Text-Image R@1 on COCO(5K) remain around 14.5% and 10.0%. However, an excessively large α
also limits the model’s ability to fit new datasets. With the value of α increased from 20 to 30, the Image-Text R@1 and
Text-Image R@1 of the CLIPMod−X on the Flickr30k(1K) drops from 27.9% and 20.2% to 25.2% and 18.4%.

B.5. The detailed performance of different training strategies at final training phase in Experiment 5.2

Pretraining
Dataset Model

Image-Text Retrieval(%) Text-Image Retrieval(%)
Flickr30K(1K) COCO(5K) Flickr30K(1K) COCO(5K)

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

COCO

CLIP0 16.9 37.0 46.2 14.7 34.2 47.0 12.0 30.0 41.0 10.6 29.6 41.0
CLIPct 20.6 42.8 56.4 6.2 17.8 26.1 16.1 38.5 50.4 4.7 14.3 21.8
CLIPEWC 22.2 43.1 57.0 6.1 17.2 26.5 17.0 39.1 51.2 4.5 13.9 22.0
CLIPMod−X 27.9 53.4 64.4 14.5 34.0 46.1 20.2 45.0 57.2 10.1 26.4 37.4

COCO+F30K CLIPjt 30.1 55.9 60.1 16.1 38.1 51.9 22.5 48.5 59.6 11.7 30.9 42.7

Table 7. The final multimodal retrieval performance of the different continual CLIP training strategies in the Experiment 5.2.

From the results in the Table 7, it is clear that our method CLIPMod−X maintains its multimodal retrieval results on
COCO(5K) after completing continual training on Flickr30K. The gap between CLIP0 and CLIPMod−X is just 0.2%
points in image-text retrieval R@1 and 0.5% points in text-image retrieval R@1 on COCO(5K). At the same time, the
retrieval results of the CLIPMod−X on the test set Flickr30K(1K) are also affected by the training domain and have a
significant increase. The R@1 performance of the CLIPMod−X in image-text retrieval rise from 16.9% (in CLIP0) to 27.9%.
And the R@1 results in text-image retrieval increase from 12.0% (in CLIP0) to 20.2%. The performance gap between
CLIPMod−X and CLIPjt on the Flickr30K is only at most 2.3% points. Conversely, due to the model’s spatial disorder in
continual training, the performance of CLIPct on COCO(5K) drops significantly. In addition, although the performance
of CLIPct on Flickr30K(1K) has improved, it is still far from the upper bound CLIPjt. From the above experimental
results, although CLIPEWC improves the accuracy of continual CLIP training on Flickr30K(1K), it does not preserve the
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model’s understanding in past samples (COCO(5K)). According to the above comparisons, we can conclude that our Mod-X
framework can not only maintain the representation alignment on old samples during continual CLIP learning but also
improve the model’s fitting ability to the current training data domain.

B.6. The detailed performance of different training strategies at final training phase in Experiment 5.3

In table 8, we show the performance of different training strategies at final training phase in Experiment 5.3. Comparing
the CLIPMod−X ’s R@1 and R@5 results with others in different datasets, we can find that CLIPvit32 model that have not
been trained on ECommerce-T2I dataset have poor multimodal retrieval capabilities on EC(5K) dataset (11.3% and 10.1%).
When fine-tuning the CLIPvit32 on ECommerce-T2I, the R@1 and R@5 performance of all training strategies improves.
Different from other strategies, our Mod-X framework improves the model’s multimodal retrieval ability to the current
training data domain while maintaining its performance to the previous data domain (Flickr30K and COCO).

Model
Image-Text Retrieval(%) Text-Image Retrieval(%)

Flickr30k(1K) COCO(5K) EC(5K) Flickr30k(1K) COCO(5K) EC(5K)
R@1 R@5 R@1 R@5 R@1 R@5 R@1 R@5 R@1 R@5 R@1 R@5

CLIPvit32 77.7 94.5 50.1 74.6 11.3 27.6 58.9 83.5 30.2 55.6 10.1 25.5
CLIPct 63.4 87.2 36.8 61.5 16.6 40.7 44.4 71.0 20.6 42.6 15.8 40.5
CLIPEWC 64.0 87.8 37.7 64.3 16.2 40.0 44.8 72.4 20.7 44.1 16.5 42.0
CLIPMod−X 73.1 92.1 47.1 70.5 20.1 44.8 55.6 79.9 27.9 51.0 20.0 44.8

CLIPft 64.5 88.6 39.8 64.8 23.5 50.8 46.9 73.1 22.2 44.5 23.5 50.6

Table 8. The final multimoal retrieval performance of the CLIPct, CLIPMod−X and CLIPft based on OpenAI’s CLIPvit32 on specific
e-commerce dataset ECommerce-T2I (Experiment 5.3).

B.7. The performance of the Mod-X when training in CC12M dataset

In this section, we show the performance of different continual training strategies in CC12M (Changpinyo et al., 2021)
training dataset. The CC12M training dataset collects about 12M images and their raw descriptions harvested from the
alt-text HTML attribute associated with the webscraped images, therefore representing a wider variety of content styles.
Due to unavailable URLs, we utilize about 10M examples from this dataset. Firstly, we randomly and evenly split the
CC12M dataset into 10 sub-datasets, each containing 1M image-text pairs. Then, we continuously train a CLIP based on
these sub-datasets from scratch without any pre-training. The purpose of this experiment is to demonstrate that our
Mod-X framework still excels in large-scale continual pre-training. In table 9, we show the final retrieval performance
of different continual training strategies in COCO(5K) and Flickr30K(1K) test sets. The CLIPct means continual training
without any other operations. The CLIPMod−X means continual training using our Mod-X framework. And the CLIPjt

refers to training CLIP model using the joint dataset CC12M.

Model
Image-Text Retrieval(%) Text-Image Retrieval(%)

Flickr30k(1K) COCO(5K) Flickr30k(1K) COCO(5K)
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CLIPct 35.50 64.80 76.10 17.38 39.24 51.68 24.54 49.96 61.44 12.10 29.60 40.26
CLIPMod−X 40.40 67.90 77.40 22.06 46.12 58.14 27.74 53.88 64.66 14.22 33.68 45.02

CLIPjt 58.00 83.90 90.40 34.38 60.30 71.50 43.02 72.34 80.92 22.63 46.44 58.35

Table 9. The final multimoal retrieval performance of the CLIPct, CLIPMod−X and CLIPjt on COCO(5K) and Flickr30K(1K).

Comparing the final performance of the three training strategies, Mod-X framework (CLIPMod−X ) still outperforms CLIPct

in the large-scale pre-training. After continual pre-training, the CLIPMod−X obtain 40.40% Image-Text R@1 result and
27.74% Text-Image R@1 result on Flickr30K(1K) test set, which surpasses the 35.50% and 24.54% of CLIPct. The results
on COCO(5K) are similar to those on Flickr30K(1K). The Image-Text R@1 result of CLIPMod−X on COCO(5K) is 4.68%
points higher than CLIPct and the Text-Image R@1 result of CLIPMod−X on COCO(5K) exceeds CLIPct 2.12% points.
The detailed R@1 performance of three training strategies at each training phase can be seen in Figure 12.

Beside of this, we compare the performance of the Mod-X (CLIPMod−X ), continual learning without other operations
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Figure 12. The retrieval performance of different training strategies in each training phase on COCO(5K) and Flickr30K(1K).

(CLIPct) and baseline joint learning (CLIPjt) on linear probe top-1 accuracy (%) and zero-shot image classification top-1
accuracy(%) at final training phase. The results can be seen in the following Table 10.

Model Zero-Shot Image Classification(%) Linear Probe(%)
Cifar10 Caltech101 Places365 ObjectNet ImageNet Average ImageNet

CLIPjt 73.1 40.4 32.3 10.4 35.7 38.4 47.3

CLIPMod−X 71.2 35.8 28.7 8.3 29.8 34.8 41.6
CLIPct 64.7 30.2 23.5 6.2 23.4 29.6 35.1

Table 10. The linear probe top-1 accuracy (%) and zero-shot image classification top-1 accuracy(%) at final training phase of the CLIPct,
CLIPMod−X and CLIPjt.

From the results, we can find that the linear probe performance of CLIPMod−X on ImageNet is significantly higher than
that of CLIPct. This shows that the representation quality of the model continuously trained by the Mod-X framework
(CLIPMod−X ) is better than that of pure continual training (CLIPct). Comparing the zero-shot top-1 average results of
the model on multiple classification datasets, it can be found that the representation generalization performance of the
CLIPMod−X is also significantly better than that of CLIPct. All of this shows that our Mod-X framework indeed improves
the representation space quality of the CLIP model during continual training, which provides a good baseline for future
continual self-supervised pre-training works.
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B.8. The performance of Mod-X when continual training the OpenAI’s CLIP on COCO and Flickr30K dataset

We set the CLIPvit32 as the initial model, which is consistant with experiment 5.3, and divide the joint-dataset (COCO and
Flickr30K) into five sub-datasets uniformly and randomly to simulate streaming data. Because the pre-training datasets
of CLIPvit32 are not available, we train CLIPvit32 on the joint-dataset to get the model CLIPft as an upper bound for the
performance of continual training. We apply our framework Mod-X in this setting and compare the final multimodal retrieval
results with CLIPct, which is just continual training without any other operations, in Table 11.

Model
Image-Text Retrieval(%) Text-Image Retrieval(%)

Flickr30k(1K) COCO(5K) Flickr30k(1K) COCO(5K)
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CLIPvit32 77.7 94.5 98.3 50.1 74.6 83.0 58.9 83.5 90.1 30.2 55.6 66.7
CLIPct 85.6 97.3 98.8 59.7 83.2 90.2 71.2 91.5 94.9 43.5 70.9 80.6
CLIPMod−X 86.9 97.7 99.3 62.1 85.6 91.7 73.4 92.9 96.2 46.2 73.5 82.6

CLIPft 86.3 97.2 99.1 63.6 86.4 92.3 72.7 92.6 96.3 46.3 73.1 82.3

Table 11. The final multimoal retrieval performance of the CLIPct, CLIPMod−X and CLIPft based on OpenAI’s CLIPvit32 with VIT-B/32
vision encoder.

The performance of our framework Mod-X is still better than CLIPct on all of the evaluation settings. Comparing the R@1
results on the test set Flickr30K(1K), we can find that CLIPMod−X not only surpasses the initial results (CLIPvit32) but
also 1.3% points and 2.2% points higher than CLIPct. The results on COCO(5K) also illustrate that our framework not
only resists the cognitive disorder of the model but also fits the new data domain better than CLIPct. The R@1 results of
CLIPMod−X on COCO(5K) surpasses the CLIPct by 2.4% and 2.7% points, respectively.
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