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Abstract001

Medical quality control indicators are essen-002
tial to assess the qualifications of healthcare003
institutions for medical services. With the im-004
pressive performance of large language mod-005
els (LLMs) like GPT-4 in the medical field,006
leveraging these technologies for the Medical007
Quality Control Indicator Calculation (MQ-008
CIC) presents a promising approach. In this009
work, (1) we introduce a real-world task MQ-010
CIC and propose an open-source Chinese elec-011
tronic medical records (EMRs)-based dataset012
(CMQCIC-Bench) comprising 785 instances013
and 76 indicators. (2) We propose a semi-014
automatic method to enhance the rule repre-015
sentation. Then we propose the Clinical Facts-016
based Inferential Rule (CF-IR) method that dis-017
entangles the clinical fact verification and infer-018
ential rule reasoning actions. (3) We conduct019
comprehensive experiments on 20 representa-020
tive LLMs, covering general and medical mod-021
els. Our findings reveal that CF-IR outperforms022
Chain-of-Thought methods in MQCIC tasks.023
(4) We conduct an error analysis and investigate024
the capabilities of clinical fact verification and025
inferential rule reasoning, providing insights026
to improve performance in the MQCIC further.027
The dataset and code is available in this repo 1.028

1 Introduction029

Medical quality control indicators play an essen-030

tial role in assessing the performance of healthcare031

institutions (Øvretveit, 2001; Wang et al., 2018;032

Anderson et al., 2017). Recently, Large Language033

Models (LLMs) like GPT-4 (Achiam et al., 2023)034

have shown promising capabilities in the medical035

domain. These include applications such as diag-036

nostic reasoning (Dou et al., 2024), clinical note037

generation (Yang et al., 2023a), and automated clin-038

ical assessment (GU et al., 2024). Such capabili-039

ties may also prove effective in Medical Quality040

Control Indicator Calculation (MQCIC).041

1https://anonymous.4open.science/r/C-MQCIC-1151

ICH Improvement/Stabilization at Discharge Rate: 
Definition: Proportion of ICH patients with discharge GCS/NIHSS 
(Medical Knowledge) better than (Numerical Computation) 
admission (Multi-Sources) score relative to total ICH patients.
Calculation Formula:
Rate =

Patients with discharge GCS or NIHSS better than admission score 
Total ICH Patients

;

Indicator Definition:
MQCIC Task

Step1: Recall emrs according to denominator rule

Step2: Check if emrs meet numerator rule

ISSUE: Dose patient notes meet the numerator rule [ICH patients with 
discharge GCS/NIHSS better than admission score]? True/False

Step3: Statistical result

[Number of True] / [Number of Total ICH patients].

ID:001 Admission: GCS 
13...  Discharge: GCS 15...

ID:n Admission: GCS 15... 
Discharge: GCS 14...

GCS, 13＜15 True GCS, 15＞14 False

...

...

Figure 1: An example of calculation progress for ICH
improvement/stabilization at discharge rate. Firstly col-
lect patient records with intracerebral hemorrhage (ICH).
Then identify those with discharge scores better or equal
to admission scores. Finally, the proportion of these pa-
tients among all ICH cases is calculated.

Traditionally, calculating quality indicators re- 042

lied on manually constructed rules (regular ex- 043

pressions) (Tamang et al., 2015; Hsu et al., 2016), 044

which is time-consuming (Ross et al., 2015). As 045

illustrated in Figure 2, the indicator "ICH Improve- 046

ment/Stabilization at Discharge Rate" contains 047

<Definition, Calculation Formula>, which requires 048

(i) medical knowledge regarding the Glasgow 049

Coma Score(GCS) and NIH Stroke Score(NIHSS), 050

reflecting different patient conditions; (ii) multiple 051

sources of information, including both admission 052

and discharge records; and (iii) numerical com- 053

putation or logical reasoning. With such fine- 054

grained rules, experts develop scripts to identify 055

the relevant data from the unstructed text. How- 056

ever, these quality control indicators related to vari- 057

ous diseases are continually refined and expanded 058

over time. Relying solely on fixed scripts or NLP 059
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extraction methods is inadequate and lacks gener-060

alizability (Lee et al., 2019; Raju et al., 2015).061

Fortunately, LLMs have demonstrated excellent062

performance in the transformation as well as de-063

composition of rules (Wang et al., 2023a; Wu et al.,064

2024; Xu et al., 2024). However, several obstacles065

remain in developing LLM-based clinical appli-066

cations (Huang et al., 2024), especially MQCIC:067

(i) LLMs struggle to provide accurate, reliable an-068

swers for complex clinical reasoning tasks, espe-069

cially when using Chain-of-Thought (CoT) reason-070

ing (Wei et al., 2022). (ii) Concerns over LLMs’ re-071

liance on opaque, "black-box" methods for clinical072

decisions, which may erode user trust. Increasing073

focus is being placed on improving LLM reason-074

ing to follow explicit logical rules (Servantez et al.,075

2024a; Yang et al., 2024c; Sun et al., 2024), shifting076

from context-dependent to transparent, rule-based077

prompting.078

Therefore, this work aimed to explore leverag-079

ing explicit rules to achieve automated indicator080

calculation using LLMs based on electronic med-081

ical records (EMRs). Firstly, we introduce a real-082

world task MQCIC, and propose an open-source083

dataset, CMQCIC-Bench, derived from Chinese084

EMRs on an online Chinese website. The dataset085

comprises 785 instances spanning 76 indicators.086

Each instance consists of a Patient Note, a Ques-087

tion, and an Answer. We also provide detailed an-088

notations of clinical facts and explanations. Due to089

the ambiguity of existing rules that impairs the ef-090

fectiveness of LLMs, we propose a semi-automatic091

method to enhance the rule representation. With092

these refined rules, we introduce the Clinical Fact-093

based Inferential Rule reasoning (CF-IR) method094

that disentangles the two abilities during the infer-095

ence stage. We conducted extensive experiments096

on 20 representative LLMs across general and med-097

ical domain. The evaluation results demonstrate098

that CF-IR outperforms the CoT method. Further-099

more, we investigated the capabilities of clinical100

fact verification and inferential rule reasoning.101

In summary, the major contributions are as fol-102

lows:103

• We introduce a clinical scenario task Medical104

Quality Control Indicator Calculation and105

propose CMQCIC-Bench, a Chinese open-106

source dataset with 785 instances, covering 76107

different medical quality control indicators.108

• We propose a semi-automatic method to en-109

hance the rule representation. Then we pro-110

pose the Clinical Fact-based Inferential Rule 111

reasoning (CF-IR) method that disentangles 112

the clinical fact verification and inferential 113

rule reasoning actions. 114

• We conducted comprehensive experiments on 115

20 representative LLMs, where CF-IR im- 116

proved performance by 0.43% in the zero-shot 117

setting and 1.45% in the one-shot setting. 118

• We analyze errors and explore clinical fact ver- 119

ification and rule reasoning, offering insights 120

to improve MQCIC performance. 121

2 The Medical Quality Control Indicator 122

Calculation Task 123

Typically, MQCIC involves three steps: (1) Recall 124

relevant EMRs from all cases based on the denomi- 125

nator rules of the indicator. (2) Identify the EMRs 126

that meet the numerator rules from these relevant 127

EMRs. (3) Finally, compute the proportion to de- 128

termine the indicator’s value. The first step can be 129

addressed by matching the ICD-10 codes with diag- 130

nostic results. However, the second step is the most 131

challenging, which is the focus of this work. Con- 132

sidering the type of answer is not unique, we define 133

the task as a binary classification problem rather 134

than a cloze task. Thus, the problem is defined as 135

follows: given a Patient Note P and a Question Q 136

related to the indicator’s rule, the task of MQCIC 137

is to generate the answer A = {True, False}. 138

3 Dataset Construction 139

In this section, we construct a dataset CMQCIC- 140

Bench for the MQCIC task. The main content in- 141

cludes the data collection of indicators and patient 142

notes, data annotation, and data characteristics. 143

3.1 Data Collection 144

We collected indicators and patient notes from two 145

sources. Indicators Sources. We manually cu- 146

rated 76 challenging indicators from authoritative 147

documents2, all developed by experts. For each in- 148

dicator, a rule-related question was constructed for 149

inclusion in the CMQCIC-Bench. Patient Notes 150

Sources. We gathered raw data from a Chinese 151

open-source medical website3. Patient notes meet- 152

ing the denominator rules were filtered based on 153

ICD-10 codes and diagnostic findings. Finally, we 154

2http://www.ncis.cn/home
3https://www.iiyi.com/
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Admission Record:Chief Complaint: "Sudden loss of consciousness 
accompanied by projectile vomiting and incontinence for 3 hours."Past medical 
history: Hypertension for 8 years[...]The GCS score was 4.[...]Discharge 
Record:[...]

True

Patient Note

Final Answer

Dose patient notes meet the numerator rule[ICH patients with discharge 
GCS/NIHSS better than admission score]? True/False

Question

Clinical Fact: 
Fact 1: adm GCS score is 13. True. Fact 2: adm NIHSS score is none. False. 
Fact 3: dis GCS score is 15. True. Fact 4: dis NIHSS score is none. False.
Reasoning:
For Rule 1 (GCS Score Comparison Rule), we compare Fact 3 (15 points) with 
Fact 1 (13 points). Since 15 is greater than 13, Rule 1 is True.For Rule 2 (NIHSS 
Score Comparison Rule),[...] For Rule 3 (Comprehensive Assessment), since 
Rule 1 is True, we conclude that the patient's GCS score at discharge is equal to 
or better than at admission.

 Explanitaion

Figure 2: Example instance of the CMQCIC-Bench
dataset.

manually removed patient names, hospital informa-155

tion, and other sensitive data to ensure no privacy156

risks.157

3.2 Data Annotation158

Specifically, the annotation process uses the follow-159

ing three-step pipelines. (1) Clinical fact extrac-160

tion. We leverage GPT-4o to extract the original161

information from EMRs without any modification,162

then reason based on the context to verify the clin-163

ical fact. The clinical facts contain GCS scores,164

lab exams, medications, etc. (2) Answer and ex-165

planation generation. Given the obtained facts,166

for each instance, we leverage GPT-4o to gener-167

ate the step-by-step explanation through logical168

reasoning and a final answer {True, False}. (3)169

Data quality control. Finally, with the guidance of170

medical experts, annotators are required to check171

the answer in three facets: fact extraction, logical172

reasoning, and consistency. Fact extraction and log-173

ical reasoning verify the accuracy of the first two174

stages, while consistency ensures alignment within175

the patient notes to exclude low-quality cases. In176

the end, we curated 785 instances for CMQCIC-177

Bench, as shown in Figure 2, each instance consists178

of a Patient Note P , a Question Q, a step-by-step179

Explanation, and the final answer A. With the180

same process, we constructed a CMQCIC-Private181

dataset derived from patient notes of top-tier ter-182

tiary hospitals in China. Ethics committees and183

experts have rigorously de-identified these data to184

ensure no privacy leakage risk.185

CMQCIC-Bench CMQCIC-Private
Indicators 76 42
Instance 785 314

Avg. L of Note 380.41 520.71
Avg. L of Q. 99.72 113.04

Min Facts 1 1
Max Facts 13 13
Avg. Facts 3.59 4.02

Open-source Yes No

Table 1: Statistics of CMQCIC-Bench and CMQCIC-
Private datasets. Avg.: average; Q.: question.

Figure 3: The distribution of indicator in CMQCIC-
Bench dataset.

3.3 Data Characteristics 186

As shown in Table 1, we use Tiktoken4 to mea- 187

sure sample lengths, yielding average lengths of 188

380.41 and 520.71, respectively. The shorter aver- 189

age length of each P in CMQCIC-Bench compared 190

to the private dataset stems from the summarized 191

nature of the source data (e.g., lab exams include 192

only key findings). Despite this, the number of 193

facts ranges from 1 to 13, with averages of 3.59 194

and 4.02, underscoring the task’s demand for multi- 195

step reasoning, consistent with real-world scenar- 196

ios. Additionally, Figure 3 illustrates the indicator 197

distribution, which spans 30 diseases. 198

4 Method 199

To address ambiguity in indicator rules, we pro- 200

pose a semi-automatic method that decomposes 201

them into transparent templated clinical facts and 202

logical rules. We then introduce the Clinical Fact- 203

based Inferential Rule (CF-IR) reasoning pattern 204

for inference. As illustrated in Figure 4, the method 205

comprises two key components: Rule Representa- 206

tion Enhancement and CF-IR. 207

4.1 Rule Representation Enhancement 208

• Step 1: Knowledge Enhancement. We lever- 209

age GPT-4o to recall relevant information in- 210

4https://github.com/openai/tiktoken
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ICH Improvement/Stabilization at Discharge Rate: 
Proportion of ICH patients with discharge GCS/NIHSS better 
than admission score relative to total ICH patients.
Numerator Rule: 
Discharge GCS/NIHSS better than admission score. 

Glasgow Coma Scale (GCS)
Total score ranges from 3 (indicating deep unconsciousness) 
to 15 (indicating full consciousness)...
National Institutes of Health Stroke Scale (NIHSS)
The NIHSS score ranges from 0 (no stroke symptoms) to 42 
(severe stroke)

Knowledge Enhancement

Rule Decomposition

Logical Rule 1: GCS score comparision: NL:if dis GCS score 
larger than adm GCS score, then true. SY: if dis GCS score ≥ 
adm GCS score → True 
Logical Rule 2: NIHSS score comparision ...

Clinical Fact Templatization

Fact 1: adm GCS score is _Fact 2: adm NIHSS score is _ 
Fact 3: dis GCS score is _  Fact 4: dis NIHSS score is _

Patient Note: Admission: The patient ...The total GCS (Glasgow Coma Scale) 
score is 13 (Eye-opening response 3, Verbal response 4, Motor response 6).
Discharge: The patient's general condition is stable ...The GCS score is 15.
Templated Clincal Facts: [Fact 1: adm GCS score is _; Fact 2: adm NIHSS 
score is _ ; Fact 3: dis GCS score is _; Fact 4: dis NIHSS score is _]
Logical Rules: [(dis GCS ≥ adm GCS)∨(dis NIHSS≤ adm NIHSS) → True]

Clinical Fact Verification:
Fact 1:  adm GCS score is _
- Evidence: The total GCS (Glasgow Coma Scale) score is 13. - Result: adm 
GCS score is 13.   Fact 2: adm NIHSS score is none.
Fact 3: dis GCS score is _ 
- Evidence: The GCS score is 15. - Result: dis GCS score is 15.   Fact 4: dis 
NIHSS score is none. 
Inferential Rule Reasoning:
For Rule 1 (GCS Score Comparison Rule)
NL rule application: we compare Fact 3 (15 points) with Fact 1 (13 points). 
Since 15 is larger than 13, Rule 1 is True.  SY rule application: Fact 3 ≥   
Fact1, True.
For Rule 2 (NIHSS Score Comparison Rule)
NL rule application: we cannot evaluate this rule because both Fact 2 and Fact 
4 are False (no NIHSS scores provided). SY rule application: not sure, False
Overall Result: 
Since Rule 1 is True, we conclude that the patient's GCS score at discharge is 
equal to or better than at admission.
Answer: True.

Templated Clincal Facts: [...]
Logical Rules:[NL: ... SY: ...]Human Review

Inference Qwen2.5 GPT-4o Llama3.1...

Figure 4: An example overview of our method. On the left is the process of Rule Representation Enhancement,
where human experts verify each result. On the right is an example illustrating the CF-IR method.

stead of collecting additional medical books211

and guidelines.212

• Step 2: Rule Decomposition. We use GPT-213

4o to break down complex rules into simpler214

logical rules in both natural and symbolic lan-215

guage. Symbolic language streamlines natural216

language by converting it into variables, com-217

bined with mathematical and logical symbols218

to build logical expressions.219

• Step 3: Clinical Fact Templatization. GPT-220

4o further extracts the clinical facts involved221

in the logical rules, which are independent.222

Each clinical fact with a supposed answer set223

such as True/False, numerical value, etc.224

In the end, we enlisted human experts to review225

the enhanced rules for the 76 indicators. We also226

explore the automatic performance in Section 5.2.227

4.2 Clinical Fact-based Inferential Rule228

Reasoning229

Motivated by Jin et al. (2024), the model performs230

two steps during inference: Clinical Fact Veri-231

fication and Inferential Rule Reasoning. LLM232

first extracts and verifies the related information233

using the templated clinical fact. Then, LLM rea-234

soning on the verified clinical facts with explicit235

logical rules. We believe that disentangling these236

two distinct abilities improves performance during 237

the inference process and enhances interpretability. 238

Here are some discussions about the two abilities, 239

and we explore deeply in Section 6.3. 240

(1) Clinical Fact Verification. Before engaging 241

in clinical reasoning, it is crucial to obtain accu- 242

rate clinical information(Wang et al.). However, 243

extracting clinical facts and verifying them through 244

reasoning in a long context with noises of over 245

380.41 tokens is quite challenging. This includes 246

identifying synonyms, linking symptoms to facts 247

(e.g., high GCS indicates better consciousness), 248

understanding medications (e.g., dual antiplatelet 249

therapy), and analyzing surgical indications, all re- 250

quiring medical knowledge and clinical reasoning. 251

252

(2) Inferential Rule Reasoning. Reasoning can 253

be categorized in multiple ways (Yu et al., 2024). 254

In this study, we specifically define ’Inferential 255

Rule Reasoning’ as the capability to deduce a fi- 256

nal conclusion by applying logical rules to multi- 257

ple clinical facts. RuleBench evaluates inferential 258

rule-following abilities (Sun et al., 2024) in sce- 259

narios such as math QA, and relation extraction, 260

while LegalBench (Guha et al., 2024) focuses on 261

the legal domain. In contrast, our dataset evaluates 262

the capability within clinical scenarios, requiring 263

LLMs to have relevant medical knowledge and a 264

deep understanding of complex rules. 265
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Zero-Shot One-Shot
Standard CoT CF-IR ACF-IR CoT CF-IR

G
en

er
al

MiniCPM3-4B (Hu et al., 2024) 63.31 72.10 68.91 78.98 83.56 82.67
Internlm2.5-1.8B (Cai et al., 2024) 56.17 56.18 54.14 65.85 68.91 64.07
Internlm2.5-7B (Cai et al., 2024) 63.31 73.12 79.49 77.07 84.07 84.45
Internlm2.5-20B (Cai et al., 2024) 69.04 77.57 80.63 83.06 86.36 88.78
Qwen2.5-0.5B (Yang et al., 2024a) 54.26 56.05 53.88 52.86 61.01 53.63
Qwen2.5-1.5B (Yang et al., 2024a) 66.11 63.43 62.42 60.50 71.21 73.24
Qwen2.5-3B (Yang et al., 2024a) 60.38 73.37 67.64 79.36† 77.83 82.03
Qwen2.5-7B (Yang et al., 2024a) 66.49 82.80 82.92 85.73† 85.22 89.93
Qwen2.5-14B (Yang et al., 2024a) 78.98 82.03 86.11 84.96 87.89 91.59
Qwen2.5-32B (Yang et al., 2024a) 75.54 86.49 87.21 92.35† 89.80 94.77
Qwen2.5-72B (Yang et al., 2024a) 87.77 87.51 92.73 91.33† 90.95 95.54
llama3.1-8B (Dubey et al., 2024) 48.53 63.05 78.34 73.88 81.52 85.85
llama3.1-70B (Dubey et al., 2024) 82.54 85.85 85.47 84.45 88.53 91.84
GPT-4o (Achiam et al., 2023) 77.45 88.91 91.84 90.57 91.59 93.88

M
ed

ic
al

HuatuoGPT2-7B (Chen et al., 2023) 54.01 54.26 49.55 48.66 53.50 56.81
HuatuoGPT2-14B (Chen et al., 2023) 53.63 55.28 46.36 37.19 52.10 43.31
Apollo2-0.5B (Zheng et al., 2025) 39.55 41.96 41.14 57.19† 54.39 65.47
Apollo2-1.5B (Zheng et al., 2025) 53.31 52.03 50.82 52.61 66.11 65.22
Apollo2-7B (Zheng et al., 2025) 57.57 60.00 61.91 48.91 71.71 65.35
Apollo-72B (Wang et al., 2024b) 68.91 76.24 72.61 80.63 86.11 86.36

Average 63.84 69.41 69.71 71.31 76.62 77.73
Human 95.00

Table 2: Aggregated performance (micro-average accuracy) across all indicators on CMQCIC-Bench, using general
and medical LLMs. Bold denotes the best performance. Underline denotes the second performance. Green
denotes the best performance in certain LLM. † denotes ACF-IR outperforms the CoT.

5 Experiments266

We now describe the experimental setup, empiri-267

cally evaluate CF-IR, and compare it with existing268

methods using the CMQCIC-Bench dataset.269

5.1 Settings270

Here are the details of the models, methods, and271

evaluation metrics.272

Models. We select a representative set of 14273

general large language models including GPT-274

45 (Achiam et al., 2023), Qwen2.5 series (Yang275

et al., 2024a), Internlm2.5 series (Cai et al., 2024),276

Llama3.1 series (Dubey et al., 2024), MiniCPM3-277

4B (Hu et al., 2024),as well as 6 medical large lan-278

guage models, comprising the Apollo series (Zheng279

et al., 2025; Wang et al., 2024b), and HuatuoGPT2280

series (Chen et al., 2023). We omit the "chat" and281

"instruct" in Table 2.282

Methods. We assess six prompt-based method-283

ologies: (1) Standard Prompt, utilizing solely the284

original rules and patient notes; (2) Zero-Shot285

CoT (Kojima et al., 2022), enhanced with the di-286

rective "Let’s think step by step"; (3) We leverage287

the CF-IR method to derive the answer; (4) Specif-288

5gpt-4o-2024-08-06

ically, we examine the One-shot CoT (Wei et al., 289

2022); (5) Similar to Chain-of-Logic (Servantez 290

et al., 2024b), we introduce a setting, (ACF-IR), de- 291

signed to enable LLMs to decompose rules and per- 292

form reasoning based on them independently; (6) 293

We set a One-Shot CF-IR. For each indicator, we 294

selected an example outside of CMQCIC-Bench. 295

The outputs for these examples were generated by 296

GPT-4o in a zero-shot setting and were carefully 297

reviewed and annotated by human evaluators. 298

Evaluation. Following prior works (Servantez 299

et al., 2024b; Yang et al., 2024c), the final an- 300

swer for each instance was labeled as ’True/Yes’ 301

or ’False/No’, enabling us to use accuracy as the 302

outcome evaluation metric. To evaluate step-wise 303

reasoning, we compared responses against ground 304

truth using DeepSeek (Liu et al., 2023), assessing 305

two dimensions: Fact Faithfulness (relevance to 306

the original text) and Fact Correctness (accuracy 307

of the fact result). Scores range from 0 (irrele- 308

vant/incorrect) to 1 (fully relevant/correct). We 309

utilized DeepSeek 6 to extract facts from gold ex- 310

planations and score model responses accordingly. 311

Scores were averaged per instance to accommodate 312

6https://www.deepseek.com/
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Type Question Patient Note Error of LLMs
A Can the screening for anxiety and

depression symptoms be consid-
ered complete based on the medical
records of hospitalized Parkinson’s
disease patients?

On the initial visit and the
34th day after treatment, the
patient’s H-Y stage decreased
from stage 3 to 2.5, the HAMD
score dropped from 23 to 2,
the Beck Depression Inventory
(BDI) score decreased from 14
to 4, the PDSS-2 score dropped
from 10 to 2,[...].

Based on the provided electronic medical
record information, there are no clear men-
tions of specific results for anxiety and
depression symptom screenings. There-
fore, we are unable to determine the values
for the following facts: Anxiety symptom
screening = Not sure Depression symptom
screening = Not sure. ##HAMD and BDI
can evaluate the depression.

B Please assess if the patient’s
coronary intervention meets post-
operative success criteria: resid-
ual stenosis <20% after stenting
or <50% after PTCA, with a TIMI
grade of 3.

Treatment Process: [...] Post-
stent implantation, there was no
significant residual stenosis at
the LAD lesion and TIMI grade
II.

Based on the provided instructions and
medical records, [...] After stent im-
plantation, there was no significant resid-
ual stenosis in the patient’s left coronary
artery LAD. Therefore, the answer is "Yes"
##comment: TIMI grade must be III.

Table 3: Examples of two main error types. evidence, incorrect rationale, and ## comment is colored.

varying fact counts, resulting in an overall average313

score. Below is a formal definition of the metrics:314

FCi =

∑m
j Judge(factj , r)

m
, (1)315

FFi =

∑m
j Judge(factj , r)

m
, (2)316

where Judge(·) represents the LLMs, outputting 0317

or 1. The m denotes the number of facts in the i-th318

instance. The factj denotes the j-th fact of the i-th319

instance. Human evaluation, we designed regex320

to extract key information, subsequently assessed321

by experts.322

Implement Details. We conduct all experiments323

on H800 and use VLLM 7 to accelerate for general324

LLMs. Specifically, we load the medical LLMs325

directly. Additionally, we set the max_new_tokens326

= 1024; repetition_penalty = 1.2; temperature =327

0.001. The experiments were run three times with328

random seeds, and the scores were averaged.329

5.2 Main Results330

Table 2 presents our evaluation results of various331

LLMs on the CMQCIC-Bench dataset.332

(1) Current leading general LLMs perform333

better than medical LLMs. Qwen2.5-32B/72B-334

Instruct, and GPT-4o score similarly at 94.77,335

95.54, and 93.88, respectively, while medical336

LLMs lag, with Apollo-72b scoring only 86.36.337

Only Qwen2.5-72B-Instruct nears human perfor-338

mance, highlighting the ongoing challenge of the339

MQCIC task for current methods and LLMs.340

(2) CF-IR methods perform better than CoT341

across different parameters and models. In zero-342

shot and one-shot settings, the average score of343

7https://github.com/vllm-project/vllm

CF-IR improves by 0.43% and 1.45%, respectively, 344

compared to CoT. Unlike the CoT method, which 345

performs reasoning along random paths, our ap- 346

proach integrates explicit logical rules with verifi- 347

able facts, enhancing the stability and interpretabil- 348

ity of LLMs. While CF-IR demonstrated strong 349

performance across various parameters in the one- 350

shot setting, we observed that in the zero-shot sce- 351

nario, CF-IR outperformed CoT only on general 352

models with parameters ≥ 7B. We will analyze our 353

improvement in Section 6. 354

(3) One-Shot setting can bring significant im- 355

provements. In general, after providing the exam- 356

ples, CoT and CF-IR achieved improvements of 357

10.38% and 11.50%, respectively, the performance 358

of all models showed significant improvements in 359

the one-shot setting for both the CoT and CF-IR 360

methods except HuatuoGPT2. This may stem from 361

HuatuoGPT’s fine-tuning data being predominantly 362

centered around QA tasks (Chen et al., 2023), with- 363

out incorporating clinical scenarios, and weak in 364

instruction-following. 365

(4) Automated rule representation enhance- 366

ment remains challenging. While CF-IR achieves 367

strong performance (77.73) with enhanced rule rep- 368

resentation, ACF-IR’s automated approach scores 369

lower (71.31), underperforming CoT. Notably, only 370

Apollo2-0.5B and specific Qwen2.5 variants (3B, 371

7B, 32B, 72B) surpass CoT in one-shot settings, re- 372

vealing the limitations of intrinsic model planning 373

capabilities (Servantez et al., 2024b; Yang et al., 374

2024b). A promising direction involves leveraging 375

advanced open-source models (e.g., GPT-4o) or 376

specialized plan training (Wu et al., 2024) for rule 377

decomposition, complemented by medical models 378

for inference. 379
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Zero-Shot One-Shot
Error Type CoT CF-IR CoT CF-IR
clinical fact 0.19 0.23 0.17↓ 0.17↓
reasoning 0.11 0.07 0.07↓ 0.05↓

other 0.00 0.01 0.00- 0.00↓
Total 0.31 0.30 0.23↓ 0.22↓

Table 4: Error type distribution of LLMs on CMQCIC-
Bench. Arrows represent the changes from zero-shot to
one-shot. We averaged the all models’ performances.

6 Emperical Analysis and Discussion380

In this section, we analyze errors and evaluate step-381

wise reasoning, further exploring clinical fact veri-382

fication and inferential rule reasoning capabilities.383

6.1 Error Analysis384

Firstly, We categorize errors into three types: Type385

A, B and C, representing errors in clinical fact veri-386

fication, inferential rule reasoning, and other types,387

respectively. We display the example of two main388

error types in CMQCIC-Bench in Table 3.389

Building on prior work (Khandekar et al., 2025),390

we employ DeepSeek to classify error types by391

comparing LLM outputs with ground truth in392

CMQCIC-Bench, facilitating a granular error anal-393

ysis across LLMs. Since incorrect clinical facts can394

propagate and affect inferential rule reasoning, we395

focus on identifying the earliest error type. A man-396

ual review of 200 randomly sampled DeepSeek-397

annotated errors confirmed an 87% accuracy, val-398

idating our approach for analyzing error types in399

all CF-IR responses. As shown in Table 4, provid-400

ing demonstrations reduces Type A and B errors,401

highlighting the value of exemplars. While CF-IR402

does not mitigate clinical fact verification errors, it403

significantly improves reasoning accuracy due to404

its structured logical framework. Further details405

are available in Appendix F.1 (Tables 9 and 10).406

6.2 Evaluation on Step-Wise Reasoning407

As shown in Table 5, the step-aware evaluation408

metrics decreased by 14.38 and 17.19 points, re-409

spectively, compared to the outcome evaluation410

results. This suggests that the model often makes411

clinical fact verification errors during the reasoning412

process, even when the final result is correct.413

6.3 Analysis on Clinical Fact Verification and414

Inferential Rule Abilities415

While the CF-IR method enhances inference per-416

formance, we further investigate its two core capa-417

bilities: Clinical Fact Verification and Inferential418

Models Methods FC FF ACC

Qwen2.5-72b

zero-shot CoT 68.09 68.07 87.51
zero-shot CF-IR 76.34 76.83 92.73

one-shot CoT 69.26 69.92 90.95
one-shot CF-IR 90.45 86.20 95.54

Qwen2.5-32b

zero-shot CoT 66.63 66.42 86.49
zero-shot CF-IR 72.86 71.53 87.21

one-shot CoT 69.73 70.44 89.80
one-shot CF-IR 84.61 76.78 94.77

Qwen2.5-14b

zero-shot CoT 68.25 66.44 82.03
zero-shot CF-IR 70.87 65.14 86.11

one-shot CoT 71.32 69.41 87.89
one-shot CF-IR 83.48 78.22 91.59

Qwen2.5-7b

zero-shot CoT 67.31 63.36 82.80
zero-shot CF-IR 67.03 65.76 82.92

one-shot CoT 66.60 66.45 85.22
one-shot CF-IR 77.97 71.88 89.93

llama3.1-70b

zero-shot CoT 65.24 62.49 85.85
zero-shot CF-IR 71.70 65.23 85.47

one-shot CoT 69.41 68.59 88.53
one-shot CF-IR 83.15 77.50 91.84

llama3.1-8b

zero-shot CoT 57.02 57.52 63.05
zero-shot CF-IR 64.89 61.25 78.34

one-shot CoT 68.13 65.61 81.52
one-shot CF-IR 78.40 70.38 85.85

Average 72.03 69.22 86.41

Table 5: Comparsion of step-wise and outcome evalu-
ation. FC denotes Fact Correctness. FF denotes Fact
Faithfulness. The results of ACC sourced from Table 2.
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Figure 5: Clinical fact verification and inferential
rule reasoning abilities of Qwen and Apollo series on
CMQCIC-Bench. NL denotes natural language; SY de-
notes symbolic language.

Rule Reasoning. For Clinical Fact Verification, 419

we define the input as <Patient Note, Templated 420

Clinical Fact, Question> and the output as <Rea- 421

soning, Final Answer>, evaluated using Fact Faith- 422

fulness and Fact Correctness. Unlike step-wise 423

reasoning, we test each fact independently to avoid 424

contextual interference. For Inferential Rule Rea- 425

soning, providing verified facts as input to mini- 426

mize errors, the input is <Verified Clinical Facts, 427

Logical Rules>, and the output is <Explanation, Fi- 428

nal Answer>, evaluated using labels like ’True/Yes’ 429

or ’False/No’ for both natural (NL) and symbolic 430

(SY) languages. All experiments are conducted in 431

a zero-shot setting. Additional results are available 432

in Table 11 in Appendix F.2. 433

As shown in Figures 5 we find that: (1) Both 434
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Figure 6: Analysis of fine-tuning benefit. Performance
of three models on CMQCIC-Private dataset.

Qwen and Apollo exhibit performance-scale cor-435

relations across capabilities. (2) Fact verification436

performance significantly declines, consistent with437

Table 5. (3) For inferential reasoning, Qwen per-438

forms comparably in natural and symbolic settings,439

while Apollo shows stronger natural language ro-440

bustness. (4) With correct facts, Qwen surpasses441

previous best results (standard, CoT, CF-IR) in442

zero-shot settings, whereas Apollo underperforms,443

likely due to Qwen’s extensive logical reasoning444

training. See Appendix F.2 for additional results.445

6.4 Benefit of fine-tuning446

We fine-tuned the Qwen2.5-3B-Instruct model us-447

ing LoRA (Hu et al., 2021) for 3 epochs on the448

CMQCIC-Bench, with evaluation on CMQCIC-449

Private. The data format follows ACF-IR: Input:450

<Instruction, Patient Note, Rule>; Output: <Knowl-451

edge, Templated Clinical Facts, Logical Rules,452

Clinical Fact Verification, Inferential Rule Reason-453

ing, Final Answer>. As depicted in Figure 6, the454

fine-tuned 3B model achieves comparable or su-455

perior performance to the 7B model in real-world456

scenarios. In zero-shot settings, it demonstrates457

significant improvements across all methods, with458

gains of 6.7, 8.3, 14.3, and 13.7, confirming the fea-459

sibility of distillation rule enhancement for smaller460

models. More details are provided in Appendix D.461

7 Related Work462

7.1 Rule-based LLM reasoning463

While reasoning demonstrated a fundamental ca-464

pability of LLM on applications (Li et al., 2024),465

there are many research such as CoT (Wei et al.,466

2022), CoT-sc (Wang et al., 2023b), ToT (Yao et al.,467

2024), etc. However, there are more attention on468

rule-enhanced methods (Yang et al., 2023b; Sun469

et al., 2023; Mu et al., 2023). Reasoning based470

on facts and deriving answers from logical rules is 471

referred to as inferential rule following ability (Sun 472

et al., 2024). Leveraging such ability that integrat- 473

ing explicit rules with LLMs has gained significant 474

attention. For instance, Servantez et al. (2024b) 475

utilized the IRAC framework to tackle legal tasks 476

with LLMs, emphasizing the application of legal 477

rules. Additionally, Wang et al. (2024a) proposed 478

a neurosymbolic framework for multi-step rule ap- 479

plication. Despite the current limitations of LLMs 480

in rule-based reasoning (Yang et al., 2024c), our 481

work demonstrates that such rule-based reasoning 482

outperforms CoT reasoning in the MQCIC task. 483

7.2 LLM Evaluations in Clinical Scenarios 484

While LLMs have shown impressive capabilities 485

in medical knowledge recall and reading compre- 486

hension on medical exams (Nori et al., 2023; Sub- 487

ramanian et al., 2024), their effectiveness in real- 488

world clinical applications remains a critical area of 489

evaluation. For example, Ouyang et al. (2024) as- 490

sesses LLMs across 14 expert-curated clinical sce- 491

narios, including diagnosis, discharge summaries, 492

and medical consultations. Similarly, Khandekar 493

et al. (2025) introduces MedCal-Bench, a bench- 494

mark designed to evaluate inferential rule reasoning 495

in medical contexts, while Hou et al. (2024) simu- 496

lates a multi-step diagnostic process to test clinical 497

reasoning capabilities. Furthermore, Munnangi 498

et al. (2024); Chung et al. (2025) explore LLMs’ 499

abilities in clinical fact decomposition and verifica- 500

tion. In this work, we focus on evaluating LLMs in 501

the MQCIC task, with a specific emphasis on their 502

performance in clinical fact verification and infer- 503

ential rule reasoning, providing a detailed analysis 504

of these two critical abilities. 505

8 Conclusion 506

In this work, we present MQCIC, a novel task, and 507

CMQCIC-Bench, an open-source dataset derived 508

from Chinese EMRs. We propose a semi-automatic 509

approach to refine rule representation and introduce 510

CF-IR, a disentangled inference method. Experi- 511

mental results show that CF-IR surpasses CoT in 512

performance. Error analysis reveals enhanced ca- 513

pabilities in clinical fact verification and inferential 514

rule reasoning. Additionally, we evaluate step-wise 515

reasoning and conduct a detailed investigation of 516

the two abilities. Our work aims to advance the 517

application of LLMs in MQCIC tasks and offers 518

deeper insights into these essential capabilities. 519
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Limitations and Future Work520

While we construct a CMQCIC-Bench dataset and521

evaluate LLMs’ clinical fact verification and infer-522

ential rule reasoning abilities, several limitations523

can be improved. (1) Due to the difficulty of man-524

ually verifying each sample, our dataset only con-525

tains 785 instances. (2) We have only located a526

comprehensive Chinese document on medical qual-527

ity control indicators. As a result, our dataset con-528

sists solely of Chinese EMRs, and we are also529

leaning toward selecting Chinese LLMs for our530

analysis. (3) While we observed a significant im-531

provement in model performance with the one-shot532

demonstration, benchmarking the model with few-533

shot instances could have further enhanced accu-534

racy, a scenario we did not test. (4) Although we535

propose the CF-IR method, which performs well536

across various LLMs with an enhanced rule repre-537

sentation reviewed by humans, decomposing the538

rules with a smaller LLM that lacks strong planning539

capabilities remains a challenge.540

Ethical Consideration541

The medical cases are sourced from the iiyi website,542

where doctors voluntarily contribute and share their543

information. The data is explicitly authorized for544

use in research and educational activities. To safe-545

guard patient privacy, our dataset excludes any per-546

sonally identifiable details, such as patient names,547

hospital information, or other sensitive data. As548

a result, there is no risk of privacy violations re-549

lated to our dataset. Furthermore, all data usage550

adheres to ethical guidelines and regulations gov-551

erning medical information and research.552
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Prompt for Clinical Fact Extraction

Instuction: You are a medical expert. Please extract the {fact} 
based on the provided electronic medical record. You should 
determine the value of the fact from the electronic medical 
record without making any assumptions. Please provide 
specific evidence of the fact from the original text. If there is 
no evidence, consider it unable to be determined.
Input: Patient Note
Output: Clinical facts and evidence 

Figure 7: The clinical fact extraction prompt.

A CMQCIC-Bench Additional Detail833

For each indicator rule question, we provide a list834

of facts that should be extracted. The prompt for835

clinical fact extraction is shown in Figure 7. The836

main fields are in the data.json 8 and indicator.jsonl837

files 7.838

B Models839

• Qwen2.5-Instruct series. We choose the840

{0.5, 1.5, 3, 7, 14, 32, 72} sizes.841

• Internlm2.5-Chat series. We choose the842

{1.8, 7, 20} sizes.843

• Llama3.1-Instruct series. We choose the {8,844

70} sizes.845

• MiniCPM3-4B 8. It’s a lightweight Chinese846

LLM.847

• Apollo series We choose the Apollo2 {0.5,848

1.5, 7} and Apollo 72. Apollo models trained849

on Qwen and Qwen2 with a high quality med-850

ical dataset.851

• HuatuoGPT2 series We choose the Hu-852

atuoGPT2 {7, 14}. We strictly followed the853

default load method of HuatuoGPT2-34B, but854

the inference time was too long, and the fi-855

nal results were not satisfactory. As a result,856

we did not conduct further experiments on857

HuatuoGPT2-34B.858

C Inference Cost859

As shown in Table 6, we report the inference time860

of Qwen, which indicates that the CF-IR method861

can reduce the inference time in a zero-shot setting,862

while providing a demonstration that may increase863

the cost in a one-shot setting. Thus, a possible ap-864

proach for practical application is leveraging strong865

8https://huggingface.co/openbmb/MiniCPM3-4B

zero-shot one-shot
CoT CF-IR CoT CF-IR

Qwen2.5-7B 0.59 0.46↓ 0.56 0.69↑
Qwen2.5-14B 1.30 1.26↓ 1.40 1.70↑
Qwen2.5-32B 3.88 3.60↓ 3.32 4.16↑
Qwen2.5-72B 7.60 7.04↓ 5.80 6.84↑

Table 6: Total Inference time of Qwen on CMQCIC-
Bench across different methods. The unit is an
hour·GPU. The arrow indicates the change in inference
time cost from CoT to CF-IR.

LLM like GPT-4o to enhance the rule and utilizing 866

the lightweight LLM during inference. 867

D Training Details 868

As shown in Figure 5 and Table 6, Qwen2.5-7B- 869

Instruct is an excellent foundation model, con- 870

sidering both performance and time cost. How- 871

ever, for practical purposes, we prefer using a 872

more lightweight model. We trained the model 873

with LLaMA-Factory. 9 We use the default 874

ds_z3_config and Lora fine-tuning. Detail pa- 875

rameters: per_device_train_batch_size: 3; gradi- 876

ent_accumulation_steps: 8; learning_rate: 1.0e- 877

5;num_train_epochs:4; lr_scheduler_type: cosine; 878

warmup_ratio: 0.1; fp16: true; ddp_timeout: 879

180000000. 880

E Prompt 881

Here are the zero-shot prompt templates for the rule 882

representation enhancement, clinical fact-based in- 883

ferential rule reasoning method, and other prompt- 884

based methods we used in this paper. 885

Prompt for Rule Enhancement. As mentioned 886

in Section 4, we leverage LLMs to transform rules 887

through three steps: Knowledge Enhancement, 888

Rule Decomposition, and Clinical Fact Templaza- 889

tion. As shown in Figure 8, 9 and 10, we lever- 890

age GPT-4o first to generate the relative knowl- 891

edge, logical rules, and templated clinical facts 892

separately. 893

Prompt for Different Methods. The detail 894

prompt of different method as shown in Figure 11, 895

Figure 12 and Figure 13. 896

9https://github.com/hiyouga/LLaMA-Factory
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Fileds Name Explanation

definition The definition of the indicator
formula The calculation formula of the indicator

significance The medical impact of indicator
other The relative knowledge or supplement

instruction_standard The standard prompt for MQCIC with the rule
numerator The numerator of indicator

denominator The denominator of indicator
rule The numerator rule of indicator
facts The templated clinical facts list

logical_rules The logical rules lists. Containing natural and symbolic languages.

Table 7: Main fields explanation of indicator file.

Fileds Name Explanation

unique_id The unique id of the indicator
patient note The patient note of the instance
explaination The explanation of the answer

label The label of the answer
facts The list that contains all templated clinical facts with the related original text and answer
logic The list that contains logical rules with the answer

Table 8: Main fields explanation of data file.

Prompt for Knowledge Enhancement

Instuction: You are a expert with medical knowledge. Please 
generate the medical knowledge realted to indicator. 
Input: {Indicator Definition}
Output: Relative knowledge

Figure 8: The Prompt Template of Knowledge Enhance-
ment.

Prompt for Rule Decomposition

Instuction: You are a expert with medical knowledge. Please 
think step by step. Based on the relative knowledge, break 
down the {Rule} into sub-ogical rules, which include both 
natural language and symbolic language components.
Input: {Rule ; Relative Knowledge}
Output: Sub-logical rules

Figure 9: The Prompt Template of Rule Decomposition.

F Additional Analysis Details897

F.1 Error Analysis Details898

As shown in Table 9 and Table 10 we observed:899

(1) Although the one-shot method reduces errors900

across both types in both approaches, the CoT901

method still results in more Type B errors, which902

may be due to the differing reasoning paths in the903

examples. (2) The CF-IR method effectively re-904

duces Type B errors, but when it comes to Type905

A errors, the issue seems to be more related to the906

model’s intrinsic capabilities, which our method907

Prompt for Templated Clinical Fact 

Instuction: You are a expert with medical knowledge. Please 
extract all clinical facts that need to be verified from the 
logical rules. Each clinical fact should be independent of the 
others, with possible values including Yes/No, numerical 
values, or characters.
Input: {Logical Rules}
Output: Clinical facts with assumed values

Figure 10: The Prompt Template of Templated Clinical
Fact.

has not been able to effectively enhance or activate. 908

F.2 Clinical Fact Verification and Inferential 909

Rule 910

It may be due to the excessively strict scoring crite- 911

ria that the overall score for clinical fact verification 912

ability is relatively low, but the trend still aligns 913

with expectations. As mentioned in Section 6.3, 914

there is a clear correlation between the model pa- 915

rameters and capabilities in the Apollo and Qwen 916

series. As shown in Table 11, however, models like 917

llama3.1 and HuatuoGPT2, due to differences in 918

the number of parameters, fail to demonstrate this 919

relationship. 920
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Zero-shot CoT One-shot CoT
Type A Type B Type C Total Type A Type B Type C Total

G
en

er
al

MiniCPM3-4B 0.21 0.08 0.00 0.28 0.13↓ 0.03↓ 0.00- 0.16
Internlm2.5-1.8B 0.35 0.08 0.00 0.44 0.23↓ 0.08- 0.00- 0.31
Internlm2.5-7B 0.15 0.12 0.00 0.27 0.13↓ 0.03↓ 0.00- 0.16
Internlm2.5-20B 0.17 0.05 0.00 0.22 0.11↓ 0.03↓ 0.00- 0.14
Qwen2.5-0.5B 0.34 0.10 0.00 0.44 0.29↓ 0.10- 0.00- 0.39
Qwen2.5-1.5B 0.21 0.16 0.00 0.37 0.24↑ 0.05↓ 0.00- 0.29
Qwen2.5-3B 0.16 0.11 0.00 0.27 0.15↓ 0.07↓ 0.00- 0.22
Qwen2.5-7B 0.13 0.04 0.00 0.17 0.12↓ 0.03↓ 0.00- 0.15
Qwen2.5-14B 0.10 0.08 0.00 0.18 0.08↓ 0.04↓ 0.00- 0.12
Qwen2.5-32B 0.09 0.05 0.00 0.14 0.06↓ 0.04↓ 0.00- 0.10
Qwen2.5-72B 0.09 0.03 0.00 0.12 0.07↓ 0.02↓ 0.00- 0.09
llama3.1-8B 0.23 0.14 0.00 0.37 0.14↓ 0.04↓ 0.00- 0.18
llama3.1-70B 0.10 0.04 0.00 0.14 0.08↓ 0.03↓ 0.00- 0.11
GPT-4o 0.08 0.03 0.00 0.11 0.06↓ 0.02↓ 0.00- 0.08

M
ed

ic
al

HuatuoGPT2-7B 0.17 0.28 0.00 0.46 0.23↑ 0.23↓ 0.02↑ 0.47
HuatuoGPT2-14B 0.32 0.13 0.01 0.45 0.28↓ 0.18↑ 0.01- 0.48
Apollo2-0.5B 0.34 0.19 0.04 0.58 0.30↓ 0.15↓ 0.02↓ 0.46
Apollo2-1.5B 0.23 0.25 0.00 0.48 0.27↑ 0.07↓ 0.00- 0.34
Apollo2-7B 0.17 0.23 0.00 0.40 0.24↑ 0.04↓ 0.00- 0.28
Apollo-72B 0.14 0.10 0.00 0.24 0.11↓ 0.03↓ 0.00- 0.14

Table 9: Error type distribution of LLMs on CMQCIC-Bench dataset. Arrows represent the changes from zero-shot
to one-shot.

Zero-shot CF-IR One-shot CF-IR
Type A Type B Type C Total Type A Type B Type C Total

G
en

er
al

MiniCPM3-4B 0.27 0.04 0.00 0.31 0.11↓ 0.06↑ 0.00- 0.17
Internlm2.5-1.8B 0.39 0.07 0.00 0.46 0.27↓ 0.10↑ 0.00- 0.36
Internlm2.5-7B 0.18 0.03 0.00 0.21 0.13↓ 0.02↓ 0.00- 0.16
Internlm2.5-20B 0.15 0.04 0.00 0.19 0.10↓ 0.01↓ 0.00- 0.11
Qwen2.5-0.5B 0.28 0.18 0.00 0.46 0.28- 0.18- 0.01↑ 0.46
Qwen2.5-1.5B 0.36 0.02 0.00 0.38 0.25↓ 0.02- 0.00- 0.27
Qwen2.5-3B 0.31 0.01 0.00 0.32 0.16↓ 0.02↑ 0.00- 0.18
Qwen2.5-7B 0.14 0.03 0.00 0.17 0.08↓ 0.01↓ 0.00- 0.10
Qwen2.5-14B 0.12 0.01 0.00 0.13 0.07↓ 0.01- 0.00- 0.08
Qwen2.5-32B 0.12 0.02 0.00 0.14 0.05↓ 0.00↓ 0.00- 0.05
Qwen2.5-72B 0.06 0.01 0.00 0.07 0.03↓ 0.01- 0.00- 0.04
llama3.1-8B 0.20 0.02 0.00 0.22 0.12↓ 0.01↓ 0.00- 0.14
llama3.1-70B 0.12 0.03 0.00 0.15 0.07↓ 0.00↓ 0.00- 0.08
GPT-4o 0.07 0.01 0.01 0.08 0.05↓ 0.01- 0.00↑ 0.06

M
ed

ic
al

HuatuoGPT2-7B 0.33 0.16 0.01 0.50 0.31↓ 0.11↓ 0.02↑ 0.43
HuatuoGPT2-14B 0.43 0.09 0.02 0.54 0.46↑ 0.08↓ 0.04↑ 0.57
Apollo2-0.5B 0.32 0.15 0.12 0.59 0.27↓ 0.07↓ 0.01↓ 0.35
Apollo2-1.5B 0.30 0.17 0.01 0.49 0.26↓ 0.08↓ 0.01- 0.35
Apollo2-7B 0.29 0.10 0.00 0.38 0.14↓ 0.21↑ 0.01- 0.35
Apollo-72B 0.26 0.01 0.00 0.27 0.11↓ 0.03↑ 0.00- 0.14

Table 10: Error type distribution of LLMs on CMQCIC-Bench dataset. Arrows represent the changes from zero-shot
to one-shot.
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Zero-Shot Standard:
English Version 
###Instruction: This is an indicator calculation task. You need to evaluate the {patient note} based on the given {rules}. You should provide 
relevant information from the record as an explanation. Finally, ###output: True/False/Not Sure. \n###Input: {patient note} {rules}
Chinese Version 
###Instrcution: 这是一个指标计算任务，你需要根据给定的{规则}来对{电子病历}进行判断，你需要给出病历当中相关的信息作为解释。
最后输出：True/False/Not Sure.\n###输入：{电子病历}{规则}

Zero-Shot CoT：
English Version 
###Instruction: This is an indicator calculation task. You need to evaluate the {patient note} based on the given {rules}. You should provide 
relevant information from the record as an explanation. Let’s think setp by step! Finally, ###output: True/False/Not Sure. \n###Input:{patient note} 
{rules}
Chinese Version 
##Instrcution: 这是一个指标计算任务，你需要根据给定的{规则}来对{电子病历}进行判断，你需要给出病历当中相关的信息作为解释。
请你一步步思考，给出具体的依据和推理过程。最后输出：True/False/Not Sure.\n###输入：{电子病历}{规则}

Prompt Template

Figure 11: The prompt template of standard and cot methods in translated English and Chinese version.

Zero-Shot ACF-IR：
English Version 
###Instruction: This is an indicator calculation task. You need to evaluate the {patient note} based on the given {rules}. 
Step 1 Knowledge Enhancement: Please generate relevant medical knowledge based on the indicator rules and descriptions. 
Step 2 Rule Decomposition: Please decompose the indicator rules, descriptions, and medical knowledge into sub-rules. 
Step 3 Clinical Facts Templation: From the sub-rules, extract the facts that need to be evaluated. 
Step 4 Logical Expression Generation: I would like you to generate Logical Rules (logical expressions) to integrate the Rules and Facts. Here, 
Rules are the further refinement of the indicator requirements, and Facts are the specific elements that need to be evaluated within each Rule. The 
value of Facts can be a True/False evaluation, or a specific value, such as negative/positive results, etc. Logical Rules perform logical operations 
based on the results of the Facts to produce the final judgment result. Each Logical Rule consists of a natural language expression and a 
corresponding symbolic language expression.
Step 5 Clinical Fact Verification: Please evaluate the value of the Facts based on the electronic medical records and provide the specific 
representation of each fact in the original text. If it is not present, it should be considered as "Not Sure."
Step 6 Inferential Rule Reasoning: Based on each Logical Rule, perform logical reasoning to reach the final result.
Final Output: True/False/Not Sure.
Input:{patient note} {rules}

Chinese Version 
Instrcution: 这是一个指标计算任务，你需要根据给定的{规则}来对{电子病历}进行判断。 
\n###Step1 知识增强：请你根据指标规则和说明生成相关的医学知识。
\n###Step2 规则拆分：请你根据指标规则、说明和医学知识拆分为子Rules，
\n###Step3 从子rules中抽取需要判断的facts。
\n###Step4 逻辑表达生成：我希望你生成Logical Rules（逻辑表达式），来对Rules和facts之间进行整合。其中，Rules是对指标要求的
进一步细化；Facts则是每一个Rules当中需要去判断的内容，其值可以为True/False的判断，也可以是具体的数值或阴性/阳性等；
Logical Rules则是基于Facts的结果进行逻辑运算，并得到最后的判断结果，每个Logical Rules包含自然语言表述和一个对应的符号语言
表述。
\n###Step5 事实判断：请你根据电子病历判断Facts的值，需要给出具体的fact在原文中的体现,如果没有，认为无法判断。
\n###Step6 逻辑推理：基于每个Logical Rules推理得到最终结果。
\n###最后输出：True/False/Not Sure.
\n###输入：{电子病历}{规则}

Prompt Template

Figure 12: The prompt template of ACF-IR method in translated English version and Chinese version.
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Zero-Shot CF-IR：
English Version 
###Instruction: This is an indicator calculation task. You need to evaluate the {patient note} based on the given {templated clinical facts} and 
{logical rules}. 
Step 1 Clinical Fact Verification: Please evaluate the value of the Facts based on the electronic medical records. Do not make any assumptions, 
and provide the specific representation of each fact in the original text. If it is not present, consider it "Not Sure."
Step 2 Inferential Rule Reasoning: Based on each Logical Rule, perform reasoning to derive the final result. Here, Rules are further refinements 
of the indicator requirements, and Facts are the elements within each Rule that need to be evaluated. The value of Facts can be a True/False 
judgment, or a specific value, such as negative/positive results, etc. Logical Rules perform logical operations based on the results of the Facts to 
generate the final judgment. Each Logical Rule consists of a natural language expression and a corresponding symbolic language expression.
Final Output: True/False/Not Sure.
Input:{patient note} {templated clinical facts} {logical rules}

Chinese Version 
Instrcution: 这是一个指标计算任务，你需要根据给定的{规则}来对{电子病历}进行判断。 
\n###Step1 事实判断：请你根据电子病历判断Facts的值，不要做任何假设，需要给出具体的fact在原文中的体现，如果没有，认为无法
判断。
\n###Step2 逻辑推理：基于每个Logical Rules推理得到最终结果。其中，Rules是对指标要求的进一步细化；Facts则是每一个Rules当中
需要去判断的内容，其值可以为True/False的判断，也可以是具体的数值或阴性/阳性等；Logical Rules则是基于Facts的结果进行逻辑运
算，并得到最后的判断结果，每个Logical Rules包含自然语言表述和一个对应的符号语言表述。
\n###Step3 最后输出：True/False/Not Sure.
\n###输入：{电子病历}{模板化事实}{逻辑规则}

Prompt Template

Figure 13: The prompt template of CF-IR method in translated English and Chinese version.

Clinical Fact Verification Inferential Rule Reasoning One-Stage
Faithfulness Correctness NL(ACC) SY(ACC) Best(ACC)

G
en

er
al

MiniCPM3-4B 45.14 36.05 67.38 69.68 72.10*
Qwen2.5-0.5B 45.37 40.1 74.90 75.92 56.05*
Qwen2.5-1.5B 46.45 43.67 75.66 74.64 66.11*
Qwen2.5-3B 52.08 50.02 83.69 81.18 76.05*
Qwen2.5-7B 67.63 53.13 90.44 88.91 82.92*
Qwen2.5-14B 67.94 62.35 92.35 94.52 87.21*
Qwen2.5-32B 75.41 69.47 89.80 94.14 86.11*
Qwen2.5-72B 74.07 77.13 93.63 93.88 92.73*
llama3.1-8B 47.89 37.88 82.67 80.89 78.34*
llama3.1-70B 48.59 40.48 85.60 85.98 85.47*

M
ed

ic
al

HuatuoGPT2-7B 13.27 22.93 47.89 44.20 54.26*
HuatuoGPT2-14B 32.55 35.47 62.42 62.03 55.28*
Apollo2-0.5B 5.19 10.73 9.80 18.47 49.29*
Apollo2-1.5B 25.31 29.21 48.53 52.86 55.03*
Apollo2-7B 33.78 33.93 56.30 42.29 61.91*
Apollo-72B 42.31 32.07 76.81 71.59 76.24*

Average 45.18 42.16 71.12 70.69 70.94*

Table 11: Performance of Clinical Fact Verification and Inferential Rule Reasoning on CMQCIC-Bench. For Clinical
Fact Verification, we utilize DeepSeek to assess both faithfulness and correctness. NL represents Natural Language,
SY denotes Symbolic Language, and ACC stands for Accuracy. To enable a clearer comparison, we present the
best results of the "standard," "CoT," and "CF-IR" approaches in Table 2. All experiments were conducted in the
zero-shot setting.
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