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Abstract

Efficient long-context modeling remains a critical challenge for natural language
processing (NLP), as the time complexity of the predominant Transformer archi-
tecture scales quadratically with the sequence length. While state-space models
(SSMs) offer alternative sub-quadratic solutions, they struggle to capture long-
range dependencies effectively. In this work, we focus on analyzing and improving
the long-context modeling capabilities of SSMs. We show that the widely used
synthetic task, associative recall, which requires a model to recall a value associ-
ated with a single key without context, insufficiently represents the complexities
of real-world long-context modeling. To address this limitation, we extend the
associative recall to a novel synthetic task, joint recall, which requires a model to
recall the value associated with a key given in a specified context. Theoretically, we
prove that SSMs do not have the expressiveness to solve multi-query joint recall in
sub-quadratic time complexity. To resolve this issue, we propose a solution based
on integrating SSMs with Context-Dependent Sparse Attention (CDSA), which has
the expressiveness to solve multi-query joint recall with sub-quadratic computation.
To bridge the gap between theoretical analysis and real-world applications, we
propose locality-sensitive Hashing Attention with sparse Key Selection (HAX),
which instantiates the theoretical solution and is further tailored to natural language
domains. Extensive experiments on both synthetic and real-world long-context
benchmarks show that HAX consistently outperforms SSM baselines and SSMs
integrated with context-independent sparse attention (CISA). Our code is available
at: https://github.com/DeepGraphLearning/HAX,

1 Introduction

Long-context modeling is a central challenge in natural language processing (NLP), which underpins a
variety of applications, such as document summarization, question answering, and machine translation
[30]. Recent advances in large language models (LLMs) have broadened the landscape of long-context
modeling, enabling new capabilities such as autonomous agents, retrieval-augmented generation,
dialogue systems, and long-context reasoning [22]. This growing demand has spurred intensive
research into algorithms that can efficiently and effectively capture long-range dependencies [37].

Currently, the Transformer architecture [38]] is the dominant paradigm in sequence modeling. How-
ever, its applicability to long sequences is fundamentally constrained by the required computation that
grows quadratically with the sequence length. This motivates the research direction for the invention
of efficient architectures.

Recently, state-space models (SSMs) 10, [16l 31] have emerged as a potential alternative solution,
offering sub-quadratic time complexity as well as comparable performance to Transformers on
short-context NLP tasks [[14}4]. However, empirical evidence suggests that SSMs are less effective
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Associative Recall v The oceans are blue, and snow is white.

does not specify context.
‘What color is snow?
@'
N—’
S

Joint Recall v In , people pay with dollars and drive cars on the right side of the road.
specifies context. v In , people pay with pounds and drive cars on the left side of the road.

Figure 1: Comparison of joint recall and associative recall. Associative recall does not account for
context. Joint recall extends associative recall by incorporating context-dependency into key-value
associations. For example, while associative recall may map "pay with" to either "dollar" or "pound",
joint recall allows it to map to "dollar" in the U.S. and "pound” in the U.K., depending on context.
This makes joint recall a more realistic and rigorous synthetic task for both theoretical analysis and
empirical benchmark for long-context modeling.

Which side of the road
do people drive on
in ?

than Transformers in capturing long-range dependencies [40]. Furthermore, theoretical analysis by
[19] demonstrates that SSMs are much less capable of handling long-context copying, due to the
limitations of architecture representation capacity.

In this work, we aim to better understand and improve the long-context modeling abilities of SSMs.
We first show that previous studies based on the widely used synthetic task, associative recall [2],
might be constrained by its limited capability to simulate natural language in-context dependencies.
To be specific, associative recall assumes that each key is uniquely associated with a value, regardless
of the surrounding context. However, natural language often defies this assumption: the same key
can correspond to different values depending on its context. Consider the example in Figure [T} when
asked on which side of the road people drive, the correct answer should depend on the country being
referenced. Without specifying whether the context is the US or the UK, the question becomes
ambiguous. This example highlights a critical shortcoming of associative recall: it lacks the capacity
to simulate context-dependent key-value association, which is very common in natural language.

To address this limitation, we extend the associative recall to a more general synthetic task, joint
recall. Unlike associative recall, joint recall requires the model to retrieve a value corresponding
to a key conditioned on a specified context. Theoretically, we prove that standard SSMs lack the
representational capacity to solve multi-query joint recall under sub-quadratic time complexity.

To overcome this expressiveness bottleneck, we propose to augment SSMs with Context-Dependent
Sparse Attention (CDSA), a class of sparse attention with sparse attention patterns that are conditioned
on the context representations. Locality-sensitive hashing (LSH) attention [20] exemplifies CDSA,
while context-independent sparse attention (CISA) includes sliding window attention, A-shaped
attention, and dilated attention [6]. Compared to CISA, CDSA enables dynamic content-dependent
routing of information, which is essential to efficiently solve the multi-query joint recall task. We
theoretically show that there exists a CDSA which, when integrated with SSMs, enables solving the
multi-query joint recall task in sub-quadratic time with respect to sequence length. Moreover, we
establish an expressiveness gap between SSMs integrated with CDSA and SSMs integrated with
CISA on multi-query joint recall.

Building upon this insight and to bridge the gap between theory and practice, we propose a novel
architecture: locality-sensitive Hashing Attention with sparse Key Selection (HAX). HAX improves
the expressiveness of LSH attention by incorporating our proposed Key Selection (KS) attention,
and is further integrated with state-of-the-art SSMs, Mamba and Mamba? [[14, 4], instantiating the
theoretically grounded solution. We validate the effectiveness of HAX through extensive experiments
on both synthetic and real-world long-context modeling benchmarks. The experiment results show
that HAX consistently outperforms SSM baselines as well as SSMs augmented with CISA. These
findings demonstrate that CDSA, when carefully integrated with SSMs, is a critical component in
unlocking their potential for long-context modeling.



Our main contributions are summarized as follows:

1. We introduce joint recall, a novel synthetic task that extends associative recall to context-
dependent key-value association, which offers a new perspective for both theoretical analysis
and empirical benchmark for long-context modeling.

2. Through theoretical analysis on joint recall, we demonstrate that integrating state-space models
(SSMs) with context-dependent sparse attention (CDSA) has the expressiveness to solve multi-
query joint recall with sub-quadratic computation.

3. Guided by this theoretical insight, we propose a novel architecture, HAX, based on SSM
integrated with CDSA, which consistently outperforms SSMs and SSMs integrated with context-
independent sparse attention (CISA) on both synthetic and real-world long-context benchmarks.

2 Preliminaries

In this section, we introduce two prominent approaches for efficient architecture design: sparse
attention in Sec. [2.1] (exemplified by LSH attention in Sec. 2.2) and SSMs in Sec.[2.3] We also
introduce associative recall, a widely-used synthetic benchmark for long-context modeling, in Sec.[2.4]

2.1 Sparse Attention
For a sequence of length [, we denote the attention scores of auto-regressive sequence modeling as:
A = Softmax(M ® QK") (1)

where M € {0, 1}**! is the auto-regressive mask, Q, K € R*9, d is the hidden dimension. In this
work, we define the attention scores for sparse attention as:

A = Softmax(S®M ® QK") )
with S € {0, 1}**/ representing the sparse attention pattern. We consider the sparsity constraint:
ISlo < 1* A3)
To ensure per-step computational efficiency, we further tighten this constraint by requiring:
Vi, |IS:llo < 1 4)

where S; denotes the i-th row of S. This implies that each query attends to at most k keys, k < [.

2.2 Locality-Sensitive Hashing Attention

Given that locality-sensitive hashing (LSH) attention represents one of the most effective input-
dependent sparse attention for auto-regressive modeling [20], we reformulate a simple algorithm to
generate the sparse attention pattern of LSH. This algorithm accepts the query and key matrices Q
and K as input and outputs a binary sparse attention pattern Sy sy. At each forward pass, Q and K

are first centralized and normalized to Q and K, respectively:
Qi = normalize(Qi - Q,), K, =normalize(K; — K;) 5)

Next, a random projection matrix H " N (0,1) € R¥*" is sampled to project the normalized
vectors Q and K into the hash space. Then, we consider two binning rules which assign each vector
QZ and K to a hash bin: the argmax binning rule [20} 35] and the sign-bit binning rule [|8 5]].

The argmax binning rule assigns each vector to the index of its most aligned column in H:
bing, = argmax(Q;H), bing, = argmax(K;H) (6)

The sign-bit binning rule constructs a binary hash code by computing the signs of the projected values
and interpreting it as a binary number:

h h
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The argmax binning rule assigns vectors to h bins, while the sign-bit binning rule assigns vectors to
2" bins. We will further discuss the relationship between these two binning strategies in Appendix
Based on the assigned bins, a preliminary sparse pattern Sy sy is constructed by allowing each query
to attend to all preceding keys within the same bin:

Stsu;, = 1[bing, = bing] ®)
Finally, to satisfy the sparsity constraint defined in Eq. |4] a per-bin sliding window mask M g is
applied, so that each query only attends to at most k£ nearest keys in the same bin:

Stsu = Misu © Sisi 9

2.3 Generalized State-Space Model

Following the definitions introduced by [19]], we formulate generalized state-space models as sequence
models defined by an update rule v : & x V — U and an output function r : &/ — V, where V
denotes the token vocabulary and I represents the recurrent state. Let Uy (&) € U denote the initial
state. Given an input sequence vy, ...,v, € V, for i in {1...n}, the state U;(v1, ..., v;) € U and its
corresponding output R;(v1, ..., v;) € V are defined recursively as:

Ui(vi, ..oy vi) = w(Ui—1(v1, ..., 0i—1), 05) (10)
Ri(’l)l,...,’l)i) :’I"(Ui(’l)l,...,’l)i)) (11)

2.4 Associative Recall

The associative recall task was originally introduced in [2]. [27] found that the LLM performance on
this task is strongly correlated with their in-context learning abilities . [[1] extended associative recall
to the multi-query setting: a model is first given a sequence of associated key-value pairs, and then
required to recall each value when queried with the corresponding key. Associative recall has been
widely adopted as a synthetic benchmark for long-context modeling [4}, [18]].

3 Joint Recall

We discuss the motivation and formulation of joint recall in Sec.[3.1]and Sec. respectively, and
finally provide the theoretical results in Sec.[3.3]

3.1 Motivation

The motivation behind proposing joint recall is to
overcome a key limitation of the setup of associa-
tive recall: each key corresponds to a single fixed

Multi-Query Associative Recall recalls each
associated with a single without context:

value. While this setup is well-suited for studying Multi-Query Associative Recall
the tasks that emphasize capturing stable lexical Input |
patterns, such as sub-word units or fixed multi- Output
word expressions, it falls short in representing the
context-sensitive nature of meaning in natural lan- ~ Multi-Query Joint Recall recalls each
guage. Consider the following examples: associated with a kcy given in a specified
e The legislative branch of the U.S. govern- ~ |Multi-Query Joint Recall
ment is called Congress. Input |
» On Monday mornings, Alice studies math. Output

From a philosophical perspective, definitions are Figure 2: Comparison between synthetic

often constructed using genus keys and differentia multi-query joint recall and associative recall.
context. In the first example, the value "Congress"

is identified with the genus key "the legislative branch" and the differentia context "of the U.S. gov-
ernment". The second example reflects a more daily scenario, where the value "math" is identifiable
only when all contextual elements, "Monday" and "morning", are considered together with the key
"Alice". These cases illustrate that accurate semantic interpretation in natural language often requires
integrating context and keys, suggesting that models must move beyond the simplistic one-to-one
mappings of associative recall to capture the compositional and context-dependent nature of meaning.
This observation motivates our introduction of a novel synthetic task, which we refer to as joint recall.



3.2 Formulation

Associative recall requires a model to memorize ny associated key-value pairs. Joint recall generalizes
this task: the model is required to memorize an n. X ny, table of context-specific key-value associations,
in which ny, keys are associated with different values in each of the n. contexts. Inspired by [1]], we
also extend joint recall to a multi-query setting, requiring the model to recover the entire table instead
of a specific entry in the table.

Figure [2] illustrates multi-query joint recall with n. = 2 and n;, = 2. Following the structure of
natural language, the sequentialized table input consists of n. context blocks, each beginning with
a context token (e.g. uppercase letter in Figure [2), followed by ny, key-value pairs specific to that
context (e.g. lowercase-letter-digit pairs in Figure[2). Then, the model is asked to recall the associated
values given each context-key pair, under arbitrary permutations of the context and key ordering.

Appendix [C] further extends the joint recall formulation to multi-level context: for example, in the
sentence "On Monday mornings, Alice studies math.", “Monday” and “morning” are contexts at
hierarchical levels. It also provides theoretical analyses grounded in this extended formulation.

3.3 Theoretical Analysis
3.3.1 Categorization of sparse attention

The sparse attention pattern S defined in Sec.[2.T|can be categorized as context-dependent or context-
independent, depending on whether it is predetermined or dynamically inferred from the context
representations. Context-independent sparse attention (CISA) patterns, such as sliding window
attention, A-shaped attention, and dilated attention [[6], are fixed regardless of context. In contrast,
context-dependent sparse attention (CDSA) patterns, exemplified by LSH attention [20], adapt
according to the context representation. Appendix Figure 8] provides an illustration of both categories.

3.3.2 Limited expressiveness of SSMs

As a corollary of Theorem 2.7 in [19], we demonstrate that solving the multi-query joint recall task
imposes a linear growth requirement on the state dimension of SSMs with respect to the number of
entries n in the joint recall table, n = n. x ny. Let || be the number of distinct representations that
the recurrent state space U can encode, for a state with b bits of capacity, |U/| = 2°. We define the
uniform multi-query joint recall distribution as the distribution in which all values are sampled i.i.d.
from the uniform distribution over the token vocabulary V. In this setting, we obtain the following:

Corollary 3.1 (Limited expressiveness of SSMs). Under the uniform multi-query joint recall distri-

bution, for any n, a generalized state-space model defined in Sec.[2.3|incurs an error rate of at least
Ul
1—

Vs

Remark 3.1. To guarantee Pr[err] = 0, it is necessary that the number of representable states satisfies
[U| > |V|™. Taking the logarithm of both sides yields the condition b > nlog |V|. This implies that
the state-space dimension of the model must grow linearly with the number of entries n in the joint
recall table, highlighting a fundamental limitation of the representation capacity of SSMs.

3.3.3 Improved expressiveness of SSMs integrated with CDSA

For SSMss integrated with sparse attention, we establish the following results:

Proposition 3.2 (Improved expressiveness of SSMs integrated with CDSA). There exists a 2-layer
auto-regressive hybrid model consisting of an SSM layer followed by an LSH attention layer, which
can solve multi-query joint recall in O(nlog® n) time complexity with O(log n) SSM state dimensions.

Proposition 3.3 (Limited expressiveness of SSMs integrated with CISA). There does not exist a
2-layer auto-regressive hybrid model consisting of an SSM layer followed by a CISA layer, which
can solve multi-query joint recall with o(n?) time complexity, since it requires at least O(%) SSM
state dimensions, k is the maximum number of keys that each query allowed to attend to in the sparse
attention module, as defined in Eq.

Remark 3.2. Comparing Proposition [3.2] with Proposition[3.3] we see a clear representation capacity
gap between the SSMs integrated with CDSA and the SSMs integrated with CISA.



LSH attention Key Selection (KS) attention

1. Assign each query / key to a hash bin. 1. Calculate a score for each key.
2. Calculate attention within each bin. 2. Queries attend to top-scored keys.
K bin id K score
5] GIRETTaTe]
SLsu Sks
€ {0,1}*¢ € {01}
Qid Qidx
K idx T Kk
Handles interactions in context. Memorizes important keys.
Suax = max{Sysy, Sks} ‘ Integrating HAX with Mamba

Figure 3: Tllustration of the HAX architecture, and Mamba [14] integrated with HAX.

Remark 3.3. In practice, with an appropriate constant k, integrating CISA with SSMs still provides
an advantage: unlike SSMs, which only have access to the last state representation, CISA layers can
attend to k different state representations simultaneously, at a cost of k times of computation budget.

Complete proofs are provided in the Appendix [B]

4 Method

Guided by the theoretical analysis in Sec. [3.3] we propose a new architecture, locality-sensitive
Hashing Attention with sparse Key Selection (HAX). HAX improves the expressiveness of LSH
attention by incorporating our proposed Key Selection (KS) attention, and is further integrated with
state-of-the-art SSMs, serving as an instantiation of context-dependent sparse attention (CDSA)
integrated with SSMs, thereby benefiting from the theoretical advantages discussed in Sec.[3.3]

In this section, we first discuss the expressiveness limitations of LSH attention in Sec. and then
address these limitations by introducing our proposed key selection (KS) attention in Sec% Finally,
Sec. [4.3] details the architecture of HAX as well as how HAX is integrated with state-of-the-art SSM
architectures, Mamba and Mamba?2 [14} 4].

4.1 Limitation of LSH Attention

In LLMs, certain keys (particularly those at the beginning of a sequence) often receive attention from
most queries, forming distinctive "vertical-stripe" attention patterns [39], as illustrated in Appendix
Figure[0] These globally attended keys play an essential role in instruction following, where the
model is expected to focus its attention on the instruction tokens [23].

Although LSH instantiates CDSA, as discussed in Sec.[2.2} it suffers from a key limitation: difficulty
in capturing "vertical-stripe" attention patterns. This arises because in each hashing round, every
key is mapped to a single bucket, and attention is constrained to occur only between queries and
keys within the same bucket. As a result, when many queries are forced to attend to a limited set of
key buckets, those buckets become overloaded, diminishing representation diversity and ultimately
degrading attention quality.

4.2 Key Selection (KS) Attention

Goals. To address the limitation of LSH attention in capturing "vertical-stripe" attention patterns, we
propose to augment LSH attention by integrating it with a novel key selection (KS) attention module.
This module is designed to satisfy the following desirable properties:

1. "Vertical-stripe" capability: KS attention can express "vertical-stripe" attention patterns.
2. Auto-regressive compatibility: The computation of KS attention for the current token does not
depend on future queries or keys.

3. Context-dependent sparsity: KS sparse attention pattern is conditioned on the query and key
representations in context and satisfies Eq. ]



Modeling. Taking the query and the key matrices Q and K as input, KS attention operates in two
phases. The first phase is key scoring, where an scoring module computes an importance score for
each key based on the key itself and all previous queries:

r; = fo(Ki, Q1...0) (12)
The second phase is key selection: each query attends to the k& previous highest-scoring keys,
SKSU = 1[.13j S TOp-k{Il, ,.231}] (13)

With an ideal key scoring module that assigns the highest scores to the globally important keys, KS
attention effectively covers k "vertical-stripes" within attention patterns.

For simplicity, we use a multilayer perceptron (MLP) as the key scoring network:

fo(Ki, Qi) 2 MLP(K;, normalize ( Z Q) (14)
1<p<i
Training. To train the scoring MLP, at each layer, we randomly sample k candidate keys. Their
indices are denoted by Z. We compute the reference attention weights via a simple linear attention
module, and calculate a pairwise ranking loss between these reference weights and the predicted
scores. To be specific, we compute:

A'=QK[Z]", y=o(A)oM[I], (15)
where K[7] is the selected key representations, M[Z] is the auto-regressive mask restricted to those

positions, and o (-) is the sigmoid function. With predicted scores = € R* and target scores y € R¥,
we construct pairwise logits and targets:

1 if y; > yj,
Pij(z) = i — zj, Tij(y) =105 ifyi =y, (16)
0 ify <uyj.
and define the ranking loss:
1
Lucore (1,9) = 75 > BCE (Pyj(2), Tis (1)), (17)

,J
where BCE(, -) denotes binary cross-entropy. This objective encourages the scoring network to
assign higher scores to informative keys that receive higher attention weights. The final training
objective sums the ranking loss across layers with the auto-regressive language modeling loss £y u:

L=Lim+ Z Licore (18)
layers

where « is a scalar hyperparameter that balances the contribution of the ranking loss.

4.3 Hybrid Block Design

Finally, we propose locality-sensitive Hashing Attention with sparse Key Selection (HAX), which
combines LSH and KS attention patterns:

Snax = max {Srsu, Sks} € {0, 1}~ (19)
When VZ, ||SLSHi||O S g, HSKS1',||0 S g, it satisfies
Vi, ||Suax; llo < k (20)

Intuitively, LSH and KS attention are complementary, each addressing the other’s limitations. LSH
attention routes each query to semantically similar keys through randomized hashing, offering flexible,
content-based interactions that KS attention alone lacks. In contrast, KS attention introduces broadcast
connections to a small set of globally important keys, such as instructions or formatting markers,
thereby recovering the “vertical-stripe” patterns that LSH attention struggles to express. While LSH
attention promotes diverse contextual representations, mitigating risks of representation collapse, KS
attention sharpens focus by allocating attention weights to the most informative positions, enabling
stronger long-range control. Importantly, both mechanisms are inherently sparse, so their combination
introduces sub-quadratic computational cost.

Figure [3] illustrates Mamba-based and Mamba2-based HAX layer. The proposed hybrid sparse
attention layer mitigates the representation capacity limitations of SSMs by coupling them with a
parallel sparse attention branch. A parameterized gate rescales the sparse attention output before
fusion, which promotes stable optimization.
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only architecture that consistently exhibits a decreasing vali- Samba 63

dation loss over the entire training process.

S Experiments

We conduct experiments from two perspectives. First, we empirically verify the theoretical findings
presented in Sec. [3|on multi-query joint recall. Then, we demonstrate the effectiveness of the proposed
hybrid sparse architecture across synthetic and real-world NLP benchmarks.

5.1 Empirical Verification on Multi-Query Joint Recall

Data. We construct a multi-query joint recall dataset in which the number of context blocks and the
number of keys per context are independently sampled from the range [5, 16], and the size of the
vocabulary is fixed at |V| = 16. The dataset consists of 1.4M training examples, along with 14.4K
samples each for validation and testing.

Baselines. We adopt Mamba [14]] and Mamba?2 [4] as base architectures and evaluate various hybrid
sparse attention models built upon them, as illustrated in Figure[3] These include dilated attention (D),
sliding window attention (SW), a combination of sliding window and dilated attention (SW+D) [6]],
A-shaped attention (A), locality-sensitive hashing (LSH) attention, our proposed key selection (KS)
attention, and HAX (a combination of LSH and KS attention). We also consider a Samba baseline.

Setup. For fair comparison, we fix the hidden size to 64 and fix £ = 64 defined in Eq. {4 (the
maximum number of keys each query can attend to) across all hybrid architectures. For variants
that integrate multiple sparse attention components, namely SW+D, A (consists of a SW component
and a sink attention component, a sink attention only attends to the first tokens in the sequence),
and HAX (LSH+KS), we allocate k = 32 to each component, in order to maintain a global k¥ = 64.
We also consider a baseline that doubles the hidden size of SSMs to compensate for the absence of
hybrid sparse attention. We fix the number of layers to 2 for all models. We conduct experiments
using 3 different random seeds for each learning rate in {3e-3, le-3, 3e-4}, and report the average
performance corresponding to the best-performing learning rate. For evaluation, we calculate mean
accuracy per-sample and average over the testset.

Results. As summarized in Table |1} compared to the Mamba and Mamba2 base architectures,
most hybrid sparse attention models improve performance. In particular, our proposed HAX model
consistently achieves the best performance, which underscores the effectiveness of our approach.

5.2 Continual Pre-training on Natural Language

Setup. To evaluate our method on real-world long-context natural language data, we perform
continual pre-training based on the publicly released Mamba checkpoints [14]. As in section we
augment the Mamba architecture with sparse attention, as illustrated in Figure[3] We include SSMs
integrated with CISA as baselines, along with ablated variants of our HAX model. We fix the sparsity
parameter k£ = 128. For variants that integrate multiple sparse attention components, namely SW+D,
A, and HAX (LSH+KS), we set k£ = 64 to each component, in order to maintain a global & = 128.



Table 2: Ruler benchmark at 2K context length. We compare different sparse attention integrated with
Mamba 790M model, including CISA methods: dilated attention (D), sliding window attention (SW),
and their combination (SW+D), and A-shaped attention (A), and CDSA methods: LSH attention, and

our proposed key selection (KS) attention and HAX. The best average performance is in bold.

e © & & & & & &« & S

Model e\y‘g‘ e\y‘g‘ e\?g» vsgs %\Ygs %\Ygs @Vﬁb @g} d (fx QQ&Q) 0?' Average
Mamba 100 95.2 86.8 34.4 2.6 0 32.4 28.35 2.76 1.4 100 25.2 4243
+D 0 0 0 0 0 0 0 0 17.4 0 100 0 9.78
+SW 100 93.6 83.6 36.2 3.4 0 31.05 31.45 5.24 1.26 100 24.4 42.52
+SW+D 100 95 82.4 34 2.6 0 329 29.45 4.72 1.22 100 24.8 42.26
+A 100 93.2 81.4 34.4 2.6 0 31.7 27.1 4.4 1.26 100 26.8 4191
+LSH 0 0 0 0 0 0 0 0 0.2 0.06 100 0 8.36
+KS (ours) 100 94.4 84.4 33.6 1.8 1.8 37.25 33.85 4.04 1 100 25 43.10
+HAX (ours) 100 98.8 89.6 45.4 3.8 0.2 35.5 28.2 2.04 1.64 100 29.6 44.57

Table 3: LongBench English tasks. We compare different sparse attention integrated with Mamba
790M model, including CISA and CDSA methods. The best average performance is in bold.

g & 5 A v > > 5 > & & ¥
Model D §’Q 809 \)C/Q \.'oé@ &\SQ \’c‘,\(} %0? %eg/\\ %Q‘}g/ {g&@ &é\ 60@ &‘5\’ &@Q . é&Or Average
(\/q\ e &8 > S < ] & (&3 Q_éz & &

Mamba 1339 203 837 3951 2036 27.62 389 835 1.04 15 10.69 2036 38.47 20.15 45 37.59 |19.79
+D 021 0 287 026 0 0 0 0 0 0 072 346 0.7 0 0 0.51
+SW 13.81 2058 9.25 38.06 20.64 2755 5.15 812 1.2 1.5 10.55 19.57 38.38 2242 43 36.55 |19.77
+SW+D 13.6 2039 855 39 20.74 2755 433 798 0.83 156 10.17 19.73 3884 2249 43 37.02 |19.74
+A 13.63 20.77 855 3859 202 2731 456 7.66 027 174 11.32 20.09 385 20.73 445 37.16 |[19.72
+LSH 1.66 149 15 774 098 232 096 087 0.1 0 23 505 7.13 389 0 0.9 2.31
+KS (ours) 1293 2093 934 3822 2083 2656 434 746 027 1.67 11.65 1935 38.17 2297 45 37.52 |19.83
+HAX (ours) 1273 20.64 879 393 21.79 2831 395 764 083 2 11.94 19.63 39.07 21.04 43 3847 |19.95

Table 4: Performance of extrapolation from 2K to 4K context length on Ruler benchmark. We
compare different sparse attention integrated with Mamba 790M model, including CISA and CDSA
methods as in Table[2| The best average performance is in bold.
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Mamba 100 19.2 9.2 52 0.6 0 0.65 1.85 572 43 100 26.2 78.6 27.04
+D 0 0 0 0 0 0 0 0 65.2 0 100 0 73 18.32
+SW 100 18.2 5 5.6 0.2 0.2 1.75 2.1 4.4 4.78 100 224 78.8 26.42
+SW+D 100 20.2 8.2 6.2 0.4 0.2 1.45 1.25 4.36 4.32 100 24.6 79 26.94
+A 100 19.8 72 6.6 1.2 0.2 1.3 0.8 4.36 3.24 100 242 79 26.76
+LSH 0 0 0 0 0 0 0 0 0 0.04 100 0.2 73 13.33
+KS (ours) 99.8 20.2 7.8 8.2 1 0.2 1.2 1.85 9.32 2.86 100 22.6 78.6 27.20
+HAX (ours) 100 23 11 9 0.8 0 34 2.75 6.36 2.54 100 29 78.8 28.20

Overall, our HAX adds only about 1% additional parameters to the released Mamba architecture. All
models are continually pre-trained for SOK steps with a context length of 2K.

Validation Loss during Continual Pre-Training. Figure shows the validation loss Lr,s of 130M
model continual pre-training on The Pile [[L1]. As observed, the Mamba base architecture and all
baseline variants exhibit either training instability or plateau early in the training process. In contrast,
our proposed HAX model is the only architecture that shows a consistent decline in validation loss
throughout the training process, indicating improved stability and sustained learning.

Ruler and LongBench Evaluation. Tables [2] and [3] present the downstream performance for
the Mamba 790M model after continual pre-training for SOK steps on TxT-360 [36] followed by
instruction fine-tuning for 10K steps on UltraChat [7]] following Mamba-Chat [24]. Ruler [18]] is a
synthetic long-context NLP benchmark designed to assess model performance on tasks including
retrieval, multi-hop reasoning, aggregation, and question answering. LongBench [3]] comprises
real-world NLP long-context tasks, including question answering, summarization, few-shot learning,
retrieval, aggregation, and code completion. The evaluation results, summarized in Tables [2]and 3}
show that among all hybrid sparse attention variants, our proposed HAX model is the only one that
outperforms the Mamba baseline by a significant margin on average.

Extrapolation Evaluation. We additionally evaluate the Mamba 790M models on the Ruler [[18]
benchmark at a 4K context length, despite being continually pre-trained and instruction fine-tuned
solely with a 2K context length. As summarized in Tabled] our proposed HAX model consistently
outperforms all baselines, underscoring its robustness for context length extrapolation.



6 Related Work

6.1 State-Space Models

State-space models (SSMs) originated in control theory, exemplified by damped mass-spring systems
[29]. HiPPO [15] was one of the first efforts to adapt SSMs for machine learning applications. LSSL
[L7] unified convolutional neural networks (CNNs), recurrent neural networks (RNNs), and ordinary
differential equations (ODEs) under the SSM framework, enabling their implementation within deep
neural networks. H3 [10] integrated SSM layers with short convolutional filters to enhance sequence
modeling. Mamba [14] advanced this line of work by making all SSM parameters input-dependent,
which significantly increases the representation capacity of SSMs. Mamba?2 [4] further improved the
architecture and established connections between SSMs and Transformer attention.

6.2 Analysis on State-Space Models

Recent empirical studies have shown that SSM long-context modeling performance often lags behind
that of Transformer architectures [40]. In theory, [19] demonstrated that even solving simple tasks
like copying requires SSM state dimensions to grow linearly with the sequence length. Furthermore,
[25]] established that the expressiveness of linear or diagonal SSMs is bounded by the complexity
class TCO. [34] further showed that SSMs and Transformers capture overlapping yet distinct subsets
of TCY, providing a theoretical basis for developing hybrid models that combine the strengths of both
architectures.

6.3 Context-Dependent Sparse Attention

Locality-sensitive hashing (LSH) attention [20] stands as one of the most widely adopted forms of
context-dependent sparse attention. Follow-up LSH attention variants can be broadly categorized by
their binning rules: the argmax binning rule is adopted in [20} 35], while the sign-bit binning rule is
used in [8,5]]. [28]] introduces a Triton kernel that accelerates hash-based sparse attention. Recently,
[43] proposed native sparse attention, a new context-dependent sparse attention that outperforms
Transformers training from scratch, highlighting its potential for efficient long-context modeling.

6.4 Hybrid Architectures

Several works have explored architectures that mix a large proportion of SSM layers with a small
number of full attention layers, and have reported performance surpassing that of standard Transform-
ers [40]]. The effectiveness of such hybrid architectures has been further validated at billion-parameter
scale [21]. In parallel, researchers have also investigated the design of hybrid sparse attention models
[33, 132, 19, 26l 44], which offer sub-quadratic computational complexity, providing a promising
direction for efficient long-context modeling.

7 Conclusion

In this work, we introduce joint recall, a novel synthetic task that generalizes associative recall to
context-dependent key-value retrieval. Theoretically, we show that both SSMs and SSMs integrated
with context-independent sparse attention (CISA) could not solve multi-query joint recall within sub-
quadratic time complexity, while integrating SSMs with context-dependent sparse attention (CDSA)
overcomes this limitation. Guided by this insight, we propose to integrate state-of-the-art SSMs with
a novel CDSA, locality-sensitive Hashing Attention with sparse Key Selection (HAX). Experiment
results confirm that HAX achieves improved training stability and consistent performance gains
across synthetic and real-world long-context NLP benchmarks. The joint recall task therefore offers a
unified theoretical lens and empirical yardstick for long-context modeling, while HAX demonstrates
the power of theory-driven architecture design. These results highlight the importance of aligning
model design with expressiveness improvements, and demonstrate that combining efficient sequence
models with CDSA is a promising direction for scalable long-context modeling.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We confirm that the abstract and introduction accurately reflect the paper’s
contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, the limitations are discussed in the Technical Appendix A.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide assumptions and proof in Technical Appendix B and C.
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* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

» Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the experimental settings in Technical Appendix D. The code and
data to reproduce the results can be found at:

https://github.com/DeepGraphLearning/HAX.
Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the experimental settings in Technical Appendix D. The code and
data to reproduce the results can be found at:
https://github.com/DeepGraphLearning/HAX.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide these information in Technical Appendix D. Full details can be
found in the code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Main results (Ruler and Longbench) are obtained from the well established
benchmarks.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide these information in Technical Appendix D.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Yes, we carefully respect the Neur[PS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper would not raise any potential positive or negative social impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper would not pose any risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: All results are in-silico and do not involve human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLM is used only for writing and editing purpose during the research.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Figure 5: Input and output components of the auto-regressive multi-query joint recall task. The input
sequence is further divided into an information component and an inquiry component.

A Relationship Between the Argmax and Sign-Bit LSH Binning Rules

In this section, we show how the sign-bit LSH binning rule (Eq.|7)) can be interpreted as an argmax
LSH binning rule (Eq. @) applied to an expanded projection matrix with 2" columns. We first
construct the expanded matrix, and then prove the equivalence.

Expanding the projection matrix. Let the original random projection be H = [Hy, ..., H,] €
Rk H,; "% A/(0,1). Define a codebook of 2" signed prototypes

B={By=X]_ bH; |b=(b,....b) € {~1,+1}"} C RY. @1)

Stacking all By, as columns yields the implicit matrix H € Rx2",

Equivalence of the two binning rules. For a normalized query vector Q,, we define its sign
projection as s = sign(Q] H) € {—1, +1}". The inner product of Q; and a prototype By, € B is

h
(Qi,Bp) = ij (Qi, Hy). (22)

j=1

Because every term with b; # s; flips the sign of the positive quantity Qi H;)|, we have the strict
inequality (Q;, Bs) > (Q;, Bp) for all b # s. Hence

argmaxy,c ;4130 (Qi, Bp) =5 = bin(QSif;n)v (23)

The sign-bit assignment is exactly the argmax rule applied to H. An identical argument holds for
keys K. Thus, the sign-bit method equals the argmax method with 2" (expanded) columns.

B Theoretical Proof

Multi-query joint recall requires models to recall an n, X ny table of context-specific key-value
associations, in which ny, keys are associated with different values in each of the n. contexts, with
n = n. X ng being the total number of entries. For clarity, we introduce some additional notations
for multi-query joint recall in the auto-regressive setting, as illustrated in Appendix Figure[5] The
input sequence is divided into an information component and an inquiry component. The information
component provides the context-specific key-value associations. The inquiry component permutes
the order of context and keys in the information component, and the model is required to predict the
corresponding values given each key under every specified context.

B.1 Proof of Corollary[3.1]

Corollary 3.1 (Limited expressiveness of SSMs). Under the uniform multi-query joint recall distri-

bution, for any n, a generalized state-space model defined in Sec.[2.3|incurs an error rate of at least
Ul
1—

vin:
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Information Inquiry

SSM Monday  Alice math Bob physics  Tuesday Bob English Alice Chinese ... Monday  Alice
Hybrid Dilated Attention Monday  Alice math Bob physics ~ Tuesday Bob English ~ Alice  Chinese  ...... Monday  Alice
Hybrid LSH Attention  Monday  Alice math Bob physics  Tuesday Bob English ~ Alice  Chinese ... Monday  Alice

Figure 6: Comparison between SSM, hybrid dilated attention model and hybrid locality-sensitive
hashing (LSH) attention model on joint recall. By selectively bypassing irrelevant context, sparse
attention alleviates memory overload in SSM layers and enhances the hybrid model’s capability to
retrieve relevant information.

The intuition behind the proof of Corollary [3.1]is straightforward: the number of possible joint recall
data instances that a model can accurately represent is fundamentally limited by the capacity of its
recurrent state. Since all information from the input sequence must be encoded into a fixed recurrent
state following the context during processing, the total number of distinguishable output is bounded
by the representation capacity of the state space |U{|. Consequently, if the size of the output space
|[V|™ exceeds ||, the model inevitably incurs non-negligible error.

As a direct consequence of Theorem 2.7 in [19]], we adopt their proof strategy. We reformulate
Lemma D.1 in [19] as the following Lemma [B.I] Let m denote the index of the last token in the
information component. Then, for any fixed permutation P of the context and keys in the inquiry
component, the following Lemma [B:T| holds:

Lemma B.1. Let M be a fixed-state generalized SSM that maps the joint recall input space X to the
output space V™ under any fixed permutation P of the context and keys in the inquiry component.
Then there exists a function G : U — V™ such that for all inputs x € X, the model output satisfies
M(x) = G(Up(x)), Uy, is defined in Eq[I0]

Following [19], we bound the error of the model by comparing the number of possible model states
to the number of distinct input instances.

Proof.
1 — Prlerr] = Pr[M(x) = yly € V"] (24)
1
=== > 1M(x) =] (25)
Vi 2
1
e > Y 1G(w) =y] - 1[Un(x) = u] (26)
yeEV”™ ueld
< N AU (x) =] 27)
|V| ueld
U]
28
=P 29
]

To guarantee Prlerr] = 0, it is necessary that the number of representable states satisfies |U/| > |V|™.
Taking the logarithm of both sides yields the condition b > n log |V|. This implies that the state-space
dimension of the model must grow linearly with the number of entries n in the joint recall table,
highlighting a fundamental limitation of the representation capacity of SSMs.

In contrast, as illustrated in Figure [6] hybrid sparse attention models mitigate this limitation by
enabling information to propagate through multiple parallel paths, thereby alleviating the bottleneck
imposed by sequential state updates.
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B.2 Proof of Proposition[3.2]

Proposition 3.2 (Improved expressiveness of SSMs integrated with CDSA). There exists a 2-layer
auto-regressive hybrid model consisting of an SSM layer followed by an LSH attention layer, which
can solve multi-query joint recall in O(nlog® n) time complexity with O(log n) SSM state dimensions.

Proof. We prove by construction. In the first layer, we expect the SSM state concatenates each value
token representation with its associated key token representation and context token representation. To
be specific, we expect the SSM state representation at each value token to be

[c,k,v,is_v] €U

where c is the representation of the current associated context token, k is the representation of the
current associated key token, and v is the representation of the nearest value token. is_v is a sign
indicator (—1 or 1) that specifies whether the current token is a value token.

To achieve this, we first construct each vector c, k and v be a distinct b-dimensional vector with
unit norm without zero entries, i.e., ||c|l2 = 1, |[k|2 = 1, ||v|l2 = 1, Vj,¢; # 0,k; # 0,v; # 0.
Since the number of distinct vectors that can be drawn from the unit sphere grows exponentially with
dimensionality, O(log n) embedding dimensions are sufficient to ensure that all representations are
distinguishable. Then we define an embedding space in which context and value tokens are mapped
to structured representations. Specifically, a context token is embedded as

e=c,0,0,-1]

where c is the constructed representation of this context token on the unit sphere, and the final
coordinate is set to —1 to indicate that the current token is not a value. Similarly, a key token is
embedded as

e=1[0,k,0,—1]
and a value token is embedded as
e=1[0,0,v,1]

where k and v are the key and value representations from the unit sphere, respectively, and the final
coordinate is set to 1 only when the current token is a value token. Following Eq.[T0} we define the
update rule of the generalized SSM as follows:

U, = U(Ui_l,e) =U;,_10 1[ej = O] +e® 1[ej #* O] (29)
Ri=rU;)=U; (30)

where e is the current input embedding and e; refers to its j-th dimension. The update rule operates as
a conditional overwrite: if a position does not carry information (i.e., the corresponding dimension in
e is 0), the previous state is preserved; otherwise, it is updated with the current embedding. Following
this update rule, the SSM state at each value token in the information component takes the form

[c. kv, 1]
while the SSM state at each key token takes the form
[c, k,?,—1]

In the second layer, LSH attention operates on the SSM state [c, k, v, is_v] € U, using [c, k, 0, is_v]
as the LSH attention key representation, [c, k, 0, 1] as the LSH attention query representation, and
[0,0,v,1] as the LSH attention value representation. This design ensures that value tokens in the
information component and key tokens in the inquiry component that share the same context and
key (i.e., identical c and k representations in the SSM state) will always be assigned to the same
hash bin. With a sufficient number of, e.g. O(n) hash bins, which can be efficiently constructed
using sign-bit binning rule with O(log n) random projection vectors, values associated with each key
in every specified context are reliably retrievable by LSH attention. This step is the bottleneck of
computation with O(n log® n) time complexity. O
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Alice studies math.
~ mornings,4 Bob studies physics.
on Monday ..
afternoons,

In the Spring Semester, -
on Tuesday
on Wednesday
on Monday

In the Fall Semester, 4

Figure 7: An example of multi-level context in natural language.

B.3 Proof of Proposition 3.3]

Proposition 3.3 (Limited expressiveness of SSMs integrated with CISA). There does not exist a
2-layer auto-regressive hybrid model consisting of an SSM layer followed by a CISA layer, which
can solve multi-query joint recall with o(n?) time complexity, since it requires at least O(%) SSM
state dimensions, k is the maximum number of keys that each query allowed to attend to in the sparse
attention module, as defined in Eq.

Proof. Consider a key given in the inquiry component of the auto-regressive joint recall task. The
model is required to output the associated value token when this key token is provided as input.
Taking the query representation from this key token, the sparse attention can attend to at most k
key representations from previous tokens, where the key representations are calculated based on the
SSM state representations of the first layer. To solve the joint recall task, these k key representations
being attended must collectively encode the full information component. Since the full information
component length is O(n), by Corollary k state representations of the generalized SSM in the
first layer must use at least O(7) dimensions to collectively store the information component. Thus,
the per-key computational cost required by the second-layer sparse attention is O(k - %) = O(n),
and therefore the total time complexity is O(n?). O

Comparing Proposition[3.2] with Proposition [3.3] we see a clear representation capacity gap between
the SSMs integrated with CDSA and the SSMs integrated with CISA. In practice, however, with
an appropriate constant k, integrating CISA with SSMs still provides an advantage: unlike SSMs,
which only have access to the last state representation, CISA layers can attend to k different state
representations simultaneously, at a cost of k times of computation budget.

C Extending Joint Recall to Multi-level Context

As illustrated in Figure[/] in many cases, natural language contexts exhibit hierarchical dependencies.
This motivates us to extend joint recall to the multi-level context setting, in which we regard the keys
as the last level of context.

C.1 Formulation
Given w different levels of context vocabulary Cy,Cs, ..., C,, and token vocabulary ), multi-level

context joint recall requires a model to recover the mapping C; x Cs X ... x C,, — V. The context
of multi-level context joint recall is hierarchically structured analogously to natural languages. It is
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divided into |C; | first-level blocks, where each first-level block begins with a token from the first-level
context vocabulary C;. Each first-level block is further divided into sub-blocks beginning with a
second-level context token from Cs, and this recursive sub-division continues up to the w-th level.
The last-level block consists of a w-th level context token followed by a value token from V. Note
that associative recall is a special case of multi-level joint recall with w = 1, and joint recall is
a special case of multi-level joint recall with w = 2. We similarly define multi-query multi-level
context joint recall, where the model is required to recall all n = |C1] % |Ca| X ... X |C,,| entries in
the full context-value supertable.

C.2 Expressiveness of SSMs Integrated with CDSA on Multi-Level Context Joint Recall

On multi-query multi-level context joint recall, both Corollary [3.1]and Proposition [3.3]continue to
hold under the same assumptions. We now extend Proposition [3.2|to the following Proposition[C.T}
which demonstrates that SSMs integrated with CDSA remain expressive even in the presence of w
levels of hierarchical contexts.

Proposition C.1 (Expressiveness of SSMs integrated with CDSA on multi-level context joint recall).
There exists a 2-layer auto-regressive hybrid model consisting of an SSM layer followed by an LSH

attention layer, which can solve multi-query multi-level context joint recall in O(wn log? n) time
complexity with O(w logn) SSM state dimensions.

Proof. Similar to Proposition[3.2] we prove by construction. In the first layer, we hope the SSM state
to consist of the context and value representations

(21,22, ..., Zuy, V,i5_v] €U

where z; denotes the representation of the nearest i-th level context token, v represents the nearest
value token, and ¢s_v is a sign indicator (—1 or 1) that specifies if the current token is a value token.

To achieve this, we similarly construct each vector z; and v to be a distinct b-dimensional vector with
unit norm without zero entries, i.e., ||z;||2 = 1, ||v||2 = 1, Vj,z;; # 0,v; # 0. Since the number
of distinct vectors that can be drawn from the unit sphere grows exponentially with dimensionality,
O(log n) embedding dimensions are sufficient to ensure that all representations are distinguishable.
Consequently, the total size of the SSM state is O(w logn).

Then we define an embedding space in which context and value tokens are mapped to structured
representations. Specifically, a i-th level context token is embedded as

e=]0,..,0,2;0,.., —1]

where z; is the context token representation, and the final coordinate is set to —1 to indicate that the
token is not a value. Similarly, a value token is embedded as

e=10,0,..,0,v,1]

where v is the value token representation and the final coordinate is set to 1 to mark it as a value
token. We keep the update rule of the generalized SSM as in Eq.

Ui=u(Ui—1,e) =Ui_1 © 1le; = 0] + e ® 1[e; # 0] (31)
Ri=rU;)=U; (32)

which operates as a conditional overwrite. Following this update rule, the SSM state at each value
token takes the form

[zlvz27 ooy Loy, V, 1]

where z1, 29, ..., Z,, are the w levels of context representations of the current token, v is the value
representation, and the final dimension is set to 1 to indicate that the current token is a value token.

In the second layer, LSH attention operates on the SSM state [z1, 22, ..., Zy, V,iS_v], using
(21,22, ..., 24, 0,is_v] as the LSH attention key representation, [z1,Za, ..., Z, 0,1] as the LSH
attention query representation, and [0, 0, ..., v, 1] as the LSH attention value representation. This
design ensures that tokens that share the same context (i.e., identical [z1, 22, ..., Z,,] in the SSM state)
will always be assigned to the same hash bin. With a sufficient number of, e.g. O(n) hash bins,
which can be efficiently constructed using sign-bit binning rule with O(logn) random projection
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vectors, value representations associated with identical key combinations in the context are reliably
retrievable by LSH attention. This step is the bottleneck of computation with O(wn log2 n) time
complexity.

This construction establishes that a 2-layer hybrid model consisting of a generalized SSM followed
by LSH attention can solve multi-query multi-level joint recall efficiently, with sub-quadratic time
complexity and sub-linear state complexity with respect to the input sequence length.

D Experiment Details

D.1 Empirical Verification on Joint Recall

For all models, we fix the number of layers to 2, set the hidden size to 64, and use £ = 64. For
variants that integrate multiple sparse attention components, namely SW+D, A (consists of a SW
component and a sink attention component, a sink attention always attends to the first k& tokens in the
sequence only), and HAX (LSH+KS), we allocate k = 32 to each component, in order to maintain a
global & = 64. For both LSH and HAX (LSH+KS), we adopt the sign-bit binning strategy (Eq.
with h = 8, and refresh the random hashing matrix at each training step. To account for the absence
of sparse attention mechanisms, we additionally evaluate Mamba and Mamba?2 baselines with their
hidden size doubled to 128, ensuring a fair comparison. Additionally, we include a Samba baseline,
consisting of 2 Mamba layers and 2 sliding window attention layers. For Samba, the hidden size and
sliding window width (k) are both set to 64. We use AdamW optimizer. All models are trained for
400,000 steps with a batch size of 64. Our implementation is based on Flash-Linear-Attention [42].

D.2 Continual Pre-training on Natural Language

For all experiments, we fix the sparsity parameter k = 128. For variants that integrate multiple sparse
attention components, namely SW+D, A, and HAX (LSH+KS), we set k£ = 64 to each component,
in order to maintain a global k¥ = 128. For both LSH and HAX (LSH+KS), we adopt the argmax
binning strategy (Eq.[6) with h = k. We resample the random hashing matrix at each training step
and fix a random hashing matrix during evaluation.

To enhance the long-context modeling capability, we filter samples to retain only those with tokenized
lengths of at least 2,048 tokens. At the beginning of continual pre-training, the K and Q projection
weights are initialized using the parameters of the B and C projections from Mamba, respectively,
based on state-space duality [4]. During continual pretraining, we use a cosine schedule with a
maximum learning rate of 3e-4 for 130M models and 1.5e-4 for 790M models, and a minimum
learning rate of le-5. A warm-up phase of 200 steps with a learning rate of 0 followed by 800 steps
of linear warm-up precedes the cosine schedule. For instruction tuning, we also apply a 200-step 0
learning rate phase followed by 800 steps of linear warm-up, after which the learning rate remains
constant at 3e-6. For both continual pre-training and instruction-tuning, we use AdamW optimizer
and train with a global batch size of 64 and a context length of 2K.

E Additional Experiments

E.1 Short-context Modeling Benchmark

We follow Mamba [14] to evaluate the zero-shot short context modeling performance of the con-
tinually pre-trained models on the LM evaluation harness benchmark from EleutherAlI [12]. Our
results in Table [5]show that continual pre-training on long sequences will not lead to a significant
performance drop on short context benchmarks, where the Mamba w/o continual pre-training results
are copied from the Mamba paper [14].
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Table 5: LM evaluation harness benchmark for continually pre-trained Mamba models. We compare
different sparse attention integrated with Mamba, including CISA and CDSA methods as in TableEl

LambdaPPL ~ WinoGrande = PIQA  LambdaAcc  HellaSwag =~ ARC-E =~ ARC-C  AverageAcc

Mamba 15.58 51.8 63.8 443 353 47.8 244 44.6
+D 15.75 52.8 64.4 439 353 47.7 24.1 44.7
+SW 15.47 52.8 63.8 443 35.2 479 24.7 44.8
+SW+D 15.35 53.0 64.0 44.7 35.2 47.6 244 44.8
+A 15.65 53.0 64.0 44.2 353 47.7 24.7 44.8
+LSH 15.73 52.6 64.3 43.8 353 47.7 24.0 44.6
+KS (ours) 15.86 524 63.7 44.1 352 479 24.5 44.6
+HAX (ours) 15.62 52.5 63.9 443 353 479 24.5 44.7
w/o training 16.07 51.9 64.5 443 353 48.0 24.3 44.7
Sliding Window Attention A-shaped Attention Dilated Attention Locality-Sensitive
Hashing Attention

Figure 8: Examples for input-dependent and input-independent sparse attention patterns.
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Figure 9: An example of the "vertical-stripe" attention pattern in LLM. We input the first paragraph
of the Wikipedia term "Harry Potter" [41]] into the Llama 3.2 1B model [13]] and visualize the log
attention probabilities of the last head in the first layer. The input text is: “Harry Potter is a series of
seven fantasy novels written by British author J. K. Rowling. The novels chronicle the lives of a young
wizard, Harry Potter, and his friends, Ron Weasley and Hermione Granger, all of whom are students
at Hogwarts School of Witchcraft and Wizardry. The main story arc concerns Harry’s conflict with
Lord Voldemort, a dark wizard who intends to become immortal, overthrow the wizard governing
body known as the Ministry of Magic, and subjugate all wizards and Muggles (non-magical people).”
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