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Abstract

Translation-based strategies for cross-lingual001
transfer (XLT) such as translate-train—002
training on noisy target language data trans-003
lated from the source language—and translate-004
test—evaluating on noisy source language data005
translated from the target language—are com-006
petitive XLT baselines. In XLT for token clas-007
sification tasks, however, these strategies in-008
clude label projection, the challenging step009
of mapping the labels from each token in the010
original sentence to its counterpart(s) in the011
translation. Although word aligners (WAs)012
are commonly used for label projection, the013
low-level design decisions for applying them014
to translation-based XLT have not been system-015
atically investigated. Moreover, recent marker-016
based methods, which project labeled spans017
by inserting tags around them before (or after)018
translation, claim to outperform WAs in label019
projection for XLT. In this work, we revisit020
WAs for label projection, systematically investi-021
gating the effects of low-level design decisions022
on token-level XLT: (i) the algorithm for pro-023
jecting labels between (multi-)token spans, (ii)024
filtering strategies to reduce the number of nois-025
ily mapped labels, and (iii) the pre-tokenization026
of the translated sentences. We find that all027
of these substantially impact translation-based028
XLT performance and show that, with opti-029
mized choices, XLT with WA offers perfor-030
mance at least comparable to that of marker-031
based methods. We then introduce a new pro-032
jection strategy that ensembles translate-train033
and translate-test predictions and demonstrate034
that it substantially outperforms the marker-035
based projection. Crucially, we show that our036
proposed ensembling also reduces sensitivity037
to low-level WA design choices, resulting in038
more robust XLT for token classification tasks.039

1 Introduction040

In recent years, multilingual language models041

(mLMs) have de facto become the main vehicle042

of cross-lingual transfer (XLT): fine-tuned on la- 043

beled task data in a high-resource source language, 044

mLMs can make predictions in target languages 045

with few (few-shot XLT) to no (zero-shot XLT) la- 046

beled task instances (Wu and Dredze, 2019; Wang 047

et al., 2019; Lauscher et al., 2020; Schmidt et al., 048

2022). While both encoder-only (Devlin et al., 049

2019; Conneau et al., 2020; He et al., 2023) and 050

decoder-only (Team et al., 2024; Hui et al., 2024; 051

Grattafiori et al., 2024) mLMs have demonstrated 052

strong XLT performance for sequence classifica- 053

tion tasks, in XLT for token classification tasks the 054

comparatively smaller encoder-only mLMs, like 055

XLM-R (Conneau et al., 2020), continue to outper- 056

form the much larger decoder mLMs (Ahuja et al., 057

2023; Le et al., 2024; Parekh et al., 2024). 058

Much of the above work highlights translation- 059

based strategies as competitive approaches for XLT, 060

where a machine translation (MT) model is used 061

to either (1) generate noisy target language data 062

by translating the original source language data be- 063

fore training, known as translate-train (T-Train), 064

or (2) translate original target language instances 065

into the (noisy) source language before inference, 066

known as translate-test (T-Test) (Hu et al., 2020; 067

Ruder et al., 2021; Ebrahimi et al., 2022; Aggar- 068

wal et al., 2022). More elaborate translation-based 069

XLT strategies have recently been shown to further 070

improve the transfer performance (Artetxe et al., 071

2023; Ebing and Glavaš, 2024). 072

The effectiveness of translation-based XLT, 073

however, has predominantly been showcased on 074

sequence-level classification tasks (Ruder et al., 075

2021; Oh et al., 2022; Artetxe et al., 2023). This is 076

in part due to the fact that translation-based XLT 077

for token classification tasks entails the (difficult) 078

step of label projection. Traditionally, label pro- 079

jection is tackled with word aligners (WAs) (Och 080

and Ney, 2003; Dyer et al., 2013; Dou and Neu- 081

big, 2021), which map each token in the source 082

sequence to a corresponding token in the target se- 083
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quence. Recent WA work leverages contextualized084

embeddings from mLMs (e.g., mBERT) to produce085

token alignments (Jalili Sabet et al., 2020; Dou and086

Neubig, 2021; Wang et al., 2022). Although WA087

research has a long-standing track record in NLP088

(Och and Ney, 2003; Dyer et al., 2013; Jalili Sa-089

bet et al., 2020; Dou and Neubig, 2021; Wang090

et al., 2022), standard WA evaluation protocols091

do not include translation-based XLT for token092

classification tasks. Because of this, a range of093

low-level design decisions related to token-level094

XLT using WAs—such as (i) the exact algorithm095

for projecting the labels, (ii) filtering techniques096

to reduce the number of noisily mapped labels,097

and (iii) the process of inducing word boundaries098

(i.e. pre-tokenization) to the translated sentence099

before it can be aligned to the tokens in the original100

sentence—remain largely uninvestigated.101

In the meantime, marker-based label projection102

(Chen et al., 2023; Le et al., 2024) has largely re-103

placed WA as the default approach for label projec-104

tion for token-level XLT. These approaches insert105

tags (e.g., "[", "]") around labeled spans of interest,106

either (i) before translation to preserve the markers107

throughout the translation process and recover the108

spans afterward (Chen et al., 2023), or (ii) post-109

translation by means of constrained decoding (Le110

et al., 2024). This line of work explicitly evaluates111

token-level translation-based XLT, demonstrating112

strong performance for both T-Train and T-Test.113

Furthermore, it renders WA-based XLT for token114

classification tasks inferior (Chen et al., 2023; Le115

et al., 2024). While these efforts provide the tech-116

nical details for their proposed marker-based meth-117

ods, they do not lay out the low-level design details118

for label projection with WAs. Therefore, we argue119

that they possibly underestimate translation-based120

XLT with WAs due to suboptimal design choices.121

Contributions. Because of this, we (1) systemat-122

ically investigate WA for token-level translation-123

based XLT. We start by evaluating the effect of low-124

level design decisions covering (i) the exact algo-125

rithm for mapping the labels between (multi-)token126

spans from the source sentence to the target sen-127

tence based on word alignments; (ii) filtering strate-128

gies to identify incomplete labeled span alignments,129

and (iii) the process of inducing word boundaries130

(i.e. pre-tokenization) to the translated sentence131

required to align the tokens to their counterparts in132

the original sentence. We demonstrate that these133

design choices can substantially impact translation-134

based XLT performance for token-level tasks. For 135

example, using a language-specific pre-tokenizer 136

instead of simple whitespace pre-tokenization im- 137

proves the performance of T-Test by up to 12.6%. 138

Overall, we find T-Test to be more sensitive to 139

low-level design decisions of WA than T-Train. 140

(2) We then extensively compare WA-based la- 141

bel projection—with the identified well-performing 142

low-level design choices—against state-of-the-art 143

marker-based label projection methods in token- 144

level XLT on two established benchmarks encom- 145

passing 29 diverse languages. Contrary to prior 146

claims (Chen et al., 2023; Le et al., 2024; Parekh 147

et al., 2024), we find that optimized WA-based label 148

projection matches or surpasses the performance 149

of marker-based approaches in translation-based 150

XLT on token-level tasks. (3) Moreover, we pro- 151

pose a more sophisticated method for token-level 152

translation-based XLT with WAs based on ensem- 153

bling T-Train and T-Test (Oh et al., 2022). For 154

each token, we average the probability distributions 155

over the labels produced by T-Train and T-Test. 156

Our ensemble (ETT) improves the transfer perfor- 157

mance substantially, outperforming state-of-the-art 158

marker-based approaches. More importantly, ETT 159

drastically reduces the sensitivity of T-Train and 160

T-Test to low-level WA design decisions. (4) Fi- 161

nally, we show that our findings hold for different 162

MT models (i.e., translation quality), WA models, 163

and base LMs (i.e., encoder vs. decoder models). 164

2 Token-Level XLT via Word Alignment 165

We first detail our pipeline for label projection 166

with WA focusing on the low-level design choices 167

we investigate: mapping labeled spans, filtering 168

strategies, and pre-tokenization. We then describe 169

our new translation-based XLT approach for token- 170

level tasks that ensembles T-Train and T-Test. 171

2.1 Label Projection with WA: Design Choices 172

Translation-based XLT entails two paradigms: (1) 173

creating noisy target language training data by 174

translating it from the original source language 175

instances (T-Train) and (2) running inference on 176

noisy source language instances translated from the 177

original target language data (T-Test). For token- 178

level tasks, label projection is required for both. 179

We illustrate our pipeline for label projection with 180

WA in Figure 1, comprising the following steps: 181

1. Translating and Pre-Tokenizing (§2.1.3). We 182

start from an original source language training in- 183
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1. Trans. & Pre-Tokenizing 2. Word Alignment 3. Filtering (Optional) 4. Span Mapping
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Figure 1: Schematic overview of our pipeline for label projection using word aligners. From top to bottom, we
display three cases—two for T-Train and one for T-Test: (i) a successful creation of a translated target language
training instance T̂ from the original source language training instance S, (ii) a discarded translated target language
training instance T̂ due to incomplete alignments detected by our filtering strategies, and (iii) a partial label
projection from a translated source language test instance Ŝ to the original target language test instance T due to
incomplete alignments detected by our filtering strategies. All cases exemplarily apply the Complete Source filter.

stance S in T-Train (or an original target language184

test instance T in T-Test). Next, we translate the185

instance to the target language for T-Train (or186

source language for T-Test). We then pre-tokenize187

the translated sentence T̂ (or Ŝ) for word alignment188

(i.e., we induce word boundaries).189

2. Word Alignment. We produce the word align-190

ments between S and T̂ for T-Train (or Ŝ and T191

for T-Test). In the case of T-Test, we first gather192

the label predictions of the mLM on Ŝ.193

3. Filtering (§2.1.2). Based on the word alignment,194

we collect the labeled spans of tokens that need to195

be mapped from the source to the target sentence.196

Optionally, we apply our proposed filtering strate-197

gies to identify incomplete alignments between la-198

beled spans of S and the corresponding tokens in T̂199

for T-Train (Ŝ and T for T-Test). For T-Train,200

if our filters are met for any labeled span, we dis-201

card the training instance T̂ (case two in Figure 1).202

For T-Test, we modify the procedure as we can-203

not discard test instances at inference time. Instead,204

for an incomplete labeled span, we do not map the205

corresponding labels from Ŝ to T and assign the206

default label "O" (case three in Figure 1).207

4. Span Mapping (§2.1.1). Last, we apply our span208

mapping algorithm to project the labeled spans209

from S to T̂ for T-Train (or Ŝ to T for T-Test).210

2.1.1 Span Mapping211

Translation-based XLT for token-level tasks re-212

quires mapping labeled spans of tokens from the213

source language to the target language sentence.214

Instead of simply projecting the token-level labels215

based on the word alignments produced in step 2 of216

our pipeline, we propose a more robust, span-based217

label projection, as illustrated in step 4 of Figure 1. 218

For T-Train, given a labeled span L in the 219

source sentence S (e.g., L = {s1, . . . , s4} in Fig- 220

ure 1) and the corresponding candidate labeled 221

span L̂ in the translated sentence T̂ (e.g., L̂ = 222

{t̂1, . . . , t̂4} in Figure 1) , we map the labels as fol- 223

lows. We assume a standard BIO scheme in which 224

the first token in a span is labeled with a different 225

tag (B-Tag) than the remaining span (I-Tag). We 226

then map the label of the first token in L to the first 227

token in L̂. Next, we map the label of the last token 228

in L to all tokens in T̂ between the first and the last 229

token of L̂ (inclusively). The procedure ensures 230

that the mapped labeled spans in T̂ are continuous 231

and comply with the BIO scheme. 232

The span mapping for T-Test follows the same 233

procedure. However, instead of mapping the gold 234

labels, from the original source sentence S to the 235

translated target sentence T̂ , we now map the pre- 236

dictions of the mLM from the translated source 237

sentence Ŝ to the original target sentence T . 238

We also experimented with the simple approach 239

of naively projecting the labels directly based on 240

the word alignments as produced in step 2. This 241

simple projection strategy, however, consistently 242

yielded worse results in our initial experiments: we 243

thus ran the full evaluation using only our span 244

mapping strategy described above. We believe that 245

the simple projection along word alignments per- 246

forms poorly due to frequent changes in word order 247

between languages. 248

2.1.2 Filtering Strategies 249

The success of the above span mapping directly 250

depends on the quality of WA for a concrete lan- 251
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guage pair, which is affected by (i) the amount of252

parallel data for the pair used in WA training, (ii)253

the amount of monolingual data for the languages254

in question seen by the WA’s underlying mLM in255

pretraining (Dou and Neubig, 2021; Wang et al.,256

2022), and (iii) the linguistic proximity between257

the two languages (and in particular whether they258

have similar word order). To mitigate the impact259

of imperfect word alignment, we propose several260

strategies for detecting and filtering alignments of261

labeled spans with low quality.262

Complete Source (COMP-SRC). We test if all tokens263

of a span L = {sm, ..., sn} in the source language264

sentence—S for T-Train and Ŝ for T-Test—have265

an alignment, i.e., whether the corresponding to-266

kens in S (or Ŝ) are aligned to at least one token267

in T̂ (or T ). Figure 1 illustrates an example of an268

incomplete source alignment: in the second and269

third cases, the token s8 in S (or ŝ8 in Ŝ) is not270

aligned to any token in T̂ (or T ). We assume that if271

L is partially unaligned, we miss information from272

the source language span. Hence, L̂ is more likely273

to be incomplete and thus incorrect.274

Complete Target (COMP-TGT). The motivation for275

this filter is analogous to COMP-SRC: we select276

only the labeled span alignments for which all277

span tokens in the target language sentence—T̂278

for T-Train and T for T-Test—are aligned to at279

least one token in the source language sentence.280

But since we do not have ground truth spans for281

the target language sentence, we apply the follow-282

ing proxy: we retain only the instances for which283

the tokens in L̂ form a continuous span. Case two284

and three in Figure 1 do not satisfy this filter, since285

{t̂6, t̂7, t̂9} (or {t6, t7, t9}) are discontinuous. We286

assume that if L̂ is partially unaligned, we risk287

adding additional information to the labeled span288

in the target language sentence that did not exist289

in the source language (e.g., by including a target290

language token distant from the rest of the span).291

Complete Instance (COMP-INS). Following Chen292

et al. (2023), we verify that the number and type293

of labeled spans in S and T̂ match (e.g., if S has294

two spans with label LOC and one with label PER295

then T̂ must also have two LOC spans and one PER296

span). This filter can only be applied to T-Train297

as it needs access to the gold labels of S.298

Restricted Target (RSTR-TGT). This filter is specif-299

ically designed for T-Test. Preliminary experi-300

ments showed that single token labeled spans in Ŝ301

are often aligned to multiple discontinuous target 302

tokens in T that have a comparatively large number 303

of unaligned tokens in between. On the one hand, 304

applying our span mapping algorithm without fil- 305

tering is too coarse-grained—such that it might 306

map a single token labeled span from Ŝ to a much 307

longer sequence in T—on the other hand, applying 308

COMP-TGT is too strict—such that it does not map 309

the single token label span from Ŝ at all. In sum- 310

mary, the former reduces precision while the latter 311

degrades recall. RSTR-TGT aims at the trade-off be- 312

tween no filtering and COMP-TGT. It maps the single 313

token label span from Ŝ only to the first token in L̂ 314

and assigns the default label "O" to all other tokens. 315

This way, we still map the single token label spans 316

from Ŝ but limit their length to a single token in T . 317

No Filtering (NO-FILT). We additionally compare 318

our filtering strategies against a naive baseline: 319

we omit the filtering step in our label projection 320

pipeline and immediately apply our span mapping 321

algorithm after we obtain the word alignments. 322

2.1.3 Pre-Tokenization 323

Word alignment for token-level tasks requires 324

the original sentence and the translation to con- 325

tain word boundaries (i.e., to be pre-tokenized). 326

While the original sentence S (or T ) is usu- 327

ally given in a pre-tokenized format, we still 328

need to pre-tokenize the translation T̂ (or Ŝ). 329

We compare language-agnostic whitespace pre- 330

tokenization (WS-TOK) against language-specific 331

pre-tokenization (LS-TOK).1 It is worth noting that 332

it is more challenging to pre-tokenize the translated 333

target language sentences T̂ in T-Train than the 334

English translations Ŝ in T-Test. 335

2.2 Ensembling T-Train and T-Test (ETT) 336

We next detail our proposed translation-based strat- 337

egy for token-level XLT that ensembles the pre- 338

dictions of T-Train and T-Test (Oh et al., 2022). 339

At inference time, the T-Train model produces 340

class logits for each token ti in the target language 341

sentence T . In contrast, the T-Test model out- 342

puts class logits over each token ŝj in the trans- 343

lated source language sentence Ŝ. We then run 344

our WA-based pipeline for label projection to map 345

the T-Test predictions from Ŝ to T . Instead of 346

mapping the predicted class labels for each token, 347

we now map the class logits. Finally, we average 348

the class logits for each token in T obtained from 349

1We provide the details on the tokenizers in App. E.
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T-Train and T-Test. If we cannot project the log-350

its for a token in T-Test—because of a missing351

alignment or because a filter prevents the mapping352

of a labeled span—we only use the T-Train predic-353

tion. Importantly, our proposed ensembling is not354

restricted to a WA-based T-Train component and355

can also be combined with marker-based methods.356

3 Experimental Setup357

Machine Translation. For translation, we utilize358

the state-of-the-art massively multilingual NLLB359

model with 3.3B parameters (Team et al., 2022).360

Following prior work (Artetxe et al., 2023; Ebing361

and Glavaš, 2024), we decode using beam search362

with a beam size of 5.363

Evaluation Tasks. We evaluate on two established364

token classification tasks: named entity recognition365

and slot labeling. Our experiments span 29 diverse366

languages, ranging from high-resource languages,367

represented well in the pretraining corpus of the368

base mLM, to low-resource languages, unseen by369

the mLM. We use English as our source language.2370

Named Entity Recognition (NER). Our evaluation371

includes 18 of 20 languages from MasakhaNER 2.0372

(Masakha) (Adelani et al., 2022) supported by the373

NLLB model used for translation. Masakha con-374

sists of underserved languages from Sub-Saharan375

Africa. As source data, we use the English training376

(14k instances) and validation portions (3250 in-377

stances) of CoNLL (Tjong Kim Sang and De Meul-378

der, 2003). We add a softmax classifier on top of379

the mLM to predict the class for each token.380

Slot Labeling (SL). We use the xSID dataset381

(van der Goot et al., 2021), which covers 11 diverse382

languages and dialects. xSID comprises only eval-383

uation data, so we follow van der Goot et al. (2021)384

and use their publicly released English data for385

training and validation. The utterances are sourced386

from the Snips (Coucke et al., 2018) and Facebook387

(Schuster et al., 2019) SL datasets. After dedu-388

plication, we end up with over 36k instances for389

training and 300 for validation. As for NER, we390

add a softmax classifier on top of the mLM.391

Label Projection. We compare our WA-based392

label projection approach against two state-of-the-393

art marker-based methods that tag the labeled spans394

and preserve the tags during translation.395

Word Alignment (WA). In our main experiments,396

we resort to AccAlign (Wang et al., 2022), a WA397

2We provide a complete list of target languages in App. E.

that is based on the multilingual sentence encoder 398

LaBSE (Feng et al., 2022). 399

EasyProject (Easy). We compare our WA-based 400

approach against the marker-based label projection 401

method of Chen et al. (2023). Before translation, 402

Easy inserts tags ("[", "]") around labeled spans. 403

The MT model is expected to preserve the tags dur- 404

ing translation, enabling the reconstruction of the 405

labels afterward. Note that Easy can only be used 406

in T-Train and not in T-Test. Let T be the target 407

language sentence at inference time; in T-Test, the 408

model will make predictions on its English trans- 409

lation Ŝ; Easy would then insert markers into Ŝ 410

and back-translate to the target language, obtaining 411
ˆ̂T ; but ˆ̂T will generally differ from T , which is the 412

actual sentence we need to label. 413

Codec. Our experiments further include Codec 414

(Le et al., 2024), a label projection method that 415

leverages constrained decoding as part of a two- 416

step translation procedure. In the first step, the 417

source sentence is simply translated into the target 418

language (e.g., from English: “This is New York” 419

to German: “Das ist New York”). Then, in the 420

second step, tags are inserted around the labeled 421

spans in the source sentence (English: “This is [ 422

New York ]”). The marked sentence is fed again 423

as input to the MT model: during decoding, the 424

MT model is now constrained to generate only the 425

tokens from the translation obtained in the first step 426

(“Das”, “ist”, “New”, “York”) or a tag (“[”, “]”). 427

Downstream Fine-Tuning. We use XLM-R Large 428

(Conneau et al., 2020) as our base mLM. For 429

T-Test, we also experiment with DeBERTaV3 430

Large (He et al., 2023) and encoder-turned-decoder 431

Llama 3 8B (LLM2Vec) (BehnamGhader et al., 432

2024) as English-centric models. In T-Train, we 433

fine-tune on both the original English data and 434

translated target language data, following Ebing 435

and Glavaš (2024) who show that this is better than 436

training only on translations. In T-Test, we train 437

the models only on the original English data. We 438

run all experiments with 3 random seeds and re- 439

port the mean F1 score and standard deviation. We 440

provide full training details in Appendix E. 441

4 Results and Discussion 442

Starting from the validation portions of our datasets, 443

we assess the impact of low-level design choices re- 444

lated to using WA for token-level translation-based 445

XLT (§4.1). Based on these findings, we compare 446
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Masakha xSID Avg

Translate-Train

NO-FILT 65.5±1.2 82.8±0.6 74.2±1.0

COMP-INS 65.8±1.3 82.8±0.5 74.3±1.0

+ COMP-TGT 66.0±1.7 82.0±0.7 74.0±1.3

+ COMP-TGT + COMP-SRC 66.6±1.1 82.0±0.9 74.3±1.0

Translate-Test

NO-FILT 46.3±0.4 68.2±0.4 57.2±0.4

RSTR-TGT 57.9±0.5 74.8±0.4 66.4±0.5

+ COMP-TGT 57.8±0.5 74.3±0.4 66.0±0.5

+ COMP-SRC 58.6±0.5 73.9±0.5 66.2±0.5

+ COMP-TGT + COMP-SRC 58.0±0.5 73.2±0.4 65.6±0.5

Table 1: Results on the validation data for WA-based
XLT with various filtering strategies. Results with XLM-
R and whitespace pre-tokenization (WS-TOK).

WA—applying the on average best-performing pre-447

tokenization and filtering strategies—against two448

state-of-the-art marker-based methods, Easy and449

Codec, on the test portions of our datasets (§4.2).450

Last, we provide further ablations in §4.3, analyz-451

ing the impact of decoder-turned encoder LLMs,452

WA, and MT model on the XLT performance.453

4.1 WA Design Choices454

Filtering Strategies. Our preliminary experiments455

(Table 1) reveal that filtering has a negligible effect456

on performance in T-Train: on average none of457

the filtering strategies yields substantial gains. Still,458

COMP-INS and COMP-INS+COMP-TGT+COMP-SRC459

perform the best on average. This finding is pos-460

itive, as searching for an optimal filtering strat-461

egy for T-Train is costly: it requires (re-)training462

language-specific models for every change in the463

filtering strategy. In stark contrast, applying the464

RSTR-TGT filter results in a substantial gain (+9.2%465

over NO-FILT) for T-Test. On average, we find466

RSTR-TGT to be the most successful strategy for467

T-Test. Adding additional filtering (+COMP-SRC)468

only results in marginal gains for Masakha.469

Pre-Tokenization. Figure 2 shows the results for470

various pre-tokenization approaches. The results471

mirror the filtering findings: the pre-tokenization472

strategy has (1) little impact on the T-Train473

performance—language-agnostic whitespace pre-474

tokenization (WS-TOK) is marginally better than475

language-specific pre-tokenization (LS-TOK)— and476

(2) a substantial impact on T-Test—LS-TOK out-477

performs WS-TOK by 12.6% on Masakha and 6.0%478

on xSID. Our findings add to prior work (Artetxe479

et al., 2023; Ebing and Glavaš, 2024), which480

showed that T-Test is more affected by transla-481

Masakha xSID

WS-
TOK

+2.5

+5.0

+7.5

+10.0

+12.5

Abs. 

-0.5 -0.3

+12.6

+6.0

T-Train: LS-TOK
T-Test: LS-TOK

Figure 2: Transfer performance with WA for language-
specific pre-tokenization (LS-TOK) relative to whites-
pace pre-tokenization (WS-TOK). Results with XLM-R,
COMP-INS+COMP-TGT+COMP-SRC filtering for T-Train
and RSTR-TGT filtering for T-Test.

tion quality than T-Train: our results extend this 482

finding to filtering and pre-tokenization strategies. 483

4.2 Main Results 484

We now compare our optimized WA-based con- 485

figurations for T-Train and T-Test against 486

the state-of-the-art marker-based label projec- 487

tion methods Easy and Codec. For the re- 488

mainder of experiments, we apply language- 489

agnostic whitespace pre-tokenization (WS-TOK) 490

and COMP-INS+COMP-TGT+COMP-SRC filtering for 491

T-Train and language-specific pre-tokenization 492

(LS-TOK) and RSTR-TGT filtering for T-Test. 493

Translate-Train. We find T-Train, regardless of 494

the label projection strategy (WA, Easy, or Codec), 495

to substantially outperform zero-shot XLT with the 496

mLM (e.g., by 14.2% on Masakha for WA-based 497

projection). Contrary to the results of prior work 498

that reported translation-based XLT with WAs in- 499

ferior to Easy (Chen et al., 2023) and Codec (Le 500

et al., 2024), we demonstrate that—when reason- 501

ably configured—WA yields competitive perfor- 502

mance: on xSID, WA-based T-Train lags marker- 503

based transfer by less than 1%; and on Masakha 504

WA-based transfer even slightly outperforms both 505

Easy and Codec. 506

Translate-Test. Irrespective of the label projection 507

approach (WA, Easy, or Codec), T-Test outper- 508

forms zero-shot XLT (and T-Train on Masakha). 509

Again we observe that optimized WA-based la- 510

bel projection matches and even slightly surpasses 511

the performance of the marker-based Codec. This 512

is encouraging because the label projection with 513

Codec—due to its two-step translation procedure— 514

is computationally more expensive (i.e., slower) 515
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Masakha xSID Avg

Zero-Shot

X 52.9±1.8 76.8±1.4 64.9±1.6

Translate-Train

Easy X 66.0±0.9 83.6±0.9 74.8±0.9

Codec X 66.9±1.6 83.4±0.8 75.2±1.3

WA X 67.1±1.2 82.7±0.9 74.9±1.0

Translate-Test

Codec X 72.0±0.5 79.4±0.3 75.7±0.4

Codec D 72.4±0.4 79.5±0.4 76.0±0.4

WA X 72.3±0.5 80.2±0.3 76.3±0.4

WA D 72.7±0.4 80.2±0.4 76.5±0.4

Ensemble-Train-Test

Easy + WA X + D 71.7±0.7 83.8±0.8 77.7±0.7

Codec + WA X + D 72.3±0.7 82.8±0.8 77.5±0.7

WA + WA X + D 72.6±0.6 83.4±0.9 78.0±0.8

Table 2: Main results for translation-based XLT for
token-level tasks. Results with XLM-R (X) and De-
BERTa (D). We denote the ensembles as ⋆ + •, where ⋆
refers to the T-Train and • to the T-Test component.

than WA. Further, we observe that models solely516

trained on English (i.e., DeBERTa) only offer517

marginal gains over comparable mLMs (i.e., XLM-518

R). We speculate that this is because NER and SL519

do not require advanced language understanding520

abilities and thus the monolingual English ability521

of an mLM suffices for these tasks.522

Ensemble-Train-Test. On average, our proposed523

ensemble ETT improves over T-Train and T-Test524

by 3.1% and 1.5%, respectively. We summa-525

rize our observations as follows: (i) in scenarios526

where T-Train performs better than T-Test, ETT527

achieves additional gains over T-Train by lever-528

aging the complementary strengths of T-Test; (ii)529

in scenarios where T-Train performance is worse530

than T-Test, utilizing ETT does not harm because531

it results in similar performance as T-Test.532

Robustness via Ensembling. Our preliminary533

studies on WA-related low-level design choices534

(§4.1) revealed notable performance variation, es-535

pecially for T-Test. We now show that our pro-536

posed ensemble ETT not only improves perfor-537

mance over both T-Train and T-Test but also538

reduces sensitivity to design details of WA. Ta-539

ble 3 compares T-Test and ETT with WA-based540

label projection for the two pre-tokenization strate-541

gies (WS-TOK and LS-TOK). For ETT, we modify the542

pre-tokenization only for the T-Test part of the543

ensemble and keep the T-Train pre-tokenization544

unchanged. We observe that for T-Test, WS-TOK545

Masakha xSID Avg

Translate-Test

WS-TOK D 59.8±0.3 73.2±0.4 66.6±0.4

LS-TOK D 72.7±0.4 80.2±0.4 76.5±0.4

Ensemble-Train-Test

WS- + WS-TOK X + D 72.0±0.8 81.2±1.0 76.6±0.9

WS- + LS-TOK X + D 72.6±0.6 83.4±0.9 78.0±0.8

Table 3: Robustness results for ETT utilizing different
pre-tokenizations for the T-Test component: whites-
pace (WS-TOK) and language-specific (LS-TOK). Re-
sults with XLM-R (X) and DeBERTa (D). We denote
the ensembles as ⋆ + •, where ⋆ refers to the T-Train
and • to the T-Test component.

underperforms LS-TOK by 9.9% on average. ETT, 546

however, almost completely closes the gap between 547

the two, with WS-TOK trailing LS-TOK by only 1.4%, 548

making the choice of the pre-tokenizer much less 549

consequential for the final performance. 550

4.3 Further Findings 551

LLMs as Encoders. Prior work rendered decoder- 552

only LLMs inferior to smaller encoder-only models 553

for token-level tasks (Ahuja et al., 2023; Le et al., 554

2024; Dukić and Snajder, 2024), but more recent ef- 555

forts suggest that autoregressive LLMs can be post- 556

hoc turned into competitive bidirectional encoders 557

(BehnamGhader et al., 2024; Wang et al., 2024). 558

We thus evaluate a state-of-the-art decoder-turned- 559

encoder Llama 3 8B (LLM2Vec) (BehnamGhader 560

et al., 2024) in translation-based XLT for token 561

classification. Following the original work, we add 562

a linear classifier with dropout on top of LLM2Vec, 563

fine-tuning only the classifier. Figure 3 summa- 564

rizes the results. We observe that much smaller 565

DeBERTa is superior to LLM2Vec in T-Test (i.e., 566

+12.4% on Masakha and 9.9% on xSID) and that 567

T-Test with LLM2Vec even trails zero-shot trans- 568

fer with XLM-R on xSID. In ETT with an XLM- 569

R-based T-Train component, LLM2Vec becomes 570

much more competitive and lags DeBERTa by only 571

1.5% on average, further emphasizing the robust- 572

ness that our ETT ensembling brings to translation- 573

based XLT for token-level tasks. 574

Choice of Word Aligner. We next ablate the im- 575

pact of the WA model on downstream transfer 576

performance. We compare the widely used Awe- 577

some (Dou and Neubig, 2021; van der Goot et al., 578

2021; Chen et al., 2023; Le et al., 2024), based 579

on mBERT, with the more recent AccAlign (Wang 580

et al., 2022), which resorts to the multilingual sen- 581
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Masakha xSID

-5

ZS

+5

+10

+15

+20

Abs.
  

+19.8

+3.4

+7.4

-6.5

+19.7

+6.6

+16.6

+5.1

T-Test: D
T-Test: L

ETT: X + D
ETT: X + L

Figure 3: Results for translation-based XLT with
LLM2Vec (L) vs. DeBERTa (D), relative to zero-shot
XLT performance with XLM-R (X). We denote the en-
sembles as ⋆ + •, where ⋆ refers to the T-Train and •
to the T-Test component.

Masakha xSID Avg

Translate-Train

AccAlign 67.1±1.2 82.7±0.8 75.0±1.0

AccAlginnoft 66.7±1.1 82.9±0.5 74.9±1.0

Awesomenoft 64.4±1.3 79.8±0.8 72.7±1.2

Translate-Test

AccAlign 72.3±0.5 80.2±0.3 76.3±0.4

AccAlginnoft 70.4±0.5 79.6±0.3 75.0±0.4

Awesomenoft 65.1±0.4 74.8±0.3 70.0±0.4

Table 4: Comparison of translation-based XLT with
different WAs; noft denotes vanilla WAs without fine-
tuning. Results with XLM-R

tence encoder LaBSE. Both WAs were released in582

vanilla and fine-tuned variants. For the latter, the583

underlying mLM is explicitly fine-tuned with word-584

alignment objectives on parallel data (Dou and Neu-585

big, 2021; Wang et al., 2022). Table 4 shows the re-586

sults of the WA comparison. Without WA-specific587

fine-tuning, AccAlign outperforms Awesome by588

2.2% for T-Train and 5.0% for T-Test, respec-589

tively. The results are mixed w.r.t. explicit WA590

fine-tuning: the fine-tuned AccAlign yields virtu-591

ally no gains in T-Train, but it does bring a small592

performance boost (1.3%) in T-Test. This is in593

line with findings from Chen et al. (2023), who594

report similar behavior for Awesome. We hypoth-595

esize that the limited size and language diversity596

of WA fine-tuning limits the generalization to a597

broader set of (low-resource) languages, as evalu-598

ated in our work.599

Translation Quality. Commercial MT models are600

typically considered to produce superior translation601

quality compared to their publicly available coun-602

terparts. To evaluate the impact of the MT model603

Masakha xSID Avg

Translate-Test

NLLB D 72.6±0.4 80.2±0.4 76.4±0.4

GT D 74.9±0.4 81.2±0.4 78.1±0.4

Ensemble-Train-Test

NLLB + NLLB X + D 71.9±0.6 83.4±0.9 77.7±0.8

NLLB + GT X + D 73.0±0.6 83.2±0.9 78.1±0.8

Table 5: Results for translation-based XLT using differ-
ent MT models for T-Test: NLLB and Google Trans-
late (GT). Results with XLM-R (X) and DeBERTa (D).
We denote the ensembles as ⋆ + •, where ⋆ refers to the
T-Train and • to the T-Test component. Scores for
Masakha differ as GT does not support all languages.

on token-level translation-based XLT, we generate 604

translations using Google Translate (GT), which 605

serves as a representative example of a commercial 606

MT model. We report results for T-Test and ETT 607

only (Table 5) as prior work already demonstrated 608

that translation quality has a less pronounced im- 609

pact on T-Train (Artetxe et al., 2023; Ebing and 610

Glavaš, 2024). For T-Test, we find that GT out- 611

performs NLLB by 1.7% on average. Nevertheless, 612

the gains obtained by a more powerful MT model 613

are on par with the performance improvements in- 614

troduced by using our ensemble (ETT) with NLLB 615

only. Additionally, the difference in ETT perfor- 616

mance between GT and NLLB is negligible (0.4%), 617

which once more points to the robustness that ETT 618

brings to XLT for token classification tasks. 619

5 Conclusion 620

In this work, we thoroughly investigated the role 621

of word aligners (WAs) in translation-based cross- 622

lingual transfer for token classification tasks. Our 623

evaluation on two established benchmarks covering 624

29 languages, revealed that low-level design deci- 625

sions related to label projection via WA can have a 626

substantial effect on translation-based XLT strate- 627

gies, in particular translate-test. We then showed 628

that an optimized application of WA-based label 629

projection can match or even surpass the transfer 630

performance of recent marker-based approaches 631

(Chen et al., 2023; Le et al., 2024), contrary to their 632

findings. Further, we proposed a more sophisti- 633

cated WA-based transfer approach that ensembles 634

predictions of translate-train and translate-test. We 635

demonstrated that the proposed ensemble not only 636

substantially increases transfer performance but 637

also reduces the sensitivity to low-level design de- 638

cisions of WA-based label projection. 639
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6 Limitations640

We focused on systematically exploring the design641

choices relevant for translation-based XLT using642

WA. However, our study is limited by the preva-643

lent practice of creating new evaluation datasets by644

translating the data from an existing high-resource645

language to the desired (new) language. This ap-646

plies to xSID and some languages of Masakha. The647

resulting data may contain distinct characteristics648

that stem from the translation process often referred649

to as translationese. Prior work (Artetxe et al.,650

2020) stated that translation-based XLT strategies651

might lead to the exploitation of translationese,652

slightly overestimating the true performance.653

For the proposed filtering strategies, we strove654

for simple and task-agnostic designs. We are aware655

that the presented filtering strategies are only an ex-656

cerpt from the endless search space of possible op-657

tions. However, the contribution of our work does658

not focus on fully exploring the design space of659

filtering strategies but demonstrating that filtering660

strategies for WAs may have a substantial impact661

on the XLT performance. Further, we show that662

our proposed ensemble successfully mitigates the663

observed performance variations making subopti-664

mal filtering strategies less influential for the final665

XLT performance.666

Our span mapping approach assumes that the667

labeled spans projected from the source language668

sentence S to the target language sentence T̂ for669

T-Train (or Ŝ to T for T-Test) are continuous—670

such that a single labeled span from the source671

language sentence may not be split into multiple la-672

beled spans in the target language sentence. This is673

an (overly) simplifying assumption that might not674

hold for all pairs of source-to-target (or target-to-675

source) translations. In our evaluation, the assump-676

tion does not hold for some German and Dutch ex-677

amples in the xSID dataset because the languages678

allow for sentence final verbs. Therefore, a sin-679

gle slot may be split into discontinuous labeled680

spans during translation. Nevertheless, our empir-681

ical evaluation shows strong results even for Ger-682

man and Dutch indicating that the appearance of683

discontinuous labeled spans is not too common.684
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nen. 2023. Transfer-free data-efficient multilingual881
slot labeling. In Proceedings of the 2023 Conference882
on Empirical Methods in Natural Language Process-883
ing, pages 6041–6055, Singapore. Association for884
Computational Linguistics.885

Sebastian Ruder, Noah Constant, Jan Botha, Aditya Sid-886
dhant, Orhan Firat, Jinlan Fu, Pengfei Liu, Junjie887
Hu, Dan Garrette, Graham Neubig, and Melvin John-888
son. 2021. XTREME-R: Towards more challenging889
and nuanced multilingual evaluation. In Proceedings890
of the 2021 Conference on Empirical Methods in891
Natural Language Processing, pages 10215–10245,892
Online and Punta Cana, Dominican Republic. Asso-893
ciation for Computational Linguistics.894

Fabian David Schmidt, Ivan Vulić, and Goran Glavaš.895
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A Translation Data974

For Masakha (Adelani et al., 2022) and xSID975

(van der Goot et al., 2021), we concatenated the pre-976

tokenized input on whitespace before translation.977

We deviate from this for the Chinese data in xSID,978

where we merge Chinese tokens without whites-979

pace. Additionally, the dialect South Tyrol (de-st)980

in xSID is not supported by NLLB. We translate981

the dialect pretending it to be German (i.e., using982

the German language code) as it is closely related983

to the latter. Further, the Serbian (sr) data in xSID984

is written in Latin script, whereas NLLB was only985

trained in Serbian Cyrillic script. We accessed all986

datasets through the Hugging Face library and en-987

sured compliance with the licenses.988

B Word Alignment989

For our main experiments, we use the neural990

word aligner AccAlign (Wang et al., 2022),991

accessed through the following repository:992

https://github.com/sufenlp/AccAlign. Addition-993

ally, we employ Awesome (Dou and Neubig, 2021)994

with the code provided in the following repository:995

https://github.com/neulab/awesome-align. We996

follow the hyperparameter configuration proposed997

by the authors. We ensure compliance with the998

license for Awesome (BSD 3-Clause). We could999

not find licensing information for AccAlign.1000

C Easy1001

The code and data of Easy is released under the1002

MIT license. We used the publicly released data1003

for Masakha. For xSID, we produced our own1004

translated data by adopting the existing code. We1005

followed their implementation for Masakha closely.1006

Easy (Chen et al., 2023) requires fine-tuning NLLB1007

for preserving inserted tags (i.e., preserving "[" and1008

"]" around labeled spans). Hence, we leverage their1009

publicly released 3.3B parameter checkpoint from1010

Chen et al. (2023) for translation. We accessed it1011

through the Hugging Face library.1012

D Codec1013

The authors of Codec did not release the translated1014

data but published the source code instead. We1015

created our own translated data for Masakha fol-1016

lowing their implementation. Further, we extended1017

their implementation to produce the translated data1018

for xSID. We adhered to the hyperparameters in1019

their repository and followed the existing imple-1020

mentation closely. The translations for Codec are1021

obtained using vanilla (i.e., non fine-tuned) NLLB. 1022

However, the constrained decoding (i.e., insert- 1023

ing the tags post-translation) requires a fine-tuned 1024

NLLB that is able to preserve/insert tags. There- 1025

fore, for constrained decoding, we follow Le et al. 1026

(2024) using the fine-tuned 600M parameter ver- 1027

sion of NLLB released by Chen et al. (2023). We 1028

could not find licensing information for Codec. 1029

E Detailed Experimental Setup 1030

We train both tasks (NER and SL) for 10 epochs 1031

using an effective batch size of 32. In case we can 1032

not fit the desired batch size, we utilize gradient 1033

accumulation. The learning rate is set to 1e−5 with 1034

a weight decay of 0.01. We implement a linear 1035

schedule of 10% warm-up and employ mixed pre- 1036

cision. For the LLM2Vec experiments, we deviate 1037

from this setting as we only fine-tune the classi- 1038

fier. Following BehnamGhader et al. (2024), we 1039

set the learning rate to 5e−4. We evaluate mod- 1040

els at the last checkpoint of training. We use the 1041

seqeval F1 implementation accessed through the 1042

Hugging Face library. Further, we access our down- 1043

stream models—XLM-RoBERTa Large, DeBER- 1044

TaV3 Large, and LLM2Vec Llama 3 8B Instruct 1045

MNTP—through the Hugging Face library. All 1046

translations were run on a single A100 with 40GB 1047

VRAM, and all downstream training and evalua- 1048

tion runs were completed on a single V100 with 1049

32GB VRAM. We estimate the GPU time to 4000 1050

hours across all translations and downstream fine- 1051

tunings. 1052

Languages. 1053

MasakhaNER2.0. Our experiments cover 18 out of 1054

20 languages that are supported by NLLB. Note 1055

that Google Translate (GT) does not support all 18 1056

languages. Following, we mark the 11 languages 1057

that are supported by GT with an additional as- 1058

terisk: Bambara (bam)*, Ewé (ewe)*, Fon (fon), 1059

Hausa (hau)*, Igbo (ibo)*, Kinyarwanda (kin)*, 1060

Luganda (lug), Luo (luo), Mossi (most), Chichewa 1061

(nya), chiShona (sna)*, Kiswahili (saw)*, Setswana 1062

(tsn), Akan/Twi (twi)*, Wolof (wol), isiXhosa 1063

(xho)*, Yorùrbá (yor)*, and isiZulu (zul)*. 1064

xSID. We evaluate 11 languages all covered by 1065

NLLB and GT: Arabic (ar), Danish (da), German 1066

(de), South-Tyrolean (de-st), Indonesian (id), Ital- 1067

ian (it), Kazakh (kk), Dutch (nl), Serbian (sr), 1068

Turkish (tr), and Chinese (zh). Following Razu- 1069

movskaia et al. (2023), we excluded Japanese from 1070

the evaluation because it only has half of the vali- 1071
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dation and test instances and spans only a fraction1072

of entities compared to the other languages.1073

Filtering Strategy. We use a greedy approach to1074

explore the various design options (§4.1). We start1075

with the selection of the filtering strategy, followed1076

by our pre-tokenization experiments. For the explo-1077

ration of the filtering strategy, we apply whitespace1078

pre-tokenization (WS-TOK).1079

Pre-Tokenization. For the per-tokenization1080

experiments, we filter the translated training1081

data based on COMP-INS+COMP-SRC+COMP-TGT.1082

For T-Test, we apply RSTR-TGT. Language-1083

specific tokenization (LS-TOK) is done with the1084

MosesTokenizer from the Sacremoses library1085

(https://github.com/hplt-project/sacremoses),1086

except for Chinese, where we use jieba1087

(https://github.com/fxsjy/jieba). Both tokenizers1088

are released under the MIT license.1089

Main Results and Further Findings. As sug-1090

gested by the findings of our preliminary ex-1091

periments, we apply whitespace pre-tokenization1092

(WS-TOK) for T-Train, except for Chinese in1093

xSID, where we use language-specific tokenization1094

(LS-TOK). For T-Test, we use language-specific1095

pre-tokenization (LS-TOK). We utilize the same1096

filtering as for the pre-tokenization experiments:1097

COMP-INS+COMP-SRC+COMP-TGT for T-Train and1098

RSTR-TGT for T-Test.1099
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F Detailed Results: Filtering Strategies

bam ewe fon hau ibo kin lug luo mos nya sna swa tsn twi wol xho yor zul Avg

Translate-Train

NO-FILT 43.8 78.4 72.9 66.7 62.9 70.2 79.6 69.7 58.9 65.2 72.5 84.4 69.1 57.3 63.3 63.2 33.7 67.1 65.5
COMP-INS 45.5 78.4 76.0 66.5 62.8 69.5 79.4 70.2 59.9 66.1 73.1 84.1 69.0 56.6 65.8 62.8 32.9 66.5 65.8
COMP-INS + COMP-TGT 50.9 77.8 76.0 66.5 62.5 69.0 80.4 70.4 60.4 65.4 73.0 83.6 68.9 55.9 67.0 63.1 33.2 64.7 66.0
COMP-INS + COMP-TGT + COMP-SRC 51.2 78.8 76.5 66.5 63.7 69.7 80.0 70.0 60.3 66.2 73.1 83.6 68.2 60.8 67.3 63.4 32.6 66.3 66.6

Translate-Test

NO-FILT 26.2 49.0 40.0 55.5 43.3 55.7 58.6 52.9 36.6 51.9 52.6 55.3 52.6 54.3 42.9 30.9 29.0 45.7 46.3
RSTR-TGT 37.6 68.9 58.0 61.7 55.5 67.1 70.9 61.6 46.4 64.7 60.9 67.4 63.2 61.6 55.6 43.1 43.0 55.5 57.9
COMP-TGT 32.5 52.0 47.2 56.9 44.5 56.8 59.7 55.2 40.6 52.9 53.0 55.7 54.1 59.6 46.0 31.5 32.8 46.2 48.7
COMP-SRC 28.9 47.7 41.5 56.3 43.4 55.6 58.8 54.0 35.1 52.1 52.7 54.5 51.8 56.4 44.2 30.8 28.7 45.9 46.6
COMP-TGT + COMP-SRC 34.4 50.5 47.9 57.4 44.6 56.7 59.8 55.7 38.8 53.0 53.0 54.8 53.1 61.1 46.5 31.4 32.7 46.4 48.8
RSTR-TGT + COMP-TGT 36.8 67.7 52.4 62.9 55.9 66.8 71.6 62.5 45.0 65.0 61.0 68.0 64.2 61.1 57.0 43.6 43.4 55.6 57.8
RSTR-TGT + COMP-SRC 41.7 68.2 60.5 62.6 55.8 67.0 71.2 63.0 45.4 65.0 61.1 66.8 62.6 64.0 57.5 43.1 42.9 55.7 58.6
RSTR-TGT + COMP-TGT + COMP-SRC 39.1 66.6 53.2 63.5 56.1 66.7 71.7 63.1 43.4 65.1 61.1 67.2 63.3 62.7 57.8 43.5 43.4 55.8 58.0

Table 6: Results for translation-based XLT evaluated on the Masakha validation data utilizing different filtering
strategies. We use XLM-R.

ar da de de-st id it kk nl sr tr zh Avg

Translate-Train

NO-FILT 85.4 81.8 88.3 60.3 86.2 89.8 70.5 94.1 85.7 85.9 - 82.8
COMP-INS 85.1 82.4 88.7 58.3 86.0 90.1 70.7 93.3 84.6 88.0 - 82.7
COMP-INS + COMP-TGT 84.9 81.9 87.8 59.3 85.3 86.7 69.8 90.9 86.6 86.6 - 82.0
COMP-INS + COMP-TGT + COMP-SRC 86.3 81.3 86.7 58.8 85.0 88.1 69.6 91.3 86.2 86.5 - 82.0

Translate-Test

NO-FILT 68.1 75.6 74.4 51.9 73.1 76.6 51.7 80.2 69.9 66.6 61.6 68.2
RSTR-TGT 73.6 78.1 82.7 57.3 73.5 83.4 61.7 86.4 75.9 75.1 75.4 74.8
COMP-TGT 68.4 75.5 79.4 53.8 74.3 75.5 59.8 79.8 70.6 74.9 74.6 71.5
COMP-SRC 67.2 74.3 73.4 51.7 71.5 75.5 50.4 78.9 68.2 65.2 61.0 67.0
COMP-TGT + COMP-SRC 67.4 74.3 78.8 53.4 72.8 74.8 59.0 78.9 68.7 72.8 73.5 70.4
RSTR-TGT + COMP-TGT 74.1 77.9 81.7 57.6 74.0 82.1 60.1 84.6 76.3 73.8 74.9 74.3
RSTR-TGT + COMP-SRC 72.9 77.0 82.0 57.2 71.9 82.5 60.8 85.2 74.3 73.9 75.1 73.9
RSTR-TGT + COMP-TGT + COMP-SRC 73.3 76.7 81.1 57.3 72.4 81.6 59.3 83.8 74.5 71.7 73.8 73.2

Table 7: Results for translation-based XLT evaluated on the xSID validation data utilizing different filtering
strategies. We use XLM-R. For T-Train, we excluded Chinese (zh) since experiments were run with whitespace
pre-tokenization (WS-TOK).

G Detailed Results: Pre-Tokenization

bam ewe fon hau ibo kin lug luo mos nya sna swa tsn twi wol xho yor zul Avg

Translate-Train

WS-TOK 51.2 78.8 76.5 66.5 63.7 69.7 80.0 70.0 60.3 66.2 73.1 83.6 68.2 60.8 67.3 63.4 32.6 66.3 66.6
LS-TOK 49.4 77.9 75.3 66.7 58.4 68.8 80.2 70.7 61.3 65.9 73.7 83.4 69.8 59.2 66.9 63.8 32.3 66.8 66.1

Translate-Test

WS-TOK 37.6 68.9 58.0 61.7 55.5 67.1 70.9 61.6 46.4 64.7 60.9 67.4 63.2 61.6 55.6 43.1 43.0 55.5 57.9
LS-TOK 50.8 82.5 74.8 67.0 71.5 78.8 86.8 76.2 55.2 75.8 82.0 81.9 76.1 68.8 66.1 62.9 54.7 69.4 71.2

Table 8: Results for translation-based XLT evaluated on the Masakha validation data utilizing different pre-
tokenization strategies. We use XLM-R.
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ar da de de-st id it kk nl sr tr zh Avg

Translate-Train

WS-TOK 86.3 81.3 86.7 58.8 85.0 88.1 69.6 91.3 86.2 86.5 - 82.0
LS-TOK 86.4 81.4 87.8 57.4 85.8 87.3 69.7 90.8 83.8 86.3 86.2* 81.6

Translate-Test

WS-TOK 73.6 78.1 82.7 57.3 73.5 83.4 61.7 86.4 75.9 75.1 75.4 74.8
LS-TOK 79.1 81.3 89.7 62.7 78.7 89.6 69.9 92.9 80.4 81.7 82.7 80.8

Table 9: Results for translation-based XLT evaluated on the xSID validation data utilizing different pre-tokenization
strategies. We use XLM-R. Results marked with * are excluded from the average.

H Detailed Results: Main Results and Further Findings

bam ewe fon hau ibo kin lug luo mos nya sna swa tsn twi wol xho yor zul Avg

ZS 43.4 72.8 61.0 73.5 49.9 46.3 64.9 55.0 56.1 51.1 34.4 88.1 51.5 49.5 56.2 22.2 35.1 41.5 52.9

Translate-Train

AccAlign X WS-TOK NLLB 49.2 74.1 72.1 73.1 72.2 58.6 76.4 63.5 58.2 66.2 70.9 83.2 76.5 64.1 63.9 69.6 40.2 75.6 67.1
AccAlign† X WS-TOK NLLB 53.3 74.0 71.3 73.6 71.0 58.8 75.5 64.2 55.6 67.6 68.7 83.6 76.1 64.5 61.9 69.4 39.3 72.6 66.7
Awesome† X WS-TOK NLLB 51.3 73.8 65.6 73.6 70.0 56.7 74.4 64.6 50.8 67.3 68.4 82.2 75.3 62.4 58.9 61.0 38.4 64.7 64.4
Easy X - NLLB 54.2 75.4 71.1 73.0 64.6 66.3 77.5 63.8 51.3 68.3 57.2 84.1 74.7 63.7 63.3 71.3 37.0 70.6 66.0
Codec X - NLLB 51.2 74.1 68.9 73.4 65.5 64.7 75.4 64.7 53.9 68.3 70.9 84.2 73.5 65.2 65.6 70.2 39.4 75.3 66.9

Translate-Test

AccAlign X LS-TOK NLLB 54.7 79.1 72.4 74.0 73.9 70.4 83.8 73.3 52.7 78.6 81.2 83.1 79.2 70.0 66.1 72.8 57.8 78.5 72.3
AccAlign† X LS-TOK NLLB 54.1 76.3 69.1 73.4 72.4 69.6 82.7 71.4 48.2 77.6 80.0 81.7 79.4 70.5 62.8 71.1 49.4 77.0 70.4
Awesome† X LS-TOK NLLB 46.3 72.4 58.6 69.4 75.3 65.0 81.6 72.1 42.4 78.4 66.3 80.0 78.3 68.9 53.4 52.1 47.7 64.3 65.1
AccAlign D LS-TOK NLLB 54.3 79.2 73.3 74.5 75.1 71.2 84.0 75.0 52.5 79.1 81.6 83.7 79.3 70.2 66.3 72.9 57.6 78.2 72.7
AccAlign X WS-TOK NLLB 44.6 69.6 55.8 63.3 59.1 58.4 72.9 60.2 40.7 68.2 60.8 68.3 63.7 60.9 55.2 61.8 46.2 62.1 59.5
AccAlign D WS-TOK NLLB 44.3 69.7 56.2 63.8 59.9 58.9 72.6 61.6 40.4 68.7 61.4 68.8 64.3 61.3 55.8 61.7 46.2 61.7 59.8
AccAlign X LS-TOK GT 60.9 79.3 - 73.4 78.0 71.7 - - - - 83.4 85.2 - 71.3 - 75.0 63.7 78.2 -
AccAlign D LS-TOK GT 60.2 79.4 - 74.1 79.1 72.3 - - - - 83.9 85.9 - 72.9 - 75.1 62.2 78.4 -
AccAlign ShL LS-TOK NLLB 50.0 66.9 62.6 61.9 59.1 58.7 67.1 61.6 43.5 70.7 64.4 71.8 70.0 59.4 57.3 59.4 44.9 60.8 60.6
AccAlign L LS-TOK NLLB 46.2 68.1 61.0 62.1 58.0 56.9 69.9 60.9 43.0 69.0 67.8 72.5 66.7 56.4 56.9 59.3 45.5 65.5 60.3
Codec X - NLLB 54.5 78.8 67.4 72.9 72.8 77.6 83.6 72.8 49.4 78.1 79.3 82.2 79.2 72.5 67.3 72.5 58.4 77.1 72.0
Codec D - NLLB 54.3 79.1 68.0 73.3 73.9 78.2 83.5 74.2 48.8 79.0 79.8 82.9 79.3 73.1 67.8 72.6 58.0 77.0 72.4

Ensembling-Translate-Train

AccAlign + AccAlign X + X WS- + WS-TOK NLLB 57.0 79.1 74.3 72.6 77.6 63.5 81.8 69.8 59.4 74.9 75.6 83.8 78.4 66.3 67.6 72.0 52.6 78.7 71.4
AccAlign + AccAlign X + X WS- + LS-TOK NLLB 57.3 78.5 75.7 72.8 79.0 64.1 82.5 70.3 60.2 75.3 77.2 84.3 78.9 66.7 68.0 72.4 53.5 78.8 72.0
AccAlign + AccAlign X + D WS- + WS-TOK NLLB 56.9 79.5 75.2 73.3 79.0 64.2 81.7 71.5 59.3 75.6 76.4 83.9 79.3 67.5 68.3 72.8 53.0 79.1 72.0
AccAlign + AccAlign X + D WS- + LS-TOK NLLB 57.0 79.2 76.4 73.5 80.6 64.7 82.7 71.9 60.2 76.0 77.5 84.2 79.9 68.3 68.8 72.9 53.9 79.1 72.6
AccAlign + AccAlign X + D WS- + LS-TOK GT 61.0 79.0 - 73.6 81.1 64.9 - - - - 78.5 85.0 - 67.8 - 74.0 58.2 80.0 -
AccAlign + AccAlign X + ShL WS- + LS-TOK NLLB 55.6 76.5 73.4 73.0 75.7 60.5 78.9 66.4 58.6 71.3 73.1 83.3 78.1 64.3 66.5 70.5 46.3 76.3 69.3
AccAlign + AccAlign X + L WS- + LS-TOK NLLB 53.9 77.2 74.2 72.9 74.2 60.5 80.0 67.1 58.2 72.1 74.1 83.1 78.0 63.8 67.2 70.5 47.2 77.5 69.5
Easy + AccAlign X + D - + LS-TOK NLLB 58.0 79.2 74.0 73.3 76.4 64.5 83.2 71.1 56.3 77.8 72.6 85.2 78.7 68.6 68.3 73.8 53.6 76.3 71.7
Codec + AccAlign X + D - + LS-TOK NLLB 55.4 79.2 74.9 73.5 77.7 63.4 82.4 72.2 57.9 77.4 77.6 85.0 77.9 69.3 69.4 74.0 54.3 79.1 72.3

Table 10: Main results for translation-based XLT evaluated on Masakha using different WAs, pre-tokenizations, and
MT models. We use XLM-R (X), DeBERTa (D), LLM2Vec Sheared-Llama 1.3B (ShL), and LLM2Vec LLama 3
8B (L). We denote the ensembles as ⋆ + •, where ⋆ refers to the T-Train and • to the T-Test component. WAs
marked with † are not fine-tuned. Results for languages indicated with - are not supported by the MT model.
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ar da de de-st id it kk nl sr tr zh Avg

ZS 71.5 85.6 80.8 43.9 86.8 88.2 80.8 88.8 79.0 81.5 57.4 76.8

Translate-Train

AccAlign X WS-TOK NLLB 82.6 76.0 86.1 62.2 87.4 88.1 86.0 85.5 85.0 85.3 85.1 82.7
AccAlign† X WS-TOK NLLB 81.8 76.4 87.7 63.8 82.9 87.8 85.7 85.4 86.6 87.2 86.7 82.9
Awesome† X WS-TOK NLLB 79.1 77.1 85.6 61.3 82.7 87.3 74.3 85.8 84.5 77.7 82.4 79.8
Easy X - NLLB 83.0 84.0 89.4 62.2 86.3 87.5 89.2 88.3 81.4 86.3 80.5 83.4
Codec X - NLLB 81.9 84.6 88.7 62.5 89.8 88.5 85.1 89.9 82.7 81.2 84.4 83.6

Translate-Test

AccAlign X LS-TOK NLLB 78.8 76.0 86.3 60.9 78.8 88.1 82.5 87.5 79.8 81.3 82.3 80.2
AccAlign† X LS-TOK NLLB 77.8 75.4 84.8 59.6 79.3 85.7 82.1 86.8 80.0 82.0 82.6 79.6
Awesome† X LS-TOK NLLB 73.8 74.9 84.8 59.2 71.0 84.8 63.0 87.2 77.1 70.8 76.4 74.8
AccAlign D LS-TOK NLLB 79.3 75.8 85.6 59.1 80.0 88.7 82.5 86.7 80.0 82.2 82.1 80.2
AccAlign X WS-TOK NLLB 72.9 70.6 79.1 55.7 72.2 81.2 74.2 82.0 73.8 72.9 72.6 73.4
AccAlign D WS-TOK NLLB 73.4 70.2 77.9 53.6 73.3 82.2 74.2 80.7 73.8 73.4 72.5 73.2
AccAlign X LS-TOK GT 80.5 76.5 86.4 61.8 78.6 88.2 83.8 87.0 82.2 81.6 86.2 81.2
AccAlign D LS-TOK GT 80.5 76.5 85.6 59.3 79.6 89.3 84.0 87.1 83.4 82.4 85.7 81.2
AccAlign ShL LS-TOK NLLB 68.4 68.3 76.8 51.6 68.6 77.7 72.2 78.1 70.7 72.2 73.3 70.7
AccAlign L LS-TOK NLLB 68.6 69.2 76.1 50.1 69.9 76.9 70.4 77.8 70.8 71.1 72.8 70.3
Codec X LS-TOK NLLB 79.0 81.9 86.1 60.4 84.8 88.4 83.0 86.5 72.4 83.6 67.0 79.4
Codec D LS-TOK NLLB 79.9 81.8 85.5 58.8 85.8 89.0 83.2 86.0 72.9 84.2 67.5 79.5

Ensembling-Translate-Train

AccAlign + AccAlign X + X WS- + WS-TOK NLLB 80.9 75.1 85.9 63.1 88.1 89.2 81.4 86.3 82.7 81.5 80.4 81.3
AccAlign + AccAlign X + X WS- + LS-TOK NLLB 82.0 76.3 88.2 64.5 88.7 89.6 86.5 86.4 82.9 85.0 85.0 83.2
AccAlign + AccAlign X + D WS- + WS-TOK NLLB 81.2 75.0 85.8 61.7 88.2 89.9 81.1 86.6 82.6 81.7 79.6 81.2
AccAlign + AccAlign X + D WS- + LS-TOK NLLB 82.4 76.1 88.2 64.2 89.0 90.0 86.6 87.2 83.1 85.3 84.8 83.4
AccAlign + AccAlign X + D WS- + LS-TOK GT 82.4 75.8 87.1 64.3 87.7 89.8 86.5 86.3 84.4 84.2 86.4 83.2
AccAlign + AccAlign X + ShL WS- + LS-TOK NLLB 81.2 76.2 87.4 63.6 87.7 89.6 86.0 86.1 83.7 84.7 84.5 82.8
AccAlign + AccAlign X + L WS- + LS-TOK NLLB 79.7 76.4 87.3 61.8 86.1 88.4 85.4 86.1 82.9 83.3 84.0 81.9
Easy + AccAlign X + D - + LS-TOK NLLB 81.1 81.2 89.7 64.4 89.0 90.6 85.7 90.4 82.7 82.4 84.5 83.8
Codec + AccAlign X + D - + LS-TOK NLLB 82.5 75.3 89.1 62.7 87.6 88.7 87.1 89.2 81.8 85.3 81.3 82.8

Table 11: Main results for translation-based XLT evaluated on xSID using different WAs, pre-tokenizations, and
MT models. We use XLM-R (X), DeBERTa (D), LLM2Vec Sheared-Llama 1.3B (ShL), and LLM2Vec LLama 3
8B (L). We denote the ensembles as ⋆ + •, where ⋆ refers to the T-Train and • to the T-Test component. WAs
marked with † are not fine-tuned. For T-Train, we pre-tokenize Chinese (zh) with LS-TOK.
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