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Abstract001

Recent progress in large language models002
(LLMs) has enabled the development of au-003
tonomous web agents capable of navigating004
and interacting with real websites. However,005
evaluating such agents remains challenging due006
to the instability and inconsistency of exist-007
ing benchmarks, which often rely on dynamic008
content or oversimplified simulations. In this009
work, we introduce WebArXiv, a static and010
time-invariant benchmark comprising 275 web-011
based tasks grounded in the arXiv platform.012
WebArXiv ensures reproducible and reliable013
evaluation by anchoring tasks in fixed web014
snapshots with deterministic ground truths and015
standardized action trajectories. Through be-016
havioral analysis, we identify a common fail-017
ure mode, Rigid History Reflection, where018
agents over-rely on fixed interaction histories.019
To address this, we propose a lightweight dy-020
namic reflection mechanism that allows agents021
to selectively retrieve relevant past steps during022
decision-making. We evaluate ten state-of-the-023
art web agents on WebArXiv. Results demon-024
strate clear performance differences across025
agents and validate the effectiveness of our pro-026
posed reflection strategy. We release our open-027
sourced code at https://anonymous.4open.028
science/r/74E4423BVNW.029

1 Introduction030

The rapid advancement of large language models031

(LLMs), such as GPT-4 (OpenAI, 2023a) and Gem-032

ini (Georgiev et al., 2023), has led to the emergence033

of autonomous web agents capable of performing034

complex tasks on real-world websites (Garg et al.,035

2025). These agents combine vision-language rea-036

soning with interactive decision-making to auto-037

mate activities such as academic search (He et al.,038

2024a), job applications, and e-commerce naviga-039

tion (Verma et al., 2024). As their applications040

expand across domains, the need for systematic041

evaluation protocols becomes increasingly critical042

(Yehudai et al., 2025). Reliable benchmarks are es- 043

sential not only for measuring progress, but also for 044

enabling reproducible research and supporting rein- 045

forcement learning-based agent training (Le Sellier 046

De Chezelles et al., 2024; Song et al., 2025). 047

Despite recent efforts to develop frameworks for 048

web agents, existing benchmarks face key limita- 049

tions. Many tasks rely on real-time web content, 050

which continuously evolves, resulting in volatile an- 051

swers and unstable ground truths (Pan et al., 2024; 052

Yoran et al., 2024). For example, benchmarks like 053

WebVoyager (He et al., 2024b) operate on live web- 054

sites, where answers to tasks such as “How many 055

recent papers mention X?” or “What are the latest 056

arXiv news” change frequently. Other benchmarks 057

such as Mind2Web (Deng et al., 2023) and We- 058

bArena (Zhou et al., 2024) adopt simplified simula- 059

tors or fixed action traces, which fail to reflect the 060

dynamic complexity of real browsing environments. 061

These limitations give rise to two major challenges 062

for real-environment benchmarks: (1) Ground truth 063

instability: Many tasks depend on live or frequently 064

updated web content, leading to answer drift over 065

time. This results in inconsistent or outdated la- 066

bels, which hinders reproducible supervision and 067

undermines the validity of benchmarks. (2) Eval- 068

uation inconsistency: Even with well-defined task 069

objectives, dynamic web environments often cause 070

unpredictable UI behaviors, shifting layouts, and 071

content drift. These factors obscure the source of 072

model failures, making it difficult to attribute er- 073

rors and hindering fair and consistent comparisons 074

across agents. 075

To address the aforementioned challenges, we 076

present WebArXiv, a benchmark that supports 077

static and consistent evaluation of web agents. We- 078

bArXiv comprises a suite of tasks sourced from 079

the arXiv platform, all grounded in static and time- 080

invariant webpage content. This ensures that task 081

answers remain stable over time, mitigating noise 082

caused by dynamic content drift. In addition, 083
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WebArXiv provides standardized baseline, with084

prompts, reference action trajectories, and deter-085

ministic ground truths, enabling fair comparisons086

across diverse models in a consistent, real-world087

environment. All answers are precisely defined088

and machine-verifiable, eliminating the need for089

manual inspection and ensuring reliable evaluation090

unaffected by web drift or API changes.091

In analyzing the behavioral patterns of existing092

web agents, we identified a common failure mode,093

Rigid History Reflection: most agents retain a fixed094

number of past interaction steps but fail to assess095

their relative importance. This often leads to agents096

attending irrelevant content or repeating previous097

actions. To investigate this issue, we introduce098

a lightweight reflection mechanism that enables099

agents to selectively retrieve the most relevant prior100

step before making each decision.101

Finally, we evaluate ten state-of-the-art large102

multimodal web agents on the WebArXiv bench-103

mark, such as GPT-4o OpenAI (2024a) and Gemini-104

2.0 DeepMind (2025). The evaluation results105

provide a clear view of baseline performance,106

provides well-aligned experimental comparisons107

across agents, and empirically demonstrates the ef-108

fectiveness of our proposed reflection mechanism.109

Our contributions are summarized as follows:110

• We introduce WebArXiv, a static and time-111

invariant benchmark for evaluating multi-112

modal web agents.113

• We propose a lightweight dynamic reflection114

mechanism to to improve upon rigid history115

usage in web agent decision-making.116

• We conduct a comprehensive evaluation of117

ten state-of-the-art web agents on WebArXiv,118

demonstrating clear baseline performance and119

validating the effectiveness of our method.120

2 Related Work121

Large language models (LLMs) have continued122

to demonstrate strong capabilities in reasoning,123

problem-solving, and natural language understand-124

ing (Touvron et al., 2023; Luo et al., 2025).125

This progress has spurred the development of au-126

tonomous LLM-powered agents for complex web127

navigation tasks, which involve interpreting open-128

ended instructions and executing multi-step inter-129

actions (Gravitas, 2023; Schick et al., 2024; Lutfi130

Eren Erdogan, 2025). While earlier work focused131

on controlled or simulated web environments (Chae132

et al., 2024), recent efforts have shifted toward133

real-world interfaces, exemplified by benchmarks 134

like Mind2Web (Deng et al., 2023) and WebArena 135

(Zhou et al., 2023). 136

Emerging agent architectures include text- 137

finetuned agents like WebGPT (Nakano et al., 138

2023), HTML-pretrained agents such as WebAgent 139

(Iong et al., 2024), and instruction-following agents 140

using lightweight prompting methods for zero-shot 141

decision-making (Yao et al., 2023; Shinn et al., 142

2023). In multimodal web settings, agents like 143

Pix2Act (Shaw et al., 2023) and WebGUM (Furuta 144

et al., 2024) operate directly on screenshots, while 145

SeeAct (Boyuan Zheng, 2024) further combines 146

visual grounding with tool-enhanced candidate se- 147

lection. 148

3 WebArxiv 149

WebArXiv is a static and time-invariant benchmark 150

with 275 tasks aimed to evaluate web agents’ ability 151

to retrieve reliable information from the arXiv plat- 152

form, covering site info, submission rules, search 153

features, paper metadata, and navigation. 154

3.1 Benchmark Construction 155

To construct the WebArXiv dataset, we adopted 156

a hybrid data creation process that combines self- 157

instruct (Kim et al., 2025) with expert-guided re- 158

finement. Inspired by WebVoyager, we defined five 159

distinct and temporally stable categories for We- 160

bArXiv: (1) Website Information & Organizational 161

Details, (2) Rules, Licensing, and User Account 162

Management, (3) Research Paper Discovery & Re- 163

trieval, (4) Advanced Search & Filtering, and (5) 164

Deep Paper Content Extraction. 165

Human experts drafted 100 candidate tasks 166

for each category with the assistance of LLM- 167

generated exemplars, simulating realistic user 168

queries and task intents. To ensure diversity 169

and minimize semantic overlap, we conducted 170

sentence-level semantic similarity analysis using 171

the all-mpnet-base-v2 model, followed by man- 172

ual inspection. After filtering out redundant or 173

overly similar items, 55 high-quality tasks were 174

retained per category. 175

All final task answers were manually verified 176

by three independent annotators to ensure unique- 177

ness, clarity, and temporal invariance. The result- 178

ing dataset provides a reliable and reproducible 179

benchmark for evaluating web agents in a stable 180

academic domain. 181
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Figure 1: WebArXiv task benchmark creation pipeline, illustrating the stages of task generation, LLM filtering, and
expert annotation.

3.2 Annotation182

For each task, annotators review the agent’s full183

action trajectory, including screenshots and inter-184

action steps to make a binary judgment on task185

success. To ensure reliability, all tasks are inde-186

pendently reviewed by three annotators to assess187

inter-annotator agreement.188

Task outcomes are labeled as: Correct: The189

retrieved information exactly matches the gold-190

standard answer. Incorrect: The agent provides191

an incorrect answer or fails to retrieve the required192

content. Partial Correct: The agent’s trajectories193

show that the agent failed is on the right track and194

almost approaching the last step to find out the195

answer.196

3.3 Dynamic Reflection197

Most webagents handles navigation context by re-198

taining the last three interaction steps, capturing re-199

cent visual observations and associated text. How-200

ever, it treats all steps equally, without assessing201

which is most relevant. This leads to two key issues:202

in advanced search tasks, the agent often stalls amid203

dense UI elements; in content-heavy pages, it relies204

on truncated visible text and overlooks useful prior205

views—resulting in loops or incomplete answers.206

To guide the agent’s decision-making at each in-207

teraction step, we implement a dynamic reflection208

mechanism. The model first identifies the most209

relevant of the last three visual observations for rea-210

soning, then combines this with the current view to211

form a context for action generation. The selected212

action is executed, and the interaction history is213

updated accordingly.214

4 Experiment215

4.1 Experiment setup216

Web Agents We evaluate two categories of web217

agents: (1) LLM-driven agents, implemented218

through our developed web agent framework that219

interacts with general-purpose APIs such as GPT-220

4o, GPT-4 Turbo, and Gemini-2.5 (OpenAI, 2024b,221

2023b; DeepMind, 2024), and (2) specialized web222

agents, which are explicitly designed for struc-223

tured web interaction (e.g., SeeAct, LiteWebAgent, 224

OpenWebAgent) (et al., 2023b, 2024, 2023a). De- 225

tailed descriptions of these web agents are provided 226

in the Appendix A. 227

Evaluation Protocol We adopt task success rate 228

as the primary evaluation metric, which measures 229

the proportion of tasks the agent retrieves the cor- 230

rect final answer. Each agent is evaluated on all 231

tasks in the WebArXiv benchmark, and success is 232

determined by comparing the agent’s final response 233

with the verified gold-standard answer. The evalua- 234

tion is conducted under a strict matching criterion 235

to ensure answer accuracy. 236

We performed each task three times and report 237

the averaged results for ten web agents across five 238

task categories in the WebArXiv benchmark. 239

4.2 Main Results 240

WebArXiv provides a fair comparison across varies 241

models with time-invariant arXiv tasks. Exper- 242

iment shows that performance across categories 243

varied significantly. GPT-o1 achieved the highest 244

scores in Platform Information (72.7%) and Paper 245

Retrieval (65.5%), while Gemini-2.5 excelled in 246

Rules & Accounts (57.3%) and Advanced Search & 247

Filters (47.3%). LiteWebAgent led in Deep Paper 248

Extraction (45.5%). However, Advanced Search & 249

Filters continued to be the most challenging cate- 250

gory overall, with only one model exceeding the 251

45% mark. 252

These findings further demonstrate that model 253

size alone does not determine performance on We- 254

bArXiv. In the controlled setting (static, and time- 255

invariant tasks), the ability to interpret prompts and 256

navigate structured content becomes particularly 257

important. GPT-o1 and Gemini-2.5 likely bene- 258

fited from more effective prompting and reasoning 259

strategies, while even smaller models like GPT o4- 260

mini achieved competitive results. This highlights 261

that success in structured, knowledge-centric envi- 262

ronments depends more on prompt sensitivity and 263

reasoning efficiency than on sheer model scale. 264
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Web Agents Platform &
Org Info

Rules &
Accounts

Paper
Retrieval

Adv. Search
& Filters

Deep Paper
Extraction Total (%)

GPT-4-Turbo 43.6% 34.5% 47.3% 25.8% 30.9% 36.4%
GPT-4o 36.1% 29.6% 34.5% 25.7% 38.2% 32.7%
GPT-o1 72.7% 50.3% 65.5% 43.2% 44.5% 56.7%
GPT-o4-mini 52.7% 48.2% 56.4% 29.1% 32.7% 43.8%
Gemini-1.5-pro 47.3% 42.2% 52.7% 34.0% 37.8% 42.9%
Gemini-2.0 34.5% 29.1% 34.8% 25.2% 27.3% 30.6%
Gemini-2.5 65.2% 57.3% 52.7% 47.3% 35.4% 51.1%
SeeAct 28.2% 20.0% 25.7% 20.8% 24.9% 23.6%
LiteWebAgent 43.7% 47.3% 43.4% 32.3% 45.5% 44.0%
OpenWebAgent 34.5% 38.9% 43.6% 34.5% 18.2% 33.8%

Table 1: Task success rates across five arXiv task categories for webagent models.

Web Agents Platform &
Org Info

Rules &
Accounts

Paper
Retrieval

Adv. Search
& Filters

Deep Paper
Extraction Total (%)

GPT-4-Turbo 43.6% 34.5% 47.3% 25.8% 30.9% 36.4%
GPT-4-Turbo + dynamic reflection 52.6% 42.7% 46.4% 30.0% 29.1% 40.2%
GPT-4o 36.1% 29.6% 34.5% 25.7% 38.2% 32.7%
GPT-4o + dynamic reflection 63.6% 60.0% 38.2% 34.5% 52.7% 38.4%
GPT-o1 72.7% 50.3% 65.5% 43.2% 44.5% 56.7%
GPT-o1 + dynamic reflection 73.3% 55.5% 64.5% 52.7% 60.2% 61.8%
GPT-o4-mini 52.7% 48.2% 56.4% 29.1% 32.7% 43.8%
GPT-o4-mini + dynamic reflection 57.3% 31.8% 52.7% 30.9% 35.5% 41.6%
Gemini-1.5-pro 47.3% 42.2% 52.7% 34.0% 37.8% 42.9%
Gemini-1.5-pro + dynamic reflection 59.7% 59.1% 51.8% 38.2% 45.5% 50.9%
Gemini-2.5 65.2% 57.3% 52.7% 47.3% 35.4% 51.1%
Gemini-2.5 + dynamic reflection 81.8% 72.7% 56.4% 43.6% 41.1% 60.0%

Table 2: Comparison of base models and their dynamic reflection enhanced models across five task categories.

Reflection Mechanism Successful (↑) Partial (↓) Failed (↓)
GPT-4-Turbo last 3 steps 36.4% 18.2% 45.5%
GPT-4-Turbo last 2 steps 34.5% 20.4% 45.2%
GPT-4-Turbo last step 43.6% 14.5% 41.8%
GPT-4-Turbo + dynamic reflection 40.2% 16.3% 43.6%
GPT-o1 last 3 steps 56.7% 16.2% 27.0%
GPT-o1 last 2 steps 58.2% 15.1% 26.8%
GPT-o1 last step 60.0% 14.4% 25.7%
GPT-o1 + dynamic reflection 61.8% 12.7% 25.5%

Table 3: Task success rates of GPT-o1 and GPT-4 Turbo
models under different reflection strategies. The base-
line uses the last 3 steps to make decisions, while dy-
namic reflection only use the most relevant steps to
make decision.

4.3 Ablation Study265

Performance of Dynamic Reflection In Table 2,266

we compare each base model with its dynamic re-267

flection tuned variant across five task categories.268

Notably, dynamic reflection o1 achieved the high-269

est overall success rate at 61.8%, outperforming its270

base version (56.7%) and setting a new benchmark271

across Platform Information (73.3%) and Deep Pa-272

per Extraction (60.2%). Similarly, dynamic reflec-273

tion Gemini-2.5 reached 60.0%, an 8.9-point im-274

provement over its base (51.1%), with particularly275

strong gains in Platform Information (81.8%) and276

Rules & Accounts (72.7%). These improvements277

show the effectiveness of our dynamic reflection278

mechanism. The strong and standardized base- 279

lines established by WebArXiv enable a fair and 280

transparent comparison, through which we clearly 281

observe the superior robustness and consistency of 282

our approach over a wide range of existing web 283

agents. 284

Rigid Reflection vs. Dynamic Reflection In 285

Table 3, empirically, dynamic reflection GPT-o1 286

with dynamic reflection achieved a 61.8% success 287

rate, outperforming simpler baselines using only 288

the last step (60.0%) or uniform three-step memory 289

(56.7%). Similarly, reflection improved dynamic 290

reflection 4-turbo from 36.4% to 40.2%, validat- 291

ing its effectiveness in dynamic decisions under 292

complex UI conditions. 293

5 Conclusion 294

We introduced WebArXiv, a static and time- 295

invariant benchmark tailored for evaluating web 296

agents on the arXiv platform. WebArXiv enables 297

consistent, reproducible assessment across models 298

and settings. To further enhance model’s decision- 299

making, we proposed a lightweight dynamic re- 300

flection mechanism to improve agent performance. 301

Our findings underscore the importance of stable 302

benchmarks and adaptive reflection in advancing 303

real-world, multimodal web agents. 304
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6 Limitation305

One limitation of our benchmark is its exclusive fo-306

cus on the English-language interface of the arXiv307

platform. This design choice overlooks multilin-308

gual versions of the site, which may present differ-309

ent navigation behaviors for non-English users. As310

a result, the benchmark may not fully capture the311

challenges faced by web agents operating in mul-312

tilingual or international contexts. Expanding the313

benchmark to include tasks in other languages or314

region-specific interfaces would improve the gen-315

eralizability of the benchmark and support more316

inclusive evaluation of web agents designed for a317

global user base.318

7 Ethics Statement319

This work introduces a benchmark for evaluating320

multimodal web agents on static, time-invariant321

tasks derived from the arXiv platform. All ex-322

periments were conducted on publicly available323

webpages without requiring user authentication or324

access to private data. No personal, sensitive, or325

user-generated information was collected or pro-326

cessed during the study. The benchmark tasks are327

carefully designed to avoid topics that could be328

ethically sensitive or controversial.329

Our dynamic reflection mechanism operates330

solely on public UI elements and visual context,331

and does not involve training or fine-tuning on hu-332

man data beyond publicly released LLMs. Hu-333

man annotators involved in verifying task outcomes334

were fully informed of the study’s goals and pro-335

vided explicit consent. Annotations were limited to336

factual assessments of agent performance and did337

not require subjective judgments about individuals338

or user behavior.339
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A Appendix489

A.1 LLM-Driven Agents490

These agents use general-purpose large language491

models (LLMs) capable of processing both textual492

and visual inputs to interact with web interfaces.493

They typically operate in an instruction-following494

manner without explicit environment modeling.495

• GPT-o1: A state-of-the-art multimodal model496

developed by OpenAI that accepts both image497

and text input. We use screenshots of the web-498

page and natural language instructions as in-499

put. Actions are selected via few-shot prompt-500

ing.501

• GPT-4-Turbo: A high-efficiency variant of502

GPT-4 with similar reasoning capabilities but503

optimized inference latency.504

• Gemini 1.5 / 2.0 / 2.5: Google Deep-505

Mind’s multimodal models supporting vision-506

language understanding. Used in a similar507

prompting setup as GPT-4o, with instruction508

+ screenshot as input.509

• GPT-4o-mini / GPT-4o: Versions of GPT510

4 models with reduced parameters. Used to511

test whether compact models can maintain512

reasonable task performance.513

These models do not explicitly track interaction514

history or webpage state beyond the current screen-515

shot unless specified in the prompt.516

A.2 Specialized Web Agents517

These models are explicitly designed to operate518

in structured web environments. They typically519

rely on DOM parsing, fine-grained action spaces520

(e.g., click, type), and internal state tracking for521

reasoning.522

• SeeAct: A vision-based web agent that com-523

bines a perception module (CLIP) with an ac-524

tion decoder. It uses a global planning strategy525

and allows step-wise interaction with screen-526

shots.527

• LiteWebAgent: A lightweight web automa-528

tion agent that parses DOM structures and529

uses language models to predict high-level530

actions. It is optimized for speed and inter-531

pretability.532

• OpenWebAgent: A modular web agent archi- 533

tecture with DOM-based environment model- 534

ing, visual grounding, and tool-use support. It 535

supports both retrieval-augmented inputs and 536

explicit memory of previous steps. 537
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Step 1: Click [8] Step 2: Click [3] Step 3: Click [11]

Step 4: Click [6] Step 5: ANSWER

Figure 2: An organizational information retrieval case for arXiv. Given the task: “On arXiv’s About page, find the
categories of the Section Editorial Committees.” The agent successfully retrieves the answer: “Physics, Mathematics,
Computer science (CoRR), Quantitative biology, Quantitative finance, Statistics, Electrical engineering and systems
science, Economics,” correctly identifying all eight top-level research domains designed by the platform’s editorial
structure.

Step 1: Click [6] Step 2: Click [10] Step 3: ANSWER

Figure 3: A user account management task on arXiv. Given the task: “How can I package my submission files?”
The agent correctly returns the instruction: “Create tar.gz and zip Files,” accurately capturing the recommended
submission packaging methods outlined in the official arXiv help documentation for authors preparing their papers.

Step 1: Click [4] Step 2: Type [4] Step 3: ANSWER

Figure 4: A paper discovery task on arXiv. Given the task: “State the name of the second Author of this paper: 3D
Scene Generation: A Survey.” The agent successfully identifies the second listed author as “Haozhe Xie,” confirming
the correct retrieval of metadata related to the specified research paper.
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Step 1: Scroll [WINDOW] Step 2: Scroll [WINDOW] Step 3: ANSWER

Figure 5: A search interaction task on arXiv’s advanced search page. Given the task: “Tell me how to search within
a subcategory.” The agent correctly interprets the search interface and returns the instruction: “Select All fields,”
demonstrating its ability to navigate and extract advanced search instructions from the user interface.

Step 1: Search paper Step 2: Click [25] Step 3: Click [19]

Step 4: Click [27] Step 5: ANSWER

Figure 6: A publication detail retrieval task on arXiv. Given the task: “Provide the name of the university publishing
in this paper: There is no polynomial formula for the catenary and the tame degree of finitely generated monoids.”
The agent correctly extracts the affiliation information and returns: “University of Graz,” confirming successful
deep content extraction from the publication metadata.

Figure 7: Stacked bar chart of GPT-o1, showing task
completion rates across five arXiv-specific categories,
where higher values indicate better performance.

Figure 8: Radar chart of GPT-o1, visualizing success,
partial, and failure rates across five arXiv-specific cate-
gories. Larger coverage indicates stronger task comple-
tion.
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For each interaction step t:

1. Retrieve the last 3 visual observations and their associated element texts:
last_3_steps = get_last_3_steps()

2. Ask the model which of these steps is most useful for reasoning:
reflection_prompt = format_reflection_prompt(last_3_steps)
important_step_index = model.respond(reflection_prompt)

3. Construct the reasoning context:
Reasoning source: last_3_steps[important_step_index]
Current view: last_3_steps[-1]

4. Ask the model to generate the next action using both reasoning and current view:
action_prompt = format_action_prompt(task, guidance_context, history)
next_action = model.respond(action_prompt)

5. Execute the action and update history:
result = execute(next_action)
update_history(next_action, result)

Figure 9: Pseudocode for dynamic reflective agent across the last 3 steps in WebArXiv.

Step Screenshot Thought (with dynamic re-
flection)

Action Action target (button/text)

1 screenshot1.png To find the university, I
should search the paper by
its title. (Initial step — no
prior context to reflect on.)

Type [4] Search bar [4]; input:
"There is no polynomial
formula for the catenary
and the tame degree
of finitely generated
monoids"

2 screenshot2.png Search results are shown.
From Step 1, I confirmed
this is the correct paper.
Let’s open more details.

Click [25] More [25]; expands meta-
data and abstract

3 screenshot3.png (Dynamic reflection: Step
2 showed author names,
but no affiliations.) To get
structured metadata, we
should access the article de-
tail page.

Click [19] arXiv:2505.05330 [19];
opens paper’s detail page

4 screenshot4.png (Dynamic reflection: Step
3 showed abstract, still no
affiliations.) The HTML
version might include full
author info and contact de-
tails.

Click [27] HTML (experimental)
[27]; opens the full paper
in HTML format

5 screenshot5.png (Dynamic reflection: Step
4 gave full text. Univer-
sity found in both email do-
main and author line.)

ANSWER; University of Graz From author info:
alfred.geroldinger@uni-
graz.at; full text shows:
University of Graz

Table 4: Interaction trajectory for Task ArXiv–51 with dynamic reflection. The agent uses targeted recall to improve
navigation and stability across dense UI structures.
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