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Abstract

We introduce a machine learning approach to determine the transition dynamics of silicon atoms on a single layer of carbon atoms, when stimulated by the electron beam of a scanning transmission electron microscope (STEM). Our method is data-centric, leveraging data collected on a STEM. The data samples are processed and filtered to produce symbolic representations, which we use to train a neural network to predict transition probabilities. These learned transition dynamics are then leveraged to guide a single silicon atom throughout the lattice to pre-determined target destinations. We present empirical analyses that demonstrate the efficacy and generality of our approach.

1 Introduction

Sub-atomically focused electron beams in scanning transmission electron microscopes (STEM) can induce a broad spectrum of chemical changes, including defect formation, reconfiguration of chemical bonds, and dopant insertion. Several groups have shown the feasibility of direct atomic manipulation via electron beam stimulation, which holds great promise for a number of downstream applications such as material design, solid-state quantum computers, and others [Jesse et al., 2018, Susi et al., 2017b, Dyck et al., 2017, Tripathi et al., 2018, Dyck et al., 2018]. One of the challenges for advances in this space is that these types of atomic manipulation rely on manual control by highly-trained experts, which is expensive and slow. The ability to accurately automate this type of beam control could thereby result in tremendous impact on the feasibility of atomic manipulation for real use cases. A critical requirement for this automation is accurate estimation of the transition dynamics of atoms when stimulated by focused electron beams. To date, the microscopy community has relied on heuristic estimates for these transition dynamics, with anecdotal evidence of their accurateness. Indeed, the common practice has been to use the physically intuitive, but heuristic, assumption that the optimal beam position is directly on a neighboring atom.

In this paper we present a technique for estimating these atomic transition dynamics using machine learning techniques on collected observations. Our approach consists in a sequence of steps ultimately resulting in a probability distribution over possible beam positions relative to a particular atom, conditioned on the atom’s prior position as well as the electron beam’s location and dwell time. While evaluated on single silicon atom (typically referred to as a dopant) on a lattice of carbon atoms (graphene), our methodology can be generally applied to other materials.

To demonstrate the practical validity of our approach, we use our learned transition probabilities to automate the sequential control of a silicon atom on graphene towards a pre-specified target position. Modern STEMs are capable of this type of automation, and our work paves the way for future advances in automated atomic control.

2 Problem description

Our system consists of graphene: a single layer of carbon atoms arranged in 3-fold configuration (i.e. every carbon atom is connected to three other carbon atoms). On this lattice, a single silicon atom (hereafter referred to as the dopant) has taken the place of one of the carbon atoms. We focus an electron beam on a position in the area spanned by the dopant and its three carbon neighbours for a specified amount of time (referred to as the dwell time). This electron beam stimuli can result in the dopant moving to one of its neighbours (by trading places with the respective carbon atom), or in the configuration remaining unchanged\(^1\). This configuration has been extensively explored, and hence is an ideal system for exploring this type of automation [Dyck et al., 2017, Markevich et al., 2020, 2021]. We provide an illustration of this configuration in the left panel of Figure 1.

Our objective is to learn a probability distribution over the position of the dopant, conditioned on its current position, beam location, and beam dwell time. If accurate, we can use this distribution to determine the optimal beam location and dwell time so as to induce the dopant to move to one of its neighbouring positions. In the center panel of Figure 1 we can see a heat map depicting the transition probabilities for each of the dopant’s neighbours (differentiated with colors) for varying beam locations.

Equipped with these probability maps, we can repeatedly induce transitions of the dopant to neighbouring atoms, resulting in a full trajectory. In other words, we can use a fully greedy strategy to move the dopant to any pre-specified target position on the lattice via a simple shortest-distance path. In the right panel of Figure 1 we depict one such possible trajectory.

3 Description of Methodology

In this section we detail the methodology we used in order to learn the transition dynamics of electron-beam induced atomic manipulation, illustrated in Figure 2. We used a Nion UltraSTEM 100, which grants us access to nearly every microscope control via a Python

---

\(^1\)Note that for long dwell-times this "unchanged" outcome can be a result of the dopant moving twice: once to its neighbour and then back to its original position.
API. The silicon dopant atoms have been inserted into the lattice in a previous step at a higher (100 kV) accelerating voltage, which is described elsewhere [Roccapriore et al., 2023].

3.1 Data collection

Our methodology relies on real data collected with a STEM device, so it is important that the data gathered is informative for the task at hand. Since we are concerned with the transition dynamics of the dopant, our data collection approach is as follows:

1. Acquire an initial image of the graphene. For this, we used a field of view of 3 nm with the dopant in the center. A sample image is shown on the bottom-left panel of Figure 3.

2. Sample a position uniformly within a 2.84 Å radius\(^2\) of the atom. In the top-center panel of Figure 3 we display the normalized beam positions.

3. Focus the electron beam at that position for a dwell time drawn from a distribution mostly between 1 and 10 seconds. The top-left corner of Figure 3 displays the distribution of dwell times.

4. Acquire a final image of the graphene.

There are a few considerations that are worth mentioning. First, it is important to gather multiple samples using the same beam position and dwell time, as transitions are probabilistic. Second, image acquisition is done using the same electron beam, which implies that imaging itself can cause a transition; to mitigate this, the imaging electron dose should be minimized. Third, placing the electron beam in a known position relative to the silicon should be conducted in a controlled and automated fashion – for this, atomic coordinates must be known in as close to real time as possible, and flexible control of the beam position is needed.

3.2 Atomic alignment

In the bottom-left panel of Figure 3 we display one of the raw images captured with the STEM device, and to the right of it the processed output. The processed image is an “idealized” configuration as illustrated in Figure 1, which are easier to operate on. While it is relatively simple to identify the atoms in a single image, there are some challenges that arise when using more than one raw image, as discussed in Section 3.1: the graphene sheet may have physically moved between image acquisition steps (specimen drift), and there may be aberrations (such as warping) caused by the electron beam. To be able to use the images acquired for learning transition dynamics, we need not only need to detect the atoms in each

\(^2\)Chosen to be the cumulative length of two carbon-carbon bonds.
Figure 3: **Top row:** Histogram of dwell times (left) and standardized beam positions (center) used for data acquisition; beam position data augmented for three neighbours (right). In the beam position plots, grey and colored circles represent negative and positive transitions, respectively. The colored circles with a black border represent the neighbouring atoms. **Bottom left:** Raw image acquired from the STEM (left), and processed image after atom detection (right). **Bottom right:** The result of conducting multiple alignment iterations with a trained convolutional aligner. Orange dots reflect estimated atom positions in the previous scan, blue dots reflect atom positions in the current scan, and red dots are dopant positions. As can be observed, the discrepancies diminish with additional iterations.

We considered three solutions to this problem. A classical approach would be to take the cross-correlation between the two scans and estimate the drift to be the arg max of this cross-correlation. Unfortunately, as images of this system are generally dominated by the very bright silicon dopants, this has the net effect of always aligning the dopant positions between time steps – leading to a conclusion that the dopants never move, which is known to be false. A second, more sophisticated alternative considered was to use the iterative closest points (ICP) algorithm on the extracted atom positions (a similar technique as used by Roccafiore et al. [2021]). This allows us to equally weight the dopant and non-dopant atoms, simply aligning the lattices together. This method led to acceptable alignments in most cases, but it was quite sensitive to failures in atom detection.

Our final, most robust solution was to use a denoising convolutional neural network to solve the alignment problem directly from scans of the system. Given a stack of image observations \((o_1, \ldots, o_n)\), the network is trained to predict the drift between \(o_{n-1}\) and \(o_n\), \(d_n\), as a two-dimensional vector. Historical observations \(o_1, \ldots, o_{n-2}\) serve to provide context and noise reduction, but are not used in the loss; as they have already been approximately aligned with \(o_{n-1}\), they provide additional information about the needed shift. After the network has been applied, we take its prediction \(\hat{d}_n\) and shift the current observation by it to align it to the prior observations, and add it to the current stack of observations.

To train this network, we generated a dataset of synthetic trajectories, each consisting of sequential image observations of a doped graphene system under random, correlated drift. To add robustness, we applied both trajectory-wide augmentation by randomly dropping atoms, introducing regions of bright contamination, and adding synthetic large holes to the system. We then simulated drift, treating the direction and magnitude of the drift as a temporally correlated random variables. Finally, we took a series of synthetic scans with the simulated cumulative drifts applied; for each scan, we also randomly perturbed the system, occasionally dropping or moving atoms. We parameterized the network as six convolutional
layers followed by downsampling, followed by a single fully-connected layer. We trained drift
correction prediction with mean squared error.

Note that the estimation of $d_n$ is a denoising task. Given this, we can iteratively apply
our network for more precise drift correction. We find that this has a very large impact on
performance. Qualitatively it is clear that the alignment quality increases with additional
iterations (see bottom-right panel of Figure 3). Quantitatively, a transition model trained
on only single-step-aligned data produces markedly different estimates of the optimal beam
position, which are not able to successfully cause transitions when applied to the greedy
controller (see “Past Neighbor” in Figure 4).

3.3 Data filtering, augmentation, and structure

As there are many possible sources of noise and error in our data, we conduct aggressive
filtering prior to training. Out of a starting data set size of 6,754 examples, we discard
transitions where: (1) There is no recorded beam position (793 examples); (2) There is not
exactly one (1) detected dopant atom before and after the transition (4 examples); (3) The
dopant does not have the expected number of neighbors (3) before and after the transition
(3,593 examples); and (4) The neighbors are not roughly the expected distance (1.42-1.7 Å)
from the dopant (411 examples).

These led us to discard approximately 80% of the data we received from the microscope,
resulting in a final dataset of 1,953 examples. Once filtering has been done, we further
post-process our observations to create a uniformized training set. To express beam positions
in a consistent format, we translated them to a frame-of-reference relative to the current
position of the dopant to be moved, with this atom at the origin. We then label the neighbor
closest to the beam position as neighbor 1; we rotate the system, including the beam, such
that this atom lies on the x-axis. The neighboring atoms are then numbered accordingly in
counter-clockwise order; these are the indices we predict in our classification. We denote “no
movement” as index 0. This labeling is illustrated in the top-center panel of Figure 1.

In the structure noted above, there is no systematic difference between the three neighboring
atoms; only their distance from the beam separates them. As we expect our system to be
invariant to both rotation and reflection, we enforce this by adding data augmentation. To
do this, we first reflect across the x-axis with 50% probability. This exchanges the second
and third neighbors. We then apply 0°, 120°or 240° rotations with equal probability, rotating
the neighbor indices accordingly. This leads to an effective sixfold increase in data coverage.
The top-right panel of Figure 3 visualizes the beam positions post-augmentation.

3.4 Learning the transition dynamics

Experimentally, we modeled our problem as a classification task, estimating $P(S'|a)$, where
$S'$ is the position of the silicon at the next time step, $s_0$ is its current position, and $a$ is the
beam dwell action chosen by the user, specified as a two-dimensional coordinate $x$ and a
duration in seconds $\Delta t$. To constrain our predictions to respect the observed physical reality
(i.e., that the probability of moving to another state should be monotonically increasing
in $\Delta t$), we further formulate the problem as predicting transition rates [Voter, 2007]. We
decompose this as a total rate $\lambda$ and a categorical distribution over possible next states $y$; this
corresponds to decomposing $P(S'|a)$ into a probability of any transition, $P(S' \neq s_0|s_0,a)$,
and a distribution over which next state is chosen if a transition occurs, $P(S'|s_0,a, S' \neq s_0)$.
We parameterize $P(S' \neq s_0|s_0,a)$ as $1 - e^{-\lambda \Delta t}$ – i.e., as an exponential CDF. If desired,
per-neighbor rates are simply given by $\lambda y$. We use then formulate maximum likelihood loss
functions for the total rate and distribution over neighbors:

$$J_{\text{rate}} = -\mathbb{I}(S' \neq s_0) \cdot (-\lambda \Delta t) - \mathbb{I}(S'=s_0) \log(1 - \exp(-\lambda \Delta t))$$  \hspace{1cm} (1)
$$J_{\text{next}} = -\mathbb{I}(S' \neq s_0) (S' \cdot \log y)$$  \hspace{1cm} (2)
$$J_{\text{total}} = J_{\text{rate}} + J_{\text{next}}.$$  \hspace{1cm} (3)
Given the above loss function, we trained a three-layer neural network using Adam with weight decay [Kingma and Ba, 2015] and ReLU hidden layer nonlinearities, trained with the cross-entropy loss for 500 epochs using batch size 256. We predicted $\lambda$ with a softplus activation and $y$ with a softmax. We whiten all inputs to the network prior to training, for stability.

To improve the robustness of our transition model to initializations, we trained an ensemble of transition predictors of bootstrap-resampled datasets. In addition to giving us the ability to estimate uncertainties, this significantly improved our overall accuracy and robustness. To support more rapid inference, we also distilled this ensemble to a single transition predictor. By using widely-sampled random beam positions and a large number of training steps, this distillation could be made to fairly precisely match the ensemble predictions.

We display an example of the probability contours found by our system in the center panel of Figure 1. Note that we are overlaying three different probability distributions (one for each neighbour), where the colours are used to distinguish them. Our main finding confirms what was anecdotally held to be true by the microscopy community:

\begin{center}
\begin{tcolorbox}
To induce the dopant to transition to one of its neighbours, the optimal beam placement is directly on the neighbour, with a 50\% probability of causing a transition with a five second dwell time.
\end{tcolorbox}
\end{center}

Perhaps more relevant than dwell time is the number of electrons emitted, which is a function of both dwell time and the beam current. For our experiments we used a beam current of 90 pA, resulting in approximately 3 billion electrons in a five second period.

4 Empirical evaluation

While our main finding is consistent with previously held beliefs in the community, we do not have ground-truth data for the learned transition probabilities to quantitatively assess the accuracy of our predictions. However, as discussed in Section 2, the purpose of learning these transition probabilities is to be able to automate atomic manipulation, so in this section we evaluate the efficacy of our learned transition functions for this purpose. Specifically, our experiments are conducted as follows:

1. Start from a configuration with one dopant and 3-fold connections to neighbours, with the field-of-view (FOV) centered at the dopant.
2. Pick an arbitrary carbon atom as the goal position.
3. Focus the beam on a position dictated by one of the strategies (defined below).
4. Acquire an image to determine if we caused a transition.
5. Repeat above steps until the dopant has arrived at the goal position, or until we have reached the maximum allowable attempts.

Figure 4: Left: The proportion of transitions that induced the intended transition in under a 5 second dwell. Right: The beam placement strategies considered in our experiments.
In order to determine that on-neighbour is in fact the optimal beam placement, we use a few different strategies for beam placement, detailed below and illustrated in Figure 4 (Right).

- **On neighbour:** our proposed optimal strategy
- **Short of neighbour:** place the beam in between the dopant and its neighbour
- **Past neighbour:** place the beam beyond the neighbour atom
- **Perpendicular offset:** offset the beam perpendicularly from neighbour
- **Learned dynamics (less data):** we ran the learning method detailed in Section 3.4, but with approximately half of the collected data. When doing so, the resulting “optimal” beam placement was just past the neighbour.

For consistency, we used a constant 5s dwell time for all agents. We measured the number of times the electron beam was used to try and induce a dopant transition and report the findings in Figure 4. We observe that the on neighbor strategy induces the intended transition on average over 50% of the time, whereas the other approaches are below 25%.

5 In-depth empirical analyses

5.1 Synthetic data

To test the learning behavior of our transition model without facing the risk of overfitting to our relatively small real-world dataset, we generated many datasets of simulated microscope interactions. We used these synthetic datasets both to perform hyperparameter selection on our transition model and to demonstrate the scaling and learning performance of the model.

To generate these datasets, we sampled synthetic transition probability distributions as mixtures-of-Gaussians, each giving the non-normalized transition rates to neighboring states given a certain beam position (equivalent to the predicted per-state rates $\lambda_y$ in our neural network model). Figure 5 (Right) is representative of the synthetic rate functions used throughout this section. Doing so grants us ground-truth data for transition probabilities, allowing us to quantitatively assess the accuracy of our learned transition model.

When creating a dataset, we first generate a simulated graphene sheet with a single dopant. We then uniformly sample random actions within 2Å of the silicon and simulate the transitions of the silicon according to the rate function, continuing until a certain number of positive transitions have been observed (As positive transitions are generally far rarer than negative transitions, they are the critical determiner of effective dataset size). To simplify comparisons between datasets, we enforce that the synthetic rate functions for each dataset have the same maximum value, preventing us from sampling datasets that are entirely positive transitions or almost entirely negative transitions.
We can then use a synthetic dataset to evaluate a learning algorithm by training on it and directly comparing its predictions (here, the predicted rates $\lambda_y$) to the known true values across a large grid of beam positions (a uniformly-spaced 2d grid surrounding the dopant). For simplicity, we report the sum of squared differences across this grid.\(^3\)

5.2 Data scaling

To test the data scaling of our model – and show that it converges to near-perfect predictions in the limit of large datasets – we use this evaluation procedure at a range of data scales. We start by collecting 30 datasets with at least 1,000 positive transitions each. We then train our models on a range of subsampled scales from these datasets, and report a bootstrapped confidence intervals over our 30 synthetic datasets at each scale in Figure 5 (Left). We find that while our model is largely incapable of learning from minimal amounts of data, it rapidly converges to near-perfect performance once hundreds of positive transitions are available, matching our own experience of the model’s improvement as additional data was collected.

6 Related work

Atomic manipulation was first demonstrated by Stroscio and Eigler [1991] by using the tip of a scanning tunneling microscope (STM) to position individual Xenon atoms on the surface of a single crystal surface to form the IBM company logo. Further demonstrations, such as quantum corals and molecular cascades, have demonstrated the potential of the method. Perhaps the application that has attracted the most interest is in using tip-induced atomic motion as an enabling tool for the fabrication of P and other atoms in Si qubits, the building blocks for quantum computers.

Despite the feasibility of manual control with STM tips, this type of atomic manipulation is limited to metallic/conducting surfaces. On the other hand, while STEMs can manipulate atoms embedded within a several layer thick specimen, it is still a rather haphazard and unpredictable process relative to using STM tips. To date, electron beam induced effects (with a STEM) have been studied purely by human operation, most typically by scanning a raster pattern (where the electron dose tends to be concentrated non-uniformly on one side of the image) in a selected field of view. The more sophisticated experiments involve manual positioning of the electron beam by a human, but this kind of motion is unpredictable and unreliable, and useful statistics are challenging (if not impossible) to glean from experiments conducted in this manner. We note that other experiments have been performed which control the electron beam in non-standard trajectories, effectively performing direct-write beam patterning processes – but with the critical point that the atomic landscape (i.e., position of atoms) is not considered [Dyck et al., 2023a,b,c].

The potential of the electron beams of scanning transmission electron microscopes to affect matter on the atomic level has been recognized since the early days of the technique. Most of these effects have been generally classified as a beam damage, denoting unwanted changes in materials structure induced by the beam. Indeed, minimization of beam damage, along with the need to increase spatial and energy resolutions, remains one of the three primary drivers behind STEM development, having spurred the high-voltage machines of the 1980s and 1990s and the aberration corrected low-voltage machines of the last two decades. It was also discovered that electron beam effects can be far more subtle, including crystallization and amorphization of oxides and semiconductors [Lulli and Merli, 1993, Yang et al., 1997, I. Jencic, 1995, Robertson and Jenčič, 1996, Frantz et al., 2001].

The emergence of aberration-corrected STEMs have made the atomic-resolution imaging relatively routine, and spurred a new wave of electron beam matter manipulation on the atomic level. The electron beam was shown to be able to deposit single atoms from chemisorbed species [van Dorp et al., 2012] and form ordered vacancy arrays [Jang et al., 2017]. Similarly, electron beams have been shown to induce direct atomic motion and creation of functional defects [Cretu et al., 2012, Yang et al., 2014, Susi et al., 2014].

\(^3\)If the rate-based formulation is not desired, the same procedure could be changed to comparing transition probabilities.
The combination of simple beam control and feedback systems has enabled the direct assembly of crystalline materials with a single unit plane precision via directed crystallization and amorphization [Jesse et al., 2015]. These systems have also demonstrated potential for direct single atom dopant movement [Jesse et al., 2018], and finally, the controlled manipulation of Bismuth dopants in bulk silicon [Hudak et al., 2018]. In 2016, it was proposed that the combination of machine learning with electron beam manipulation can become a third paradigm for direct atomic construction [Kalinin et al., 2016]. In 2017, Dyck et al. [2017], Susi et al. [2017a] and Susi et al. [2017b] demonstrated single atom manipulation and insertion experiments for silicon in graphene [Susi et al., 2017b, Dyck et al., 2017, Tripathi et al., 2018, Dyck et al., 2018], an approach soon extended to direct atomic assembly of homo- [Dyck et al., 2018] and hetero-atomic artificial molecules [Dyck et al., 2019].

A number of theories for beam manipulation have been proposed, including those based on phonon-assisted knock-on and electronic excitations. However the causal relationship of the electron beam position relative to the silicon atom has only been suggested and demonstrated anecdotally. Physical intuition dictates that the damage mechanism is primarily through momentum transfer or so-called “knock-on” processes; therefore, the ideal placement of the electron beam would seem to be positioned exactly centered on a carbon (first) neighbor. While this is intuitive and appears to have been a successful route by multiple groups, damage mechanisms tend to be complex and are dictated by more than one process. For example, ionization or sputtering processes may be occurring as well, meaning it is unclear if the suggested beam position is actually the ideal one for inducing the most efficient transition of a silicon hop. Moreover, the anecdotal but physically intuitive rule of placing the electron beam on the center of a carbon neighbor is mostly valid only for a direct Si substitution (i.e., 3-fold coordinated silicon). For any other configuration, the rules are already not the same, and the optimal beam position for causing a transition event is not clear.

7 Conclusion

The last note left by Richard Feynman stated “What I cannot create, I do not understand.” Building solid state quantum computers, creating nano-robots, and designing new classes of biological molecules and catalysts alike requires the capability to manipulate and assemble matter atom by atom, probe the resulting structures, and connect them to the macroscopic world; all this necessitates accurate estimates of the transition dynamics induced by sub-atomically focused electron beams. Until now, the elements of relevant knowledge have been limited to a few research groups, and atomic manipulation has been performed via direct control by human operator one beam positioning at a time. The characteristic timescale of human-operated experiments vastly exceeds the intrinsic latency of the electron microscope, for which hundreds of fabrications steps per second should be possible. Similarly, human control necessarily lacks precision, reproducibility, and systematic error correction capabilities. While sufficient for a proof of concept, atomic scale fabrication with the precision and throughput necessary for applications such as nanopore fabrication for protein sequencing, molecule screening platforms for physics and biology, and particularly quantum communication, sensing, and computing devices requires moving beyond the current human control paradigm.

Our work is a robust first step for determining transition probabilities via machine learning, and paves the way for further advances in this space. The scenario we considered in this work is somewhat idealized: we limit ourselves to single dopant and 3-way lattices for our learned dynamics. Nevertheless, these settings allowed us to confirm, via a data-driven approach, the commonly held belief that placing the electron beam directly on the neighbour has the highest probability of inducing a transition of the dopant. Going forward, we will be exploring broader settings: multiple dopants, graphene with 4-way connections and aberrations (such as holes).
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