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ABSTRACT

Distributed learning has demonstrated remarkable success in training deep neu-
ral networks (DNN5s) on large datasets, but the communication bottleneck reduces
its scalability. Various compression techniques are proposed to alleviate this lim-
itation; often they rely on computationally intensive methods to determine op-
timal compression parameters during training and are popularly referred to as
adaptive compressors. Instead of the hard-to-tune hyperparameters for adaptive
compressors, in this paper, we investigate the impact of two fundamental factors
in DNN training, the layer size of the DNNs and their training phases, to de-
sign a simple yet efficient adaptive scheduler for any compressors to guide the
compression parameters selection. We present a Lightweight Efficient GrAdient
Compression strategY or LEGACY that, in theory, can work with any compression
technique to produce its simple adaptive counterpart. We benchmark LEGACY on
distributed and federated training, involving 6 different DNN architectures for var-
ious tasks performed on large and challenging datasets, including ImageNet and
WikiText-103. On ImageNet training, by sending similar average data volume,
LEGACY’s adaptive compression strategies improve the Top-1 accuracy of ResNet-
50 by 7% — 11%, compared to the uniform Top-0.1% compression through-
out the training. Similarly, on WikiText-103, by using our layer-based adap-
tive compression strategy and sending similar average data volume, the per-
plexity of the Transformer-XL improves ~ 26% more than the uniform Top-
0.1% compression used throughout the training. We publish anonymized code at:
https://github.com/LEGACY-compression/LEGACY.

1 INTRODUCTION

With the rise of digital data and extraordinary computing power, distributed learning on multiple
computing nodes is vastly adapted to achieve optimal training performance for large deep neural
networks (DNNs)|You et al.| (2018); [Wongpanich et al.| (2021); |Xu et al.| (2021a); Dutta et al.[(2020).
However, distributed training requires exchanging gradients between the nodes; the massive volume
of the exchanged updates creates a communication bottleneck, and different compressed commu-
nication techniques (quantization |Alistarh et al.| (2017); |[Dettmers| (2015)); Bernstein et al.| (2018),
sparsification Dutta et al.| (2020); |Aji & Heafield (2017); |Stich et al.| (2018); |Alistarh et al|(2018)),
low-rank |Vogels et al.|(2019), and hybrid Basu et al.|(2019))) are designed to mitigate this problem.

Among these techniques, sparsifiers achieve baseline performance by only sending a small subset
of the gradient components. Moreover, the over-parameterized nature of the DNN models creates
sparse gradients during training [Vaswani et al.| (2019), e.g., NCF [He et al,| (2017) and DeepLight
Deng et al.| (2021)) gradients consist of roughly 40% and 99% zero elements, respectively. There-
fore, one can further sparsify these models in an efficient distributed training. The Top-k |Aj1 &
Heafield (2017) sparsifier, which transmits only the k largest elements, is widely utilized in dis-
tributed training. E.g., by communicating only 0.36% of the largest gradient elements of ResNet-50
He et al| (2016) trained on Imagenet Deng et al.| (2009), [Lin et al.| (2018)) achieves a baseline no
compression performance. Nevertheless, almost a decade after being introduced by |Aji & Heafield
(2017) for gradient compression, there is no clear recipe for what & to set for training different DNN
models using the Top-k sparsifier. While Top-k sends fixed data volume in each training iteration,
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Figure 1: Compression ratio vs. the training iterations and layer size in training ResNet-18 on CIFAR-100 ((a)
and (b)) and NCF on MovieLens-20 M ((c) and (d)) using the Top-k and Threshold sparsifiers.

the threshold sparsifier (a.k.a. hard-threshold [Strom! (2015)); |Dutta et al.|(2020); [Sahu et al.| (2021))
communicates gradient components with absolute magnitude greater than a threshold, A > 0. It sets
anything less than ) to zero. This allows the threshold sparsifier to send a variable amount of data in
each iteration and has a better convergence guarantee Sahu et al.|(2021). One can see the threshold
sparsifier as a simple adaptive counterpart of Top-k as it sends variable data volume in each training
iteration. Although theoretically attractive, the same question persists — how to tune the threshold,
A in practice?

Not only the sparsifiers, (or Top-k in particular) regardless of the compressors, the existing literature
predominantly focuses on uniform compression throughout the training, where the same compres-
sion ratio is used for all layers. Although varying the compression ratio for each layer at different
stages of training is feasible, this area is not well-explored and most available literature proposes
compute-heavy methods to find the best compressor|Alimohammadi et al.[ (2023)); [Xin et al.| (2023));
Khirirat et al.|(2021). Attempts were made to achieve optimal compression performance by adopting
different adaptive strategies; see §2] In contrast, we investigated Occam’s Razor principle: “plurality
should not be posited without necessity.” Instead of employing compute-intensive adaptive compres-
sors, can we provide a simple, yet efficient strategy for quickly selecting a compression parameter
for each layer, achieving a good balance between compressed data volume and model performance?

In that pursuit, we train two DNN architectures: (i) ResNet-18 He et al.| (2016) on CIFAR 100
Krizhevsky et al.[(2009) dataset (baseline no compression Top-1 accuracy is 73.38%) and (i) NCF
on MovieLens-20M dataset [Harper & Konstan| (2015)) (baseline no compression best Hit-Rate@ 10
is 95.59%), on standard PyTorch benchmark using 2 NVIDIA A100-SXM4 GPUs with 80 GB
memory, connected via 400 Gbps network bandwidth. We use the Top-k and threshold sparsifiers
and set the hyperparameters k and )\ to send the same data volume. For ResNet18 and NCF, £ is set
to 3.92%, and 0.35%, respectively, and A = 0.1. While uniform Top-k achieves a Top-1 accuracy
of 73.04% on ResNet-18 and a best Hit-Rate@ 10 of 91.33% on NCEF, threshold sparsifier achieves
a Top-1 accuracy of 73.32% on ResNet-18 and a best Hit-Rate @10 of 92.7% on NCF, respectively.
To get a better insight into threshold sparsifier’s superior performance over the Top-k, in Figure
(a), we plot the compression ratio for different layers of ResNet-18 over iterations and in Figure
[T (b), we plot the total average compression of its different size layers. We observed that the small
and medium layers (dimension less than 102 to up to 10°) are not so severely compressed during
the training compared to the large and very large layers (dimension more than 10%) — larger layers
experience extremely aggressive compression — even more aggressive than the uniform Top-k for
those layers. Additionally, regardless of their sizes, during the beginning phase of the training, the
layers are less aggressively compressed compared to the final training phase. We made almost
identical observations in the NCF training; see Figures|[I] (c)-(d).

Our empirical observations in using the Top-k sparsifier and its adaptive counterpart for DNN train-
ing indicate two key factors: (a) the layer size of the DNNs influence in choosing how much one
needs to compress, and () the training phase of the DNNs can be a critical contributor in the adap-
tive compressor design. Moreover, the second observation is consistent with recent research on the
critical training regime of DNNs |Achille et al.| (2019); Zhang et al.| (2022); |Agarwal et al.| (2021a).
Although our quest for designing an adaptive compressor primarily started with sparsifiers, we be-
lieve, the above-mentioned simple factors can be used conjointly with any compression techniques
in designing its compute-efficient, adaptive counterpart.
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‘We list our contributions as follows:

Adaptive compressor scheduler (§3). We present a Lightweight Efficient GrAdient Compression
StrategY or LEGACY that, in theory, can work with any compression technique to produce its
simple adaptive counterpart. LEGACY is based on easy-to-obtain information — layer size and
training phase. Designing LEGACY is empirically motivated and stands on solid technical intuitions;
see Irrespective of the DNN models and training dataset, LEGACY can guide the selection of
compression parameters based on the layer size or training phase; see system design in

Theoretical insights (§4). Under the usual assumptions for stochastic first-order algorithms in
the compressed, distributed setup, we validate the influence of our policies on the convergence of
compressed SGD; see Theorem I]in

Benchmarking (§5). We benchmark LEGACY through a variety of numerical experiments involving
diverse DNN architectures (convolution and residual networks, transformer, and recommender sys-
tem — a total of 6 models) trained for different tasks (image classification on CIFAR 10, CIFAR
100, and ImageNet, text prediction on WikiText-103, and collaborative filtering on Movielens-20M
— a total of 5 datasets; see Table [2|in for a summary) by using Top-k and Random-k as base
compressors. We report our results using multiple metrics: test accuracy, communicated data vol-
ume, throughput, and computation time. Additionally, we compared LEGACY against 4 state-of-the-
art adaptive compressors (CAT |Khirirat et al.| (2021), Variance-based compression [Tsuzuku et al.
(2018)), Accordion |Agarwal et al.| (2021a) and AdaComp (Chen et al.| (2018a)). Finally, in §[§§], we
deploy LEGACY in a real federated training where the network bandwidth can pose a serious com-
munication bottleneck.

2 RELATED WORK AND BACKGROUND

Gradient compression techniques are broadly divided into four classes: quantization|Alistarh et al.
(2017); Dettmers| (2015); [Bernstein et al.| (2018); [Wen et al.[ (2017), sparsification |Aji & Heafield
(2017); [Stich et al.| (2018); |Alistarh et al.| (2018)), low-rank |Vogels et al.| (2019); |Wang et al.| (2018);
Yu et al.| (2018)), and hybrid Strom| (2015)); Basu et al.| (2019); Dryden et al.|(2016).

Adaptive compression in high-bandwidth data center. The conventional practice employs the
one-size-fits-all strategy, in which the compression parameters remain constant limiting the opti-
mization potential and impacting model performance and communication resources. L-Greco |Al-
imohammadi et al.| (2023)) utilizes dynamic programming to determine the optimal compression
parameter for each layer under a fixed communication budget. Kimad Xin et al.| (2023)) and ACE
Wang et al.| (2024) dynamically monitors network bandwidth instead of using a fixed communica-
tion budget; CAT |Khirirat et al.[(2021) employs a communication cost model to optimize compres-
sion efficiency per communicated bit at each iteration. Inspired by the notion of a critical regime
Achille et al.|(2019), which emphasizes model sensitivity in a certain period, Accordion |Agarwal
et al.|(2021a)) aims to identify and respond to this regime by applying a lighter compression during
the critical periods. Conversely, LAGS-SGD |Shi et al.[(2020), and COVAP Meng et al.|(2023) take
a different approach by adjusting the compression level to overlap gradient communications with
computational tasks.

In less compute-intensive strategies, we list [Luo et al.| (2021) which decides the compression de-
gree based on a probability that depends on the gradient value and the layer size. SDAGC (Chen
et al.| (2020b) adjusts compression thresholds based on the standard deviation of gradients of each
layer. AdaComp |Chen et al.|(2018a)) is similar to the threshold compressor, divides gradient compo-
nents into bins and selects significant components relative to the maximum value in each bin. |Guo
et al.| (2020) determines the quantization level based on the gradient’s mean-to-standard deviation
ratio; DAGC [Lu et al| (2023) assigns compression ratios to workers based on the data distribu-
tion. DLS |Zhang et al.|(2023a) tries to find a layer-wise Top-k compression level. AdapTop-k Ruan
et al.|(2023) sends more components at the beginning and end of the training and fewer components
in the middle. |Chen et al.| (2018b); [Wang et al.| (2023} 12022); |Deng et al.| (2024)) suggest freezing
or skipping some layers based on their deviation from the previous iteration or by evaluating the
importance of the learning of each layer. It can potentially reduce communication and computation
by avoiding the gradient computation for first layers Miyauchi et al.| (2018)); |Wang et al.[(2022). Qu
et al.| (2024)); (Chen et al.|(2020a) compress up and downlink communication.
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Algorithm 1: Compressed distributed training Table 1: Functions used in our framework.
without error feedback (EF) Function Description
Input: Number of nodes n, learning rate 7, number Chooseparam Decide compression
of iterations T, batch-size B per node as npatcn parameters
Output: The trained model = Compress Apply compression to
fort =0,1,...,Tdo each layer
On each node i: Communicate  Send compressed gradient
gi,t = Calculategradient (=, ibatcn) to the server
ki = Chooseparam(gi ¢, t) Receive Gather the compressed
gi,t = Compress(gi,t, ki,¢) gradients from workers
Communicate(gs,:) Decompress Restore the original
On Master: tensor shape
[91,t,- -+ gn,t] = Receive(n) AverageGrads  Average the received
[91,t,. -+ gn,t] = Decompress([gi,, .- -, Enz]) gradients
gt = AverageGrads([gu,¢, ..., gn,t]) Broadcast Broadcast the averaged
Broadcast(g:) gradient
On each node i: Update Optimizer independent
Zt+1 = Update(x¢, ge, 1) parameter update

Transition to low-bandwidth network. Compute-intensive techniques such as CAT [Khirirat et al.
(2021) face performance trade-offs, particularly in fast network environments like data centers|Agar-
wal et al.| (2021b). In such cases, using basic compressors without the extra burden of adaptive com-
putations might take longer than no compression baselines/Xu et al.|(2021a));|Eghlidi & Jaggi|(2020);
Zhang et al.[(2023b)). The scenario changes in federated learning (FL) |Kairouz et al.|(2019); Bergou
et al.| (2023)); | Xu et al.| (2021b)); Sun et al.| (2024), where low-bandwidth heterogeneous network is de
facto. Hence, compression becomes necessary; but employing complex adaptive compressors may
reduce the data-saving advantages in FL, especially when weaker nodes are involved. As a result,
we need to focus more on lightweight and simple principles to achieve adaptive compression.

Notations. We use ||z|| to denote the ¢3-norm of a vector . By g;, and Vf; ;, we denote the
stochastic gradient and full gradient, respectively, at the i*" node at iteration .

Compressor. A random operator, C(+) : R? — R% is a compression operator if E¢ |z — C(z)||* <
(1 — 6)||=||? for all x € R?, where § > 0 is the compression factor. A smaller § indicates a more
aggressive compression. In our setup, 6 € (0, 1], and C is a d-compressor. The popular sparsifiers,
Topy, and Randomy, have § = % and E||z — Top, (z)[|* < E||z — Randomy,(z)|? < (1— £)|z||2.

3 HOW CAN WE DESIGN AN ADAPTIVE COMPRESSOR SCHEDULER?

We observe two key factors in DNN training through the examples in Figure[I] First, the compression
ratio has more impact at the beginning of the training than at the end. Second, regarding the topology
of the considered network, it is better to compress large layers and keep small layers uncompressed
(or with easy compression). But, can these observations also be theoretically justified so that we can
build an adaptive compressor scheduler based on them?

To answer this, we formulate the impact of unbiased compressors on the decrease rate for the gradi-
ent descent (GD) algorithm under two relatively easier-to-analyze cases: (i) smooth, strongly convex
functions, and (i) smooth, nonconvex functions with PL condition. There is no loss of generality
in considering GD instead of distributed SGD — analysis of GD offers ease of notations, and under
simple arguments, leads us to a practical scheduler.

Setup. Consider the empirical risk minimization (ERM) problem with n computing nodes:

min
r€eR4

F(a) = izfm)] , <1>

where fi(x) := E.,p,l(z; 2;) denotes the loss function evaluated at the i*" node on input z; sam-
pled from its distribution, D;. Let g; , be the stochastic gradient computed at i*" node at iteration ¢
and of the form g; s = V f; 1 + &+, with E[¢; ¢|2¢] = 0. To prove our results, we make some general

assumptions; see
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Function 1: EpochCompression Function 2: LayerSizeCompression({\:},_,, {d: }}_;)
({ Ai}?:h {5i}f=1) Input: Gradient g; ; at iteration ¢ from worker ¢

- - Output: compression parameters list
Input: Current iteration, ¢ for each layer L in g; ; do

Output: Compression parameter, 9; j = index of the smallest threshold from
j = index of the smallest threshold from {Xi}?_, such that |L| < Aj;

{N\i}Y_, such that iteration ¢ < \; ;
return J;

Append J; to compression parameters list;
return compression parameters list;

3.1 INSIGHT THROUGH THE LENS OF THE COMPRESSED GD ALGORITHM

Let C; be unbiased &;-compressors for all ¢ € [T]. The iterative update rule of the compressed GD
algorithm with fixed stepsize, n > 0 and unbiased J;-compressors in solving (1) is given by

Ty = xp — NC(VE(24)). 2

In the following lemma, we quantify the decrease in the quantity, ||z — . ||? under the smoothness
and strong convexity assumption; see the proof in §A.2]

Lemma 1. Let F follow Assumptions[I|and 2] Then with fixed stepsize 1), the sequence of iterates,
{z+}1>0 of compressed GD updates satisfy

Ec, 241 — 2> < (1= 2um + 0 pL(2 = 8,)) |z — 2.

D(8¢):=Real decrease

Note that, the quantity D(J;) is a function of the compression factor. For no compression, §; = 1,
and we obtain:

lesr — 2l < (1= 2pm 4+ pnL) [z — .2

D(1):=Ideal decrease

Ideally, we are interested in §; € (0, 1] such that D(J;) (i.e., the compressed GD decrease) is as
close as possible to D(1) (i.e., the non-compressed GD decrease). We have

A= D(6,) — D(1) = p?L(1 — &) ||z — 2|2

Therefore, to have A =~ 0, we require: (i) At the beginning of the training, we have ||x; — .| 2> 0.
Therefore, to make A ~ 0 we need to choose §; close to 1 (no or easy compression). (ii)At the
end of the training we have ||z; — x.]|> ~ 0. Therefore, no strong control is needed on §; to keep
A small. In this case, one can choose §; ~ 0 (aggressive compression). Moreover, large layers
contribute more significantly to ||x; — x.||? compared to the small layers. Therefore, to keep A
small, it is necessary to compress large layers more aggressively than the smaller ones.

To further extend our theoretical insight, in the next lemma, we consider GD for minimizing
smooth nonconvex function under the PL condition and quantify the functional suboptimality gap,

E¢,(Fi+1) — F; see the proof in
Lemma 2. Let F follow Assumptions and Then with stepsize n = % the sequence of iterates,
{x¢}i>0 of compressed GD updates satisfy

5
_&gﬂ+g—ﬁg<<1—;f)uQ—RJ

D(6):=Real decrease

As before, substituting 6; = 1 gives the ideal decrease i.e., the decrease in the functional subopti-
mality gap without compression:

Fop — F, < (1 - %) (F, — F,).

D(1):=Ideal decrease

To have D(d;) — D(1) = (1 — &;) 4 (F; — F.) =~ 0, we require: (i) At the beginning of the train-
ing F; — F, > 0. Therefore, we need to choose §; ~ 1 (no or easy compression) to keep
D(6:) — D(1) =~ 0. (if) At the end of the training F; — F, ~ 0. Therefore, we can choose d; ~ 0
(aggressive compression).
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Figure 2: System architecture. The LEGACY framework is highlighted in blue.

Compression operator
[TopK, QSGD, etc.]

Communicate
Communicate
Decompression

Layer based
compression

Function 2

3.2 AN ADAPTIVE COMPRESSOR SCHEDULER FOR DNN TRAINING

Motivated by the previous section, we formally define an adaptive compressor scheduler for com-
pressed distributed training on n workers. Although our scheduler is optimizer agnostic, for sim-
plicity, we consider the optimizer to be SGD. Given a stepsize sequence, {7 > 0};>¢ and &;-
compressors, the update rule for compressed distributed SGD on n workers is given by

Ti41 = Ty — % E?:l Ce(git)- )

Algorithm [T] provides a general compressed communication framework without error feedback
Karimireddy et al.| (2019). We build our approaches around the general framework of Algorithm
I} by changing the compression level through function chooseparam. We require two user-inferred
hyperparameters: (i) a sorted list of p decreasing compression levels, {d;}}_;, of the §-compressor
C:, where §,, being the most aggressive compression factor, and (ii) a sorted list of p non-decreasing
thresholds, {\; > O}le, which represents either an iteration or a layer size at which we use a certain
compression level d;, in Algorithm|[I] The threshold change is based on the following approaches:

(i) Training epoch dependent. We start with a less intense compression and gradually increase its

intensity during the training. In Epoch compression, we progressively increase the compression
level § as training progresses; see Function In this case, the non-decreasing thresholds {\; }7_;
denote the iterations or epochs at which the compression intensity is increased.

(i) Layer size dependent. We employ an easy compression level for small layers as their size

is insignificant compared to the larger ones. We achieve this through Layer size compression;
see Function [2} In this Function, we used the thresholds {\; }}_, to group layers by their sizes —
smaller layers are affected by a less intense compression, while the larger layers experience a more
aggressive compression.

3.3 SYSTEM ARCHITECTURE — LEGACY

We present Lightweight Efficient GrAdient Compression StrategY or LEGACY; see the system archi-
tecture in Figure [2] LEGACY is compatible with any machine learning framework (e.g., TensorFlow,
PyTorch), and offers a simple API that can be embedded with various gradient compressors (e.g.,
Top-k, QSGD, etc.). In this work, we use sparsifiers as base compressors in LEGACY and use NCCL
AllGather communication collective NCCL, However, LEGACY is agnostic of the optimizer used
for training and it can be effortlessly integrated with other communication protocols such as P2P or
Al1Reduce communication collective.

For transmitting workers, LEGACY is executed through the intermediary API call chooseparam in
Algorithm [T} responsible for selecting the appropriate compression parameters for each layer. After
gradient computation through any ML benchmark, based on the user’s strategy, epoch compres-
sion Function |1/ (M = 1) or Layer size compression Function [2| (W = 0) is invoked to dynamically
determine the compression parameters for each layer, which are then applied to the gradient com-
pressor in the worker. Additionally, Functions 1 and 2 in LEGACY can be used conjointly with the
base-compressor; see the blue three-point arrow. Other than chooseparam, LEGACY uses other
well-known APIs for communication, averaging, broadcasting, etc. from the GRACE library [Xu
et al| (2021a)); see Table[I] The receiving worker does not require any modulation, it applies reverse
operations and decompresses the received gradient. In master-worker formalization, LEGACY can be
used for uplink and downlink bidirectional compression.
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Figure 3: Layer-size and training epoch dependent Top-k and uniform Top-k (denoted by only dcompression)
— Relative average data volume vs. model quality.

4 CONVERGENCE GUARANTEE

Inspired by|Sahu et al.|(2021)); |Stich & Karimireddy|(2020), we establish the nonconvex convergence
of distributed SGD with d;-compression operators, C;. Ideally, we want the compressed stochastic
gradient steps to be as close as possible to the full gradient and the descent on the optimization
objective to be as close as possible to that of the one without compression. This implies we are

interested in minimizing E [H% O Cilgie) — iy Vfi,t)HQ |$t} We measure this deviation
in the following result. Denote 3; := (1 — &;)(M + 1) + M, where M, 02 > 0 are constants such

that for all z; € RY, the stochastic noise, & ; follows E[[|&;+|? | z¢] < M|V fiil|? + o?; see
Assumption[3} The constants appearing in our results are due to the general Assumptions in

Lemma 3. (Compression variance) Let C; be 6;-compressors for all t € [T], and let F follow
Assumption [} and the stochastic noise follow Assumption[5] We have

E (|1 (i) Culgia) = iy Vh| 2] < 2 (AR - F) + B+ |[VF?) + 222,

n

Using the previous Lemma, the following theorem gives the complexity results, which are similar
to the classical complexity results for compressed SGD type of algorithms; see |Dutta et al.| (2020);
Stich & Karimireddy| (2020); [Sahu et al (2021). See the detailed proof in §A.3]

Theorem 1. (Nonconvex convergence) Let Assumptions and|[Blhold. Let C, be &;-compressors
1

forallt € [T]. For a stepsize n < min <L+L(12M+1) 7 (AL(2M+1)T)2) we have:
2 n

n

Ln(B(2M+1)+202)
2n(1- Ly —InCMED Y
n

ming—o,1 .71 E|VE]? < m (Fo — Fy) +
2

n

5 BENCHMARKING AND EVALUTAION

Environment and Configuration. We run our experiments on 4 NVIDIA A100-SXM4 GPUs (2
GPUs for AlexNet, ResNet-9, and ResNet-18 training, and 4 GPUs for Transformer-XL, NCF, and
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see Legend in Figure 3]
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Figure 5: Comparison with the state-of-the-art adaptive compressors in training ResNet9 on CIFAR10.

ResNet-50 training) with 0GB memory and interconnected with 400 GBps bandwidth. LEGACY is
built on|Dutta et al.|(2020);/Sahu et al.|(2021)); for Transformer-XL, we utilized the NVIDIA Training
Examples benchmark Nvidial with reduced steps; tests on CIFAR10, CIFAR100, and NCF were
implemented using [Dutta et al.| (2020), [Sahu et al.| (2021), and [Nvidia, respectively. We used 30
epochs for AlexNet, ResNet-9, and NCF training, 300 epochs for ResNetl8 training, and 4,500
steps for the Transformer training. For ImageNet, we employed |PyTorch|and train ResNet-50 for 50
epochs; see Tables [2]and [3]in §B]for a detailed summary. For experimental reproducibility see §B.5]

LEGACY Setup. We split the training into two phases: beginning B (first half of the total epochs) and
end E (rest of the total epochs); each phase uses a different compression level. For layer sizes, we
categorize layers into two groups: small layers, S with fewer than 10* elements, and large layers,
L with 10* elements or more. With this formalization, S5, L5, means small layers are compressed
with compression factor, §; and large layers compressed with compression factor, d2, and Bs, Fs,
denotes two-phase training, beginning phase with compression factor, d;, and end phase with J5.

5.1 MODEL QUALITY VS. TRANSMITTED DATA VOLUME

Figure [3al shows the accuracy of AlexNet on CIFAR-10; uniform Top-k compression with k =
0.1%d (corresponding to the d¢.1) results in an accuracy of 75.7%. However, using Top-k as base
compression in LEGACY, the strategy, By 15F0.05, Which starts with a compression ratio of 0.15%
for the first half of the epochs and then switches to an aggressive compression ratio of 0.05%,
achieves a higher accuracy of 79.18%. Notably, the reverse strategy By.o5F0.15 results in a lower
accuracy of 73.6%. When we compress smaller layers at 1% while keeping the larger layers at the
0.1% ratio, S1Lo.1, the accuracy improves by 5.14% over the uniform compression. Figures [3b|
—[3f] show similar results across different DNN models and challenging, larger datasets including
ImageNet and WikiText, with accuracy improvements up to 7-11% on ImageNet compared to the
uniform compression strategy. For language model in Figure the perplexity improves ~ 26%,
from 253.57 with uniform §y ; to 188.8 with adaptive compression S19Lg 1.

Takeaways. In general, sending more data leads to a better-trained model. However, for (almost)
equally transmitted data volume, the results reveal that beginning the training with no to mild com-
pression and transitioning to a more aggressive compression, yields better performance than using
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a uniform or inverse compression strategy. DNN models retain more crucial information during the
initial training phases starting with a mild compression and gradually increasing the compression
ratio. This strategy allows the model to learn effectively from the data, leading to improved accu-
racy compared to a uniform compression strategy, or when aggressive compression is applied first
and eased off. Gradually increasing the compression factor balances the need for sufficient data in
the early stage and gains efficiency from higher compression in the later stage. Similar conclusions
hold for layer size-dependent adaptive compression. Leaving small layers uncompressed or lightly
compressed results in a minor increase in transmitted data volume while improving perplexity by
26% on WikiText-103 and accuracy by 7% on ImageNet.

5.2 MODEL QUALITY VS. TRAINING THROUGHPUT

Figure f] shows the impact of compression on model quality as a function of the relative throughput.
Test cases with a similar average compression ratio (10%) are connected with dotted lines. The
throughput from compression is inferior to the no-compression baseline as we use a limited number
of workers in a data center connected by fast network bandwidth, and the overhead of compres-
sion could be higher relative to the network throughput. Analyzing the groups (connected by the
dotted lines), we observe that the average compression ratio influences the model performance and
throughput; sending more data results in higher model quality but lower throughput. For a similar
average compression ratio, applying moderate compression during the initial training phase and to
smaller layers yields better performance. In Figure fa] for ResNet9, a uniform Top-0.1% compres-
sion results in 75% accuracy, and 50.29% relative throughput. However, our epoch-based strategy,
By.15E) 05 in LEGACY, yields similar relative throughput but improved accuracy, reaching 79.18%.
Meanwhile, the layer size-based adaptive strategy, S1Lg.1 in LEGACY, achieves better throughput
at 53.16% and higher accuracy of 80.85% achieving a 5.7% gain in throughput and 6.6% gain in
accuracy compared to the uniform compression. We observe similar findings in Figures @b and
Generally, the adaptive strategies in LEGACY (denoted by ’+ for epoch-based and ’x’ for layer
size-based) for linked points are positioned either above (indicating better accuracy) or to the right
(indicating better throughput) of the uniform case for AlexNet and ResNet9. For the Transformer-
XL, LEGACY strategy points are located to the right of or below the uniform case, under similar
average compression ratios, indicating a better perplexity, with improvements of up to ~26% in
perplexity and ~4.5% in throughput compared to uniform compression.

Takeaways. Our layer-based strategy can increase accuracy and throughput compared to the uni-
form or inverse approaches, although the throughput gains are limited due to the high-speed network
in the data center. For the layer size-based approach, not compressing small layers eliminates the
computational overhead. For the epoch-based approach, sending more data at the beginning appears
to balance out the aggressive communication towards the end, yielding similar throughput while
leveraging the early training stages to achieve better accuracy.

5.3 ADDITIONAL BENCHMARKING AND DISCUSSIONS

We use Random-£ as the base compressor in LEGACY and provide accuracy vs. data volume results;
see in §B] Figure[7] In §B|Table[d] we report the average Top-1 test accuracy of ResNet9 and AlexNet
on CIFAR10, derived from 15 independent runs; the results are in agreement with By using
Top-k as the base compressor (with and without error feedback) in LEGACY, we provide the model
quality vs. wall clock time results in §B.3] See the limitations and social impact in §C|

5.4 COMPARISON WITH ADAPTIVE GRADIENT COMPRESSORS

We evaluate our approaches, Bs, E's, and S5, Ls,, using the Top-k compression in LEGACY against
three state-of-the-art adaptive compression methods (Adacomp (Chen et al.| (2018a)), variance-based
compression [Tsuzuku et al.| (2018)), and CAT |Khirirat et al.| (2021)) in terms of the trained model
quality and the training time. From Figures [5a| and [5b| we observe the superior performance of
our scheduler in terms of accuracy at similar exchanged data volumes. Although we experience
slower training compared to Adacomp, as Adacomp is based on thresholding and 2x faster than
the uniform Top-k and our strategies, we have a 12% accuracy gain than Adacomp by sending
slightly over 7SMb more data; see Figure Variance-based compression requires access to per-
sample gradients, which are not supported by most deep learning frameworks; obtaining these values
using a batch size of one is extremely slow. We used OPACUS |Yousefpour et al.| (2021)) to get
faster per-sample gradients. Still, it remains ~ 6x slower than our approaches with a 15% lower
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Figure 6: Training ResNet18 on CIFAR10 in a FL Environment; 4100 is no compression baseline.

accuracy. CAT requires testing many values at each iteration before choosing the sparsity, resulting
in 11x slower performance, sending around 575Mb data, and incurring 25% lower accuracy than
our approaches. Our strategies are robust as they choose the compression ratios and control the total
and per-iteration data volume. In contrast, except Accordion, other adaptive methods can neither
be applied to different compressors nor provide an estimate of the data volume. We also found that
at the core, these methods exhibit similar behavior to our strategies, confirming the effectiveness of
our approach, which does not require additional computation.

5.5 FEDERATED TRAINING OF RESNET-18 ON CIFAR-10

High network bandwidth generally does not harvest the benefit of compression Xu et al.[ (2021a);
bandwidth-limited federated training is an authentic area in assessing our strategies.

Testbed and setup. We emulate an environment of 50 workers connected via 1Gbps network operat-
ing on Intel Xeon Platinum 8276 CPUs, instead of GPUs. Additionally, we partitioned the CIFAR10
dataset into 50 subsets using a Dirichlet distribution with parameter = 10, to mimic a non-i.i.d.
data distribution among the workers. We use Top-k as the base compressor in LEGACY and com-
pare the results with no compression baseline and Accordion |Agarwal et al.| (2021a). We use Gloo
AllGather for internodal communication. This configuration more accurately reflects the limita-
tions encountered in a real-world FL environment, characterized by heterogeneous data, constrained
networks, and computational resources.

Result. We do not accumulate gradients at local nodes but communicate immediately to test the
resilience of training when the slow network is burdened with heavy communication. Our strategies
are robust in FL and outperformed the uniform Top-1.3% and Accordion compressors, achieving
a 16%-35% gain in accuracy, while being 6x faster than the no-compression baseline; see Fig-
ure [6b] The test accuracy of our layer-based policy is almost similar to the no-compression base-
line, while the epoch-based policy outperforms the uniform Top-1.3% compression. The adaptive
policies in LEGACY significantly lower the communicate data volume overhead in FL deployments;
By FEy 6 and S15L1 2 communicate only 1.3% and 1.23% of the data, respectively, compared to the
no-compression baseline (Figure ; also, see total communicated data volume during training in
Figure[8c| Together, this indicates the high quality of the trained model, consistent with the findings
in data center training, and validates our claim that the simple yet efficient principles in LEGACY are
beneficial for federated deployments.

6 CONCLUSION

This paper introduces a lightweight, adaptive gradient compression framework or LEGACY for dis-
tributed deep neural network training. LEGACY is open-source and can be seamlessly integrated into
any ML framework. In contrast to the compute-intensive, parameter-heavy adaptive compressors,
LEGACY operates based on two fundamental factors in DNN training, the layer size of the DNNs
and their training phases, and provides a simple yet efficient adaptive scheduler for any compres-
sors to guide their compression parameters selection. Our benchmarking of LEGACY using Top-k
and Random-£ as base compressors shows consistent performance gains compared to the uniform
Top-k, Random-k, and four other state-of-the-art adaptive compressors across large and challeng-
ing datasets, including ImageNet and WikiText-103. Finally, in the bandwidth-constrained federated
training, we profile the efficacy of LEGACY and establish the need of a simple, adaptive scheduler.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Alessandro Achille, Matteo Rovere, and Stefano Soatto. Critical learning periods in deep networks.
In ICLR, 2019.

Saurabh Agarwal, Hongyi Wang, Kangwook Lee, Shivaram Venkataraman, and Dimitris S. Papail-
iopoulos. Accordion: Adaptive gradient communication via critical learning regime identification.
In MLSys, 2021a.

Saurabh Agarwal, Hongyi Wang, Shivaram Venkataraman, and Dimitris S. Papailiopoulos. On the
utility of gradient compression in distributed training systems. CoRR, 2021b.

Alham Fikri Aji and Kenneth Heafield. Sparse communication for distributed gradient descent. In
Proc. of EMNLP, 2017.

Mohammadreza Alimohammadi, Ilia Markov, Elias Frantar, and Dan Alistarh. L-GreCo:
Layerwise-adaptive gradient compression for efficient and accurate deep learning. arXiv preprint
arXiv:2210.17357, 2023.

Dan Alistarh, Demjan Grubic, Jerry Li, Ryota Tomioka, and Milan Vojnovic. = QSGD:
Communication-efficient SGD via gradient quantization and encoding. In Proc. of NeurIPS,2017.

Dan Alistarh, Torsten Hoefler, Mikael Johansson, Sarit Khirirat, Nikola Konstantinov, and Cédric
Renggli. The convergence of sparsified gradient methods. In Proc. of NeurIPS, 2018.

Debraj Basu, Deepesh Data, Can Karakus, and Suhas Diggavi. Qsparse-local-SGD: Distributed
SGD with quantization, sparsification, and local computations. In Proc. of NeurIPS, 2019.

El Houcine Bergou, Konstantin Pavlovich Burlachenko, Aritra Dutta, and Peter Richtarik. Person-
alized federated learning with communication compression. Transactions on Machine Learning
Research, 2023.

Jeremy Bernstein, Yu-Xiang Wang, Kamyar Azizzadenesheli, and Animashree Anandkumar.
signSGD: Compressed optimisation for non-convex problems. In Proc. of ICML, 2018.

Chia-Yu Chen, Jungwook Choi, Daniel Brand, Ankur Agrawal, Wei Zhang, and Kailash Gopalakr-
ishnan. Adacomp: adaptive residual gradient compression for data-parallel distributed training.
Proc. of AAAI, 2018a.

Chia-Yu Chen, Jiamin Ni, Songtao Lu, Xiaodong Cui, Pin-Yu Chen, Xiao Sun, et al. Scalecom: Scal-
able sparsified gradient compression for communication-efficient distributed training. In Proc. of
NeurlPS, 2020a.

Menggiang Chen, Zijie Yan, Jiangtao Ren, and Weigang Wu. Standard deviation based adaptive
gradient compression for distributed deep learning. In IEEE/ACM CCGRID, 2020b.

Tianyi Chen, Georgios B. Giannakis, Tao Sun, and Wotao Yin. Lag: lazily aggregated gradient for
communication-efficient distributed learning. In Proc. of NeurIPS, 2018b.

Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. ImageNet: A Large-Scale
Hierarchical Image Database. In Proc. of CVPR, 2009.

Wei Deng, Junwei Pan, Tian Zhou, Deguang Kong, Aaron Flores, and Guang Lin. Deeplight: Deep
lightweight feature interactions for accelerating ctr predictions in ad serving. In Proc. of WSDM,
2021.

Xiaoge Deng, Dongsheng Li, Tao Sun, and Xicheng Lu. Communication-efficient distributed learn-
ing via sparse and adaptive stochastic gradient. IEEFE Transactions on Big Data, 2024.

Tim Dettmers. 8-bit approximations for parallelism in deep learning. In /CLR, 2015.
Nikoli Dryden, Tim Moon, Sam Ade Jacobs, and Brian Van Essen. Communication quantization

for data-parallel training of deep neural networks. In Proc. of MLHPC, 2016.

11



Under review as a conference paper at ICLR 2025

Aritra Dutta, El Houcine Bergou, Ahmed M. Abdelmoniem, Chen-Yu Ho, Atal Narayan Sahu,
Marco Canini, and Panos Kalnis. On the discrepancy between the theoretical analysis and prac-
tical implementations of compressed communication for distributed deep learning. In Proc. of
AAAL 2020.

Negar Foroutan Eghlidi and Martin Jaggi. Sparse communication for training deep networks. arXiv
preprint arXiv:2009.09271, 2020.

Jinrong Guo, Wantao Liu, Wang Wang, Jizhong Han, Ruixuan Li, Yijun Lu, and Songlin Hu. Ac-
celerating distributed deep learning by adaptive gradient quantization. In /CASSP, 2020.

F. Maxwell Harper and Joseph A. Konstan. The movielens datasets: History and context. ACM
Trans. Interact. Intell. Syst., 2015.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proc. of CVPR, 2016.

Xiangnan He, Lizi Liao, Hanwang Zhang, Ligiang Nie, Xia Hu, and Tat-Seng Chua. Neural Col-
laborative Filtering. In Proc. of WWW, 2017.

Peter Kairouz, H Brendan McMahan, Brendan Avent, Aurélien Bellet, Bennis, et al. Advances and
open problems in federated learning. arXiv preprint arXiv:1912.04977, 2019.

Sai Praneeth Karimireddy, Quentin Rebjock, Sebastian Stich, and Martin Jaggi. Error feedback fixes
SignSGD and other gradient compression schemes. In Proc. of ICML, 2019.

Sarit Khirirat, Sindri Magnusson, Arda Aytekin, and Mikael Johansson. A flexible framework for
communication-efficient machine learning. Proc. of AAAI, 2021.

Diederik P. Kingma and Jimmy Ba. ADAM: A Method for Stochastic Optimization. In Proc. of
ICLR, 2015.

Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images.
Technical report, University of Toronto, 2009.

Yujun Lin, Song Han, Huizi Mao, Yu Wang, and William Dally. Deep gradient compression: Re-
ducing the communication bandwidth for distributed training. In Proc. of ICLR, 2018.

Rongwei Lu, Jiajun Song, Bin Chen, Laizhong Cui, and Zhi Wang. DAGC: Data-aware adaptive
gradient compression. In IEEE INFOCOM, 2023.

Peng Luo, F. Richard Yu, Jianyong Chen, Jianqgiang Li, and Victor C. M. Leung. A novel adap-
tive gradient compression scheme: Reducing the communication overhead for distributed deep
learning in the internet of things. IEEE Internet of Things Journal, 2021.

Lin Meng, Yuzhong Sun, and Weimin Li. Near-linear scaling data parallel training with overlapping-
aware gradient compression. In IEEE ICPADS, 2023.

Stephen Merity, Caiming Xiong, James Bradbury, and Richard Socher. Pointer sentinel mixture
models. In Proc. of ICLR, 2017.

Konstantin Mishchenko, Ahmed Khaled, and Peter Richtdrik. Random reshuffling: Simple analysis
with vast improvements. Proc. of NeurIPS, 2020.

Yuki Miyauchi, Haruki Mori, Tetsuya Youkawa, Kazuki Yamada, Shintato Izumi, Masahiko Yoshi-
moto, Hiroshi Kawaguchi, and Atsuki Inoue. Layer skip learning using LARS variables for 39%
faster conversion time and lower bandwidth. In ICECS, 2018.

NCCL. NCCL: NVIDIA Collective Communication Library. https://developer.nvidia.
com/nccll

Yuri Nesterov. Gradient methods for minimizing composite functions. Mathematical Programming,
2013.

Nvidia. Nvidia deep learning examples. https://github.com/NVIDIA/
DeeplLearningExamples.

12


https://developer.nvidia.com/nccl
https://developer.nvidia.com/nccl
https://github.com/NVIDIA/DeepLearningExamples
https://github.com/NVIDIA/DeepLearningExamples

Under review as a conference paper at ICLR 2025

PyTorch. Pytorch examples. https://github.com/pytorch/examplesl

Linping Qu, Shenghui Song, and Chi-Ying Tsui. FedAQ: Communication-efficient federated edge
learning via joint uplink and downlink adaptive quantization. arXiv preprint arXiv:2406.18156,
2024.

Herbert Robbins and Sutton Monro. A stochastic approximation method. Annals of Mathematical
Statistics, 1951.

Mengzhe Ruan, Guangfeng Yan, Yuanzhang Xiao, Linqi Song, and Weitao Xu. Adaptive Top-K in
SGD for communication-efficient distributed learning. In IEEE GLOBECOM, 2023.

Atal Narayan Sahu, Aritra Dutta, Ahmed M. Abdelmoniem, Trambak Banerjee, Marco Canini, and
Panos Kalnis. Rethinking gradient sparsification as total error minimization. In Proc. of NeurlPS,
2021.

Shaohuai Shi, Zhenheng Tang, Qiang Wang, Kaiyong Zhao, and Xiaowen Chu. Layer-wise adaptive
gradient sparsification for distributed deep learning with convergence guarantees. In Proc. of
ECAI 2020.

Sebastian U Stich and Sai Praneeth Karimireddy. The error-feedback framework: Sgd with delayed
gradients. Journal of Machine Learning Research, 2020.

Sebastian U Stich, Jean-Baptiste Cordonnier, and Martin Jaggi. Sparsified SGD with memory. In
Proc. of NeurlPS, 2018.

N. Strom. Scalable distributed DNN training using commodity GPU cloud computing. In Proc. of
INTERSPEECH, 2015.

Guangyu Sun, Matias Mendieta, Aritra Dutta, Xin Li, and Chen Chen. Towards multi-modal trans-
formers in federated learning. In European Conference on Computer Vision, 2024.

Yusuke Tsuzuku, Hiroto Imachi, and Takuya Akiba. Variance-based gradient compression for effi-
cient distributed deep learning. In Proc. of ICLR, 2018.

Sharan Vaswani, Francis Bach, and Mark Schmidt. Fast and faster convergence of SGD for over-
parameterized models and an accelerated perceptron. In Proc. of AISTATS, 2019.

Thijs Vogels, Sai Praneeth Reddy Karimireddy, and Martin Jaggi. PowerSGD: Practical low-rank
gradient compression for distributed optimization. In Proc. of NeurIPS, 2019.

Hongyi Wang, Scott Sievert, Shengchao Liu, Zachary Charles, Dimitris Papailiopoulos, and Stephen
Wright. Atomo: Communication-efficient learning via atomic sparsification. In Proc. of NeurIPS.
2018.

Hui-Po Wang, Sebastian Stich, Yang He, and Mario Fritz. ProgFed: Effective, communication, and
computation efficient federated learning by progressive training. In Proc. of ICML, 2022.

Yiding Wang, Decang Sun, Kai Chen, Fan Lai, and Mosharaf Chowdhury. Egeria: Efficient dnn
training with knowledge-guided layer freezing. In Proc. of EuroSys, 2023.

Zeqin Wang, Qingyang Duan, Yuedong Xu, and Liang Zhang. An efficient bandwidth-adaptive gra-
dient compression algorithm for distributed training of deep neural networks. Journal of Systems
Architecture, 2024.

Wei Wen, Cong Xu, Feng Yan, Chunpeng Wu, Yandan Wang, Yiran Chen, and Hai Li. Terngrad:
Ternary gradients to reduce communication in distributed deep learning. In Proc. of NeurlPS,
2017.

Arissa Wongpanich, Hieu Pham, James Demmel, Mingxing Tan, Quoc Le, Yang You, and Sameer
Kumar. Training efficientnets at supercomputer scale: 83% imagenet top-1 accuracy in one hour.
In IEEE IPDPSW, 2021.

Jihao Xin, Ivan Ilin, Shunkang Zhang, Marco Canini, and Peter Richtarik. Kimad: Adaptive gradient
compression with bandwidth awareness. In DistributedML, 2023.

13


https://github.com/pytorch/examples

Under review as a conference paper at ICLR 2025

Hang Xu, Chen-Yu Ho, Ahmed M. Abdelmoniem, Aritra Dutta, El Houcine Bergou, Konstantinos
Karatsenidis, Marco Canini, and Panos Kalnis. Grace: A compressed communication framework
for distributed machine learning. In IEEE ICDCS, 2021a.

Hang Xu, Kelly Kostopoulou, Aritra Dutta, Xin Li, Alexandros Ntoulas, and Panos Kalnis. Deepre-
duce: A sparse-tensor communication framework for federated deep learning. Proc. of NeurlPS,
2021b.

Yang You, Zhao Zhang, Cho-Jui Hsieh, James Demmel, and Kurt Keutzer. Imagenet training in
minutes. In Proc. of ICPP, 2018.

Yang You, Jing Li, Sashank Reddi, Jonathan Hseu, Sanjiv Kumar, Srinadh Bhojanapalli, Xiaodan
Song, James Demmel, Kurt Keutzer, and Cho-Jui Hsieh. Large batch optimization for deep
learning: Training bert in 76 minutes. In Proc. of ICLR, 2020.

Ashkan Yousefpour, Igor Shilov, Alexandre Sablayrolles, Davide Testuggine, Karthik Prasad, Mani
Malek, John Nguyen, Sayan Ghosh, Akash Bharadwaj, Jessica Zhao, et al. Opacus: User-friendly
differential privacy library in pytorch. In Proc. of NeurIPS, 2021.

Mingchao Yu, Zhifeng Lin, Krishna Narra, Songze Li, Youjie Li, Nam Sung Kim, Alexander G.
Schwing, Murali Annavaram, and Salman Avestimehr. Gradiveq: Vector quantization for
bandwidth-efficient gradient aggregation in distributed CNN training. In Proc. of NeurIPS, 2018.

Hao Zhang, Tingting Wu, Zhifeng Ma, Feng Li, and Jie Liu. Dynamic layer-wise sparsification for
distributed deep learning. Future Generation Computer Systems, 2023a.

Jingzhao Zhang, Haochuan Li, Suvrit Sra, and Ali Jadbabaie. Neural network weights do not con-
verge to stationary points: An invariant measure perspective. In Proc. of ICML, 2022.

Lin Zhang, Longteng Zhang, Shaohuai Shi, Xiaowen Chu, and Bo Li. Evaluation and optimization
of gradient compression for distributed deep learning. In /EEE ICDCS, 2023b.

14



Under review as a conference paper at ICLR 2025

CONTENTS
I TInfroducfion| 1
2 Related work and background| 3
3 How can we design an adaptive compressor scheduler?| 4
[3.1 Insight through the lens of the compressed GD algorithm| . . . . . ... ... ... 5
3.2 An adaptive compressor scheduler for DNN training| . . . ... ... ... ... .. 6
3.3 System Architecture — LEGACY| . . . . . . . . . . . . . ... 6
|4 Convergence Guarantee| 7
|5 Benchmarking and Evalutaion| 7
[5.T Model quality vs. transmitted datavolume] . . . . . . . . .. .. ... ....... 8
[5:2~ Model quality vs. training throughput] . . . . . . . . . . . . v v v 9
5.3 Additional benchmarking and discussions| . . . . .. ... ... Lo, 9
5.4 Comparison with adaptive gradient compressors| . . . . . . . . . . . . . ... ... 9
5.5 Federated training of ResNet-18 on CIFAR-10[. . . . . . .. ... ... ... ... 10
6 Conclusion 10
[A_Theoretical Results| 15
[ALT Assumptions| . . . . . ... e e e e e e 16
IA.1.1 Inequalitiesused| . . . . . .. ... ... . ... ... 16
IA.2 Convergence of GD|. . . . . . . .. ... . 17
|A.2.1 Convergence of GD on strongly convex functions| . . . . . .. ... .. .. 17
1A.2.2  Convergence of GD on nonconvex functions with PL condition|. . . . . . . 18
IA.3  Convergence proofs for nonconvex distributed SGD| . . . . . .. .. .. ... . 18
B~ Supplementary Numerical Results| 22
IB.1 Performance of Random-£ in LEGACY as base compressor: Accuracy vs. Data volume| 22
IB.2 Average of IndependentRuns|. . . . . ... ... ... ... .. 0 L. 22
IB.3 Model quality vs. runtime| . . . . . ... ... ... L 22
IB.4 Time complexity| . . . . . . . . ... 24
IB.5 Reproducibility] . . . . . . ..o 24
|C  Limitation, Future Direction, and Ethics Statement| 24

A THEORETICAL RESULTS

This section complements Sections [3] and ] in the main paper. We start with the Assumptions used
in the main paper.
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A.1 ASSUMPTIONS

We make the following general assumptions.

Assumption 1. (Smoothness) The loss function f; : RY — R at each node i € [n] is L-smooth, i.e.
fily) < filx) +(Vfi(x),y —a) + §lly — 2| forall z,y € R%.

Assumption 2. (u-strongly convex) The loss function f; : R? — R at each node i € [n] is -
strongly convex, i.e. fi(y) > fi(x) + (Vfi(z),y —x) + 5y — z||? for all x,y € R%

Remark 1. The above two assumptions together imply that F' is L-smooth and pi-strongly convex.
Assumption 3. (Global minimum) There exists x, such that, F(x,) = F, < F(z), forall v € R%.

Assumption 4. (Polyak-Lojasiewicz Condition) The function F satisfies Polyak-Lojasiewicz (PL)
condition with parameter 11 > 0 if for all x € R? the following holds:

SIVE@)] > p(F(x) -~ F.).

Assumption 5. ((M, 02) bounded noise) There exist constants M, o> > 0, such that for all z; €
R4, the stochastic noise, &t follows

E[ll&:.c|
Remark 2. The above implies, E[||gi ¢||? | x+]

2] < M|V fiill® + 0>
< (M + 1)||Vfi,t||2 + 2.

Assumption 6. (Bounded variance of gradients) There exist constants A, B > 0 such that, for all
x € RY, the variance of gradients among nodes follow

7 i [V fi(z) = VF(2)|? < 2A(F () - F.) + B.
We impose the following extra assumption on the expected direction of the compressed gradient for

biased compressors. A similar assumption was made in Dutta et al.| (2020) and it has been validated
by several classic biased compressors, such as Topk-k.

Let C be a biased d-compressor such that there exists 0 < a < 2 and 3 > 0 such that if g € R?, is
an unbiased estimator of V f then

E[C(g)"VfIVf] > BE|Vf|* + R,

where R is a small scalar residual which may appear due to the numerical inexactness of some
operators or due to other computational overheads.

Remark 3. The above assumption is general and one can characterize many compressors with this.
For instance, for Top-k, we have o = 2, 8 = k/d and R = 0. In this paper, for simplicity and
without loss of generality, we consider o = 2, 3 = 1, and R = 0. Under these simplifications, the
previous assumption aligns with the unbiasedness assumption of the compressor and the stochastic
gradient g. Therefore, the convergence analysis is based on this assumption.

A.1.1 INEQUALITIES USED
1. If a,b € R? then we use a relaxed version of Peter-Paul inequality:
lla + BII* < 2[lal* + 2{|]|*. O]
2. If a, b € R? then the following holds:
1
2(a,b) < 2al* + 5 Ib]* (5)

3. Forz1,...,2, € R? we have:

13wl <0 il ©
=1 =1

4. If X is a random variable then:

E|X|I* = |EX]I” + E[|X — EIX]]*). (7
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Lemma 4. Let C(-) : R? — R? be a §-compressor. We have E||C(g)|> < (2 — 9)||g/|*.

Proof. Recall for §-compressors, we have E||g — C(g)||* < (1 — 8)||g/|?. Since E(C(g)) = g, from
equation [7] we have,

By equation
Ellc(g)* ™ L " PR lg — (o) + IgIP<(1 — &)llgl + llgl* = (2~ 8)glI*

Lemma 5. Let F' follow Assumption[B] Then we have for all t > 0,

1 n
— Y IV fill® < 24(F — F) + B+ | VE|* ®)
=1

Proof. The proof follows from the fact that 2 > [V fi.[|? = L3 | Vi, — VF, + VFJ?
and Fy, ;= 23" | f;, forall ¢ > 0. Therefore,

1 n
- ; IV fi

1 n
2 - e — F F 2
n;HVf,t VI + VF

1
= ) IV VRIP+ VR
i=1
By Assumption@
<

2A(F, — F.)+ B+ |VF|*.
Hence the result. O

A.2 CONVERGENCE OF GD

This section provides the convergence proofs GD on strongly convex and nonconvex functions with
PL conditions as given in Lemma [T]and Lemma 2]

A.2.1 CONVERGENCE OF GD ON STRONGLY CONVEX FUNCTIONS

Lemma 1. (Gradient descent with unbiased compressor) Let F follow Assumptions|I|and[2} Then
with stepsize n < m, the sequence of iterates, {x;}1>0 of compressed GD updates satisfy

Ee,(lze+1 — 2l®) < (1= 2un + 0 pL(2 = 61)) [l — ]|, ©)

Proof. From the GD update in equation 2] we have
Tip1 — Ty = T — Ty — NC(VF(21)).
Squaring both sides and expanding we have
i1 — 2el® = e — 2> = 20C (VE)T (w0 — 2.) + 7°||CU(VE)|1*.
By taking expectation on the randomness of the compressors C; we get:

Ec, (lwer1 — .?) = lze = 2.l|* = 20V E] (21 — 2.) + e, | Ce(VE) |

By Assumption|2]
< e = 2al|* + 20 (Fr = Fy) — ppllze — .|?

+1(2 = 6,) [ VF|”
By Assumptionm
< e — 24| + 20 (Fy = Fy) — pmlzg — @)

+202L(2 — 8,)(F, — F)

< (1= )|z — 2o]|? + 20 (L(2 = 6¢) — 1) (Fy — FY)
By Assumption@
< (1= pm)llwe — | + pm (L(2 = 6¢) — 1) [y — 2|
< (1= 2 + 17 uL(2 = 60)) e — .
This completes the proof. O
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A.2.2 CONVERGENCE OF GD ON NONCONVEX FUNCTIONS WITH PL CONDITION

Lemma 2. (Gradient descent with unbiased compressor) Let I follow Assumptions[I|and[ Then
with stepsize n = % the sequence of iterates, {x,}1>0 of compressed GD updates satisfy

Ec,(Fiyy) — Fy < <1 - 52“) (F, — F,). (10)

Proof. Using the L-smoothness of F' as in Assumption [[|we have

L
Fiyq < Fy +(VFy, xi11 — x4) + §||$t+1 —z?
By equation 2L
< B n(VE,C(VF (@) + T2 C (VP @)IP.

By taking the expectation on the randomness of C; and by using the GD updates from equation 2] we
have
1 2, 1 2
Ec, (Fit1) < Fe = ZIVEN" + 57 Ee lIC(V(E))]

By Lemmsl] 1 2-4 ,
< I
" R (152 )IvE

1)
< F— iHVFtHz
By Assumptio
v At %zu(ﬂ ~F).

Finally, subtracting F), from both sides we get

Ot

Ec,(Fi1) — F, < (1 - L”) (F, — F,).

This completes the proof. O

A.3 CONVERGENCE PROOFS FOR NONCONVEX DISTRIBUTED SGD

In this section, we provide the convergence proofs of compressed distributed SGD on nonconvex
functions. We start with the key inequalities used in our proofs.

Lemma 3. (Compression variance) Let C; be a d;-compressor for all t € [T, and let F follow
Assumption |6} and the stochastic noise follow Assumption[5| Then we have

n n 2
E i(ZCt(gi,t)—ZVf,#) | < a
i=1 i=1
_ 2
L= 8)(M +1) + M) AR ~ B+ B+ [VE[?) + BT

Proof. We note that the compression operator, Ct, and the stochastic noise, §; + are independent of
each other. Therefore, while taking expectation on the randomness of the compression operator,
C: we condition on the other source of randomness, and vice versa. We use E¢, to denote the
expectation taken on the randomness of the compression operator, C;, and conditioned on other
sources of randomness. So, taking expectation on the randomness of the compression operator, C;
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we have
2

Ec,

i (Z Ci(9it) — Z vfi,t)
=1 =1

1 n
3 > Ee,lCi(gis) = V fil
i=1

Ec, (Ce(9i,t))=gi.e 9 2
d + = §<gi,t — Vit 95t — Vfit)
7]

2
2+ 3 E (9it = Vfit: 950 — Vi)
i#£j

9i,t=V fi,t+&i ¢

1 n
) Z Ee, [ICe(gi) — gise + &irtl
i=1

Ec, (Ct(gi,t))=gi,t 1 <& 9
= 3 E (Ect 1Ce(gie) — giel® + Ee, ||§i,t||2> +3 E (9it — Vit 95t — Vi)
=1 i#j

1 o 2
< o) Z (1= llgael? + l1&iel?) + 3 Z<gi,t = Vit git — Vi)
i=1 i#j

Taking expectation conditioned on x;, and by using the tower property of expectation we get

- <Z Cigi) =) vfi,t)
i=1 i=1

The equality holds as E(g; ¢|z+) = V f; + and E(gj¢|a¢) = V fj, forall ¢ # j,i, j € [n]. By using
Assumption 3} write the above expression as

2
1

AR (e

NEARSO[[IF

?|lae]) -

E |Ee, | —

(1= G)Ell g ell*e] + E[I&:[1*|¢])

SM‘,_A

=1

1 n
= 2 3 (1= 8)(M + V)|V fial> + (1= )0 + M|V fie|® + 02)
i=1
By Lemma@ 1 2 ) 2
< —((1=8)(M +1) + M) 2A(F, = F) + B+ |VE[*) + —(2 = 8,)™.
Hence the result. .

Based on the previous Lemma, the next lemma quantifies the quantity E || "7 | Cy(gi ) H2 )

Lemma 6. Let C; be a d;-compressor for all t € [T]. Let F follow Assumptions @ and the
stochastic noise follow Assumption |5} Then
2

- 2A B 2-0
2 )| = EEE-r)+ (1 D) ivRes 22y (220 e
i=1

where 3; := (1 — 6;)(M + 1) + M.

E

Proof. Taking expectation on the randomness of the compression operator, C;, we have

n 2 n
Ee, |1 Cilgin)| =EellE Y Cilgis) — VF + VE?
i=1 =1
n 2 n
— Ee, %th(gi,t) —VE| + ||VFt||2+2<$Zgi,t ~VFE, VE)
=1 =1
By Lemmaf3] ] ) 1 )
< (L =6)(M + 1)+ M) QA(F, = F) + B+ [[VE) + (2 = bi)o
HIVEP? +2(2Y gis — VF, VE). (13)

i=1

19



Under review as a conference paper at ICLR 2025

Finally, we note that E(g; |z:) = fi+. By using the tower property of expectation, we denote
E|[L 3", Cilgi)lI* = E(Ec, || 30, Ci(gi)]|?|2:). Taken together, from we have

EH%ZCt(%,t)HZ
i=1

1 1
< - (1 =0)) (M +1)+ M) (2A(F, — F.) + B+ |[VE|?) + 5(2 —8:)0” + |[VE .
Hence the result. O

Finally, we can quote the non-convex descent lemma for compressed distributed SGD.

Lemma 7. (Non-convex descent lemma) Let Assumptions[I|, B] and [6] hold, and let C; be a &;-
compressor for all t € [T]. Then

BR) - P < (1402280 iy - py g (1o 22 LR

2 n
2 _
+L77t (Bﬁt + (2 5t> 02> .
2 n n

Proof. By using the L-smoothness of ' we have

)mme

Foii< F,— (VF, x40 —x) + %thJrl — a||?

By using the update rule ;11 — x; = —£ 37" | C;(gi+) the above becomes

2
Fi< B —(VE, " Colgin)) + 212550 Colgin)|1* (14)

Taking expectation with respect to the randomness of C; on the above expression for all ¢ € [T], we
find

n 2 n
Ec,(Fiy1)< Fo— (VFL 2S00 gig) + S8 Ee, |12 20 Colgi) I

Taking expectation conditioned on x; we have

Ln? -
E(Fple) < E(E|z) — nE|VE|? + %E (Ii th(gi,t)||2|xt> .

i=1
By using Lemmal6|on the above we find

E(Firilze) < E(Filae) — nE|VE?

Ln? (24 B 2-56
il % (ﬁt (F,— F) + <1+5t) ||VFt||2+ﬁ+ (t> 02) .
2 n n n n

Taking the final expectation, by using the tower property of expectation, and rearranging the terms,
we have

ALn? L L
BFa) - Fo< (14 220 (R - £ - (1= S - 2

2 _
4 L (Bﬁt + (2 5’*) 02> . (15)
2 n n

)mwmw

Hence the result.

NONCONVEX CONVERGENCE RESULTS

The next Lemma is instrumental in proving the nonconvex convergence of distributed SGD with
d-compressors.
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Lemma 8. Mishchenko et al.|(2020) Let for 0 < t < T the following holds:

pe+1 < (1 +a)pe — bg +c, (16)
where {p;}1_o and {q;}1_, are non-negative sequences and a,b,c > 0 are constants. Then
. (1+a)” c
<=1 po+ -
ol @S T T 4

Proof. Dividing both sides of equation [16|by (1 + a)**! and summing from ¢t = 0,1,--- ,T we
have

T 1 T T b T .
- < 7 -
;(uat“pt* *;} ay?t ;(1+a)‘+1%+§(1+a)t“’
which after rearranglng is
1 c
z LN SET < S
a)t+T T+1 t+1
— ( (1+a) —~ (1+a)
Noting "1, (Ha)tﬂ < 1_11? —1=1 wehave
T 1 L 1 D c
0
— < —_—q < — . 18
tglllfqutZ(1+a)t+1—;(1+ PRk y T (18)
Hence the result. O

Finally, we are all set to prove Theorem I}
Theorem 1. (Nonconvex convergence) Let Assumptions [, P| and [6] hold, and let C, be a d,-

n

_1
compressor for all t € [T]. For a fixed stepsize 1, := 1 < min ( +L<12M+1) , (AL(QMH)T) 2)

we have:
3 Ln (B(2M +1) + 202
t_orln'i%_lE|\VF(xt)||2 = Ly Ln (Fo — F) + 7t (L7 L37(2Mjl)) '
=0.1, Tn(1f7'f7’) Qn(lf%fT)

Proof. From Lemmal[7|we have

ALn? L L
BF) ~ P < (14222 ) @) - ) - (1- 5 - 22 Bv R

2
2 _
L (B (220 Y,
2 n n

The above inequality satisfies the condition of equation with a =
n (1 - % — M) ,C= %’2 (w + 2%2) . Therefore, we obtain

n n

(1 . ALn2(2]\4+1))T
. 2< n
oty FIV S T ey

ALn?(2M+1) b
n )

Ln? ( B(2M+1)
b (P 4 2

n

7 (1 _ % Ln(2M+1) )

- F)+ (19)

2 n n

_1
Using that x+1 < exp x and withn < (M) * in the first term of the RHS of equation
we get

2 T 2
(1 N ALM?MH)) < exp <AL77 (2M + 1)T> < exp(1) < 3.

n n
Finally, using the above in the the inequality (I9), we have

3 Ly (B(2M + 1) + 202

min_ E||VF(z,)]? < (Fo — 1) + B ) +20%)

t=0,1,---T—1 T T (1 _ % _ %)

Hence the result.

L Lp(2M+1)\
o (1 ~Ln_ ’77)

n
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B SUPPLEMENTARY NUMERICAL RESULTS

In this section, we provide additional experimental details and benchmarking results, which we were
unable to discuss in the main paper due to limited space.

Table 2: Summary of the benchmarks and quality metrics used in this work.

Task Model Dataset Training QuahAty BaseIAme Optimizer
parameters metric quality
AlexNet CIFAR-10 2,255,296 Accuracy 84.99% SGD |Robbins & Monro|(1951)
Image ResNet9 CIFAR-10 6,573,120 Accuracy 92.07% SGD |Robbins & Monro|(1951)
Classification ResNet18 CIFAR-100 11,220,132 Accuracy 73.43% SGD-M |Nesterov] (2013)
ResNet50 ImageNet 25,559,081 Accuracy 59.43% SGD|Robbins & Monro|(1951)
Recommendation ~ NCF Movielens-20m 31,832,577 HR@10 95.53% ADAM [Kingma & Bal(2015)
Language Transformer-XL ~ WikiText-103 191,950,208  Perplexity ~ 39.47 LAMB |You et al.{(2020)
Modelling
Ff;ﬁf; ResNetl8 CIFAR-10 11,173,962 Accuracy  85.37% SGD-M Nesterov| (2013)

B.1 PERFORMANCE OF RANDOM-k IN LEGACY AS BASE COMPRESSOR: ACCURACY VS.
DATA VOLUME

We provide additional tests following the configuration described in Section [3] using the Random-
k as the base compressor in LEGACY. Figure [7| displays the accuracy versus relative average data
volume throughout training for AlexNet, ResNet-9, and Transformer-XL.

B.2 AVERAGE OF INDEPENDENT RUNS

In Table [d] we report the accuracy of ResNet-9 and AlexNet, including standard deviations ob-
tained through independent runs using Top-k and Random-k as base compressors in LEGACY. Top-k
demonstrates superior performance relative to Random-k. The tests conducted reveal comparable
findings to those discussed in Subsection [5.1} further validating the importance of small layers and
the initial training phase in improving compression efficiency.

B.3 MODEL QUALITY VS. RUN TIME

We performed our previous experiments on high-performance GPUs in a data center, connected
by a fast network, and constituting a limited number of workers. To simulate more constrained
environments, we now simulate scenarios with more restricted resources.

Testbed and setup. We trained ResNet-18 on CIFAR10 using 50 workers, sharing a 1Gbps network
bandwidth, with every worker operating on an Intel Xeon Platinum 8276 CPU instead of a GPU. In
this part, we integrated error feedback (EF) in our tests; the implementation of EF is based on|Sahu
et al| (2021). Figure[§] profiles the accuracy per wall clock time for 4100 seconds, which is the time
required for compressors to complete 30 epochs. For the compression parameters of each method,
we employed the following so that all methods transmit (almost) equal average data volume:

Table 3: Dataset and training configuration.

Dataset Training
Name Size Workers used Time (min) Independent Runs Performed
CIFAR10|Krizhevsky et al.|(2009) 160MB 2 5 15
CIFAR100 Krizhevsky et al.|(2009) 160MB 2 20 15
ImageNet|Deng et al.|(2009) 140GB 4 2100 1
Movielens-20m |Harper & Konstan|(2015) 190MB 4 2 10
WikiText-103 |[Merity et al.|(2017) 500MB 4 190 4
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Figure 7: Layer-size and training epoch dependent Random-% compression, where Ss, L5, means
small layers(< 10%) compressed with compression factor, §; and large layers compressed with com-
pression factor, d2, and By, E5, denotes two-phase training, beginning phase (half of the total train-
ing epoch) with compression factor, §; and ending phase with compression factor 5.

Table 4: Comparison of average compression ratios vs. mean accuracy with standard deviation
derived from 7 runs.

ResNet9 AlexNet

Method Compression ratio  Average ratio Accuracy Average ratio Accuracy

Baseline N/A 100% 92.07 £0.13 100% 84.98 +0.34
Topk 0.1% 0.1% 75.72 £ 1.07 0.1% 65.53 £ 0.86
Topk-epoch Bo.osEo.15 0.1% 73.65 £ 0.16 0.1% 59.85+49
Topk-epoch Bo.15Eo.05 0.1% 79.18 + 0.26 0.1% 66.25 + 0.62
Topk-layer S10L0.1 0.12% 82.94 + 0.79 0.13% 70.27 £ 0.91
Randomk 0.1% 0.1% 50.04 £0.8 0.1% 43.58 £ 045
Randomk-layer S10Lo.1 0.12% 68.67 + 0.53 0.13% 62.13 + 0.45

* Top-k: 1.7% uniform compression.

* Accordion: Set low and high compression ratio to kjo,, = 0.1% and kpign, = 10%, respec-
tively, achieving an average compression ratio of 1.98%.

» Top-k Epoch-based: The total training duration of 30 epochs was divided into four seg-
ments: three segments of 8 epochs each, followed by a final segment of 7 epochs. Compres-
sion ratios were set to 5%, 1%, 0.5%, and 0.1% for each segment, respectively, resulting in
an average compression ratio of 1.75%.

» Top-k Layer-based: Layers were categorized based on size into five groups: very small (<
100), small (< 600), medium (< 10°), large (< 10), and very large (> 10°). Assigned
compression ratios were 80%, 50%, 20%, 5%, and 0.1% for each group respectively, trans-
mitting 1.77% of the gradients.

Results. Although the no-compression baseline achieves the highest accuracy, the time required is
also large in environments with limited and weak resources. In this test, the baseline needed more
than 6 hours to complete 30 epochs, while the compression tests took ~ 4100 seconds, thereby
achieving the best return for time. From Figure we can observe that the Epoch-based Top-k
strategy achieves the best performance in the first 1000 seconds, which is expected as the method is
running through a light compression of 5% during this period, compared to the other compressors
that are using around a 1.7% compression ratio. The uniform compressors required approximately
double the time (= 2000s) to reach this level of accuracy. On the other hand, the Top-k strategy
based on layer size, stands out with the best accuracy when the layer size groups are more refined,
creating more groups helps in controlling the compression for sensitive and small layers to achieve
better accuracy.

Takeaways. In resource-limited environments, the strategies in LEGACY perform better in terms of
obtaining a better accuracy faster. The initial mild compression phase of the epoch-based strategy
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Figure 8: In (a) and (b), we show accuracy vs. wall clock time of training ResNet-18 on CIFARI10,
with and without EF, respectively. In (c), we show the total communicated data volume in ResNet-
18 on CIFARI1O training in an FL environment; see legend in Figure @

allows it to benefit from the early training phase and outperform other methods, which take signif-
icant time to match its performance, even after the epoch strategy enters the aggressive phase. On
the other hand, applying light compression to small layers enhances model performance. In both
strategies, creating more groups aids in refining the compression more effectively to achieve better
performance.

B.4 TIME COMPLEXITY
The time complexity of LEGACY is equivalent to the time complexity of the base compressor used

in it. LEGACY does not involve any back-of-the-hand calculation in choosing the adaptive version of
the compressor.

B.5 REPRODUCIBILITY

We implement the sparsifiers in Py Torch. Tables[3} [6] [7[8] and [0 provide the experimental details
for each of the tasks. We used the default hyperparameters provided in the mentioned repositories
for each task.

Table 5: CIFAR-10 experiments

Dataset CIFAR-10
Architecture AlexNet, ResNet-9
Repository Layer-Wise-AAAI20 Dutta et al.| (2020)
See https://github.com/sands-lab/layer-wise—-aaai20
License MIT
Number of workers 2
Global Batch-size 256 x 2
Optimizer vanilla SGD
LR scheduler piecewise-linear function that increases the

learning rate from O to 0.4 during the first 5 epochs
and then decreases to 0 till the last epoch
Number of Epochs 30
Repetitions 15, with different seeds

C LIMITATION, FUTURE DIRECTION, AND ETHICS STATEMENT

Although adapting compression ratios according to layer size and training phase can significantly
improve model performance, it requires an additional set of hyperparameters. These parameters
determine the number of layer groups to create, when to adjust compression levels (start new phase),
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Table 6: CIFAR-100 experiments

Dataset CIFAR-100
Architecture ResNet-18
Repository rethinking-sparsification Sahu et al.[(2021)
Seehttps://github.com/sands—lab/rethinking—-sparsification
License MIT
Number of workers 2
Global Batch-size 256 x 2
Optimizer SGD with Nesterov Momentum
Momentum 0.9
Post warmup LR 0.1 x 16
LR-decay /10 at epoch 150 and 250
LR-warmup Linearly within 5 epochs, starting from 0.1
Number of Epochs 300
Weight decay 10~*
Repetitions 15, with different seeds
Table 7: Language modelling task
Dataset WikiText103
Architecture Transformer-XL
Repository NVIDIA Deep Learning Examples Nvidia
Seehttps://github.com/NVIDIA/DeepLearningExamples
License Apache
Number of workers 4
Global Batch-size 256
Optimizer LAMB
LR-decay Cosine schedule from 0.01 to 0.001

LR-warmup

Linearly within 1,000 iterations, reaching 0.01

Number of training steps 4500
Weight decay 0
Repetitions 4, with different seeds
Table 8: Recommendation task
Dataset Movielens-20M
Architecture NCF
Repository NVIDIA Deep Learning Examples |[Nvidia

Seehttps://github.com/NVIDIA/DeepLearningExamples

Number of workers 2
Global Batch-size 220
Optimizer ADAM
ADAM 0.25
ADAM fy 0.5
ADAM LR 4.5 %1073
Number of Epochs 30
Weight decay 0
Dropout 0.5
Repetitions 10, with different seeds
License Apache
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Table 9: ImageNet experiments

Dataset ImageNet
Architecture ResNet-50
Repository PyTorch Examples [PyTorch
Seehttps://github.com/pytorch/examples
License BSD 3-Clause
Number of workers 4
Global Batch-size 256
Optimizer SGD
Momentum 0.9
LR-decay LR decayed by 10 every 30 epochs
Number of Epochs 50
Weight decay 1074
Repetitions 1

and which compression ratios to apply for each group during each training phase. We note that
choosing these hyperparameters does not require any rigorous setup compared with other state-of-
the-art adaptive compressors. Regardless, in the following, we discuss some test cases. In the future,
we plan to make these choices more robust.

In our experiments, we followed a simple approach for grouping layers that involves sorting the
model’s layers by their sizes and identifying any significant differences to establish new groups. De-
termining optimal compression ratios for each group is less straightforward but can be managed by
incrementally adjusting the aggressiveness for larger layers and redistributing the gain among other
groups. E.g., shifting from a uniform 10% to using S79Lg ¢ achieves similar average compression
ratios: 10.075%, 10.003%, 10.032%, 9.917%, and 9.24% for AlexNet, ResNet9, ResNet18, NCF,
and Transformer-XL, respectively. Deciding when to start a new training phase is also challenging.
For simplicity, one can evenly divide the total number of training epochs into the desired number of
phases.

We run some proof of concept experiments using error feedback, or memory compensation. How-
ever, investigating the effect of error feedback further into our LEGACY is non-trivial both empirically
and theoretically, and is left for future work.

Potential Negative impact. Gradient compression techniques have been widely adopted since their
introduction to the machine learning community. The strategies used in developing our adaptive
compression scheduler in this work theoretically and empirically demonstrate their capability of
achieving better accuracy in DNN training in a distributed and federated setup. Overall, the present
work is theoretically driven and experiments corroborate the theoretical claims. Therefore, we do
not find any foreseeable harm it can pose to human society. However, it is always possible that
some individual or an organization can use this idea to devise a technique that can appear harmful to
society and bear evil consequences. As authors, we are absolutely against any detrimental usage, re-
gardless, by any individual or an organization, under profit or non-profitable motivation, and pledge
not to support any detrimental endeavors concerning our idea therein.
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https://github.com/pytorch/examples
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