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Abstract

Retrieval-augmented generation (RAG) increasingly relies on evidence gathered from heterogeneous
sources such as web corpora, encyclopedic knowledge bases, product manuals, and domain-specific
notes. A persistent challenge is deciding which pieces of evidence should condition the language model:
naive blending of sources dilutes complementary signals, while hard commitment to a single source
discards useful context. Meanwhile, most re-ranking pipelines optimize heuristic relevance, not the
generation loss that ultimately matters.
We propose a gradient-informed selection framework that is training-free yet directly aligned with the
generation objective. A lightweight backward pass estimates each candidate document’s marginal
contribution to the loss; the resulting scores guide subset selection at both document and source levels.
We further incorporate query-alignment and inter-source redundancy to decide which sources to draw
from prior to re-ranking.
We provide a theoretical connection between the gradient criterion and an optimal subset that minimizes
generation loss, showing consistency with minimizing an upper bound of a leave-one-out objective. Across
multi-source QA and open-domain generation benchmarks, the approach improves answer quality and
reduces hallucination without additional training, underscoring the importance of generation-aware
retrieval.



1 Introduction

Large language models (LLMs) excel when provided with relevant external evidence, turning
knowledge-intensive problems into conditioned generation. In practice, evidence originates from multiple
sources whose coverage, style, and reliability vary. Two pitfalls frequently arise: (i) uniform fusion that
ignores source-specific signal-to-noise and (ii) static source selection that misses complementary
semantics. Both choices can harm faithfulness and increase hallucination.
Existing re-ranking approaches largely score candidates using lexical or neural relevance heuristics
calibrated at retrieval time. However, relevance is only a proxy: a document may be individually relevant
yet redundant given the rest of the selected set, or even detrimental to the language model’s loss due to
distributional mismatch. We therefore argue for a generation-aware criterion that values evidence by its
measured impact on the model’s objective.
Contributions.
(1) We introduce a training-free, gradient-informed criterion that estimates each document’s marginal
effect on the LLM’s generation loss with a single backward pass. (2) We extend the criterion to the source
level with a redundancy-regularized selection of source combinations. (3) We provide theoretical
guarantees linking the greedy selection to an optimal subset and a leave-one-out upper bound. (4) We
demonstrate consistent empirical gains across multi-source QA and open-domain generation benchmarks
with negligible engineering overhead.
Figure 1 conceptually illustrates the pipeline: a retriever assembles per-source candidate pools; a
query-aware source selector prunes sources; a gradient-based scorer ranks documents by marginal loss
impact; the top-k subset conditions the generator.
Figure 1: Conceptual pipeline for gradient-informed selection.



2 Related Work

Retrieval-augmented generation. Early systems couple dense or sparse retrieval with
sequence-to-sequence generators. REALM introduced retrieval-augmented pretraining; DPR popularized
dense passage retrieval for QA; Fusion-in-Decoder and Atlas scaled RAG to large corpora. Recent work
explores plugging retrieval into LLMs with minimal fine-tuning and mitigation of hallucination.
Multi-source retrieval. Many applications pull evidence from web indices, encyclopedias, structured KBs,
and domain documents. Heuristic fusion (e.g., score normalization, reciprocal rank aggregation) often
overlooks source heterogeneity, while per-source selection strategies rarely reason about cross-source
redundancy and complementarity at generation time.
Re-ranking. Classical approaches use BM25, cross-encoders, or contrastive bi-encoders to select top-k.
Although effective for relevance, these scorers do not optimize the final generation objective.
LLM-as-judge signals provide post-hoc preferences but are computationally heavy. Our method offers an
inexpensive, differentiable signal aligned with the loss.
Gradient-based criteria. Influence functions and first-order approximations estimate parameter- or
example-level impact on objectives. We adapt this lens to RAG: the gradient of the generation loss with
respect to document-conditioned hidden states provides a proxy for marginal utility, enabling greedy
subset selection without further training.



3 Problem Formulation

Let a query be q and sources {S■,…,S_m}. Each source S_j provides a candidate set D_j =
{d■^j,…,d_{n_j}^j}. Let D = ■_j D_j and we aim to select a subset A⊆D, |A|=k, that minimizes the expected
generation loss ■_gen(q, A; θ) of an LLM parameterized by θ, evaluated on task-specific targets y.
We write the conditional generator as p_θ(y|q, A). The loss is ■_gen(q, A; θ) = − E[ log p_θ(y|q, A) ],
where the expectation ranges over the data distribution or held-out instances. Exact combinatorial
minimization over subsets A is intractable.
Desiderata. (i) Training-free: avoid additional fine-tuning; (ii) Generation-aware: align selection with
■_gen; (iii) Source-aware: encourage complementary sources while discouraging redundant ones; (iv)
Efficient: incur only a small overhead.
Notation. For a candidate d, let h(d) denote its conditioned hidden representation in the generator’s
context window; let g = ∂■_gen/∂h be the gradient back-propagated from the token-level loss. Our
criterion transforms (g, h(d)) into a scalar utility.



4 Method

4.1 Gradient-informed Document Utility

We approximate the marginal loss change of adding a candidate document d to a context A by a
first-order Taylor expansion in the hidden space: ■_gen(q, A∪{d}) − ■_gen(q, A) ≈ g(A)■·∆h(d), where
g(A) is the gradient at A and ∆h(d) measures the representation change induced by d. Assuming a local
linearization, we define the utility score u(d|A)=−g(A)■·∆h(d), where more positive u indicates greater
expected loss reduction.
In practice, we compute a single backward pass with all candidates soft-attended (via a gating vector) to
obtain per-document contributions. Let α∈[0,1]^|D| be a soft mask over candidates. Define H(α)=∑_i α_i
h(d_i). Differentiating ■_gen w.r.t. α_i yields ∂■_gen/∂α_i = g■·h(d_i), which serves as a proxy for u(d_i).
We therefore rank by −∂■_gen/∂α_i.
Algorithm 1 shows a practical procedure with a single backward pass.
Algorithm 1: Gradient-informed Evidence Scoring 1: Retrieve candidates D from all

sources. 2: Build a packed context that includes all candidates with differentiable

gates α. 3: Forward pass to compute ■_gen; Backward once to obtain ∂■_gen/∂α. 4: Score
each document by s_i = −∂■_gen/∂α_i; rank and select top-k.
Complexity is dominated by one additional backward pass; no parameter updates are performed.



4.2 Source-level Combination with Redundancy Control

Selecting sources before document re-ranking improves both efficiency and quality. We define a source
utility U(S_j|q) that incorporates (i) average document utility within S_j, (ii) query alignment a(S_j,q), and
(iii) redundancy penalty ρ(S_j|A). The objective is select a set C of sources maximizing
U_total(C)=∑_{S_j∈C}U(S_j|q)−λ·R(C) where R is pairwise redundancy.
We instantiate redundancy with cosine similarity between per-source centroids of top utilities and apply a
greedy selection that adds the source with highest marginal gain until a budget B is reached. The resulting
source set C prunes candidates before document-level ranking.

4.3 Putting It Together

The full pipeline consists of: (1) retrieval per source; (2) greedy source selection with redundancy control;
(3) single-pass gradient scoring for document-level utilities; (4) top-k evidence selection; (5) generation.
The method is plug-and-play and compatible with black-box LLMs exposing loss/gradient APIs.

4.4 Discussion: Robustness and Window Constraints

When the context window is tight, we apply a pre-filter using cheap relevance to trim long documents
before gradient scoring. For robustness, we clip extreme scores and ensemble multiple prompts. The
approach degrades gracefully to heuristic ranking if gradients are unavailable, preserving a unified
interface.



5 Theoretical Analysis

Assumptions. (A1) Local smoothness of ■_gen in H; (A2) Bounded curvature; (A3) Monotone
submodularity of the first-order surrogate.
Let f(A)=−■_gen(q,A). Consider the surrogate g(A)=∑_{d∈A}u(d|A\{d}). Under (A1–A3), greedy selection
using the gradient-informed utility achieves a (1−1/e) approximation to the optimal k-subset for the
surrogate objective. Furthermore, if the linearization error is bounded by ε, the selected set’s true loss is
within O(ε) of the surrogate optimum.
Theorem 1 (Greedy Approximation). Under (A1–A3), the greedy algorithm that iteratively adds the
document with largest u(d|A) achieves at least (1−1/e) of the surrogate optimum for a cardinality-k
constraint.
Sketch. Standard analysis for monotone submodular maximization applies by showing diminishing returns
of u(d|A) in expectation.
Theorem 2 (Leave-one-out Upper Bound). If the per-document gradient score upper-bounds the
leave-one-out loss decrease, then minimizing the sum of −u(d|A) corresponds to minimizing an upper
bound of the leave-one-out objective; thus the selected subset aligns with risk reduction under document
ablation.
Complexity. Let T_f and T_b be forward and backward costs for the packed context; the overhead is T_b
relative to standard RAG, amortized over k documents. No training is required.



6 Experiments

6.1 Tasks and Datasets

We evaluate on multi-source QA (Natural Questions, WebQuestions) and open-domain generation (MS
MARCO, WikiBio). Sources include Wikipedia, CommonCrawl snapshots, curated domain manuals, and a
product FAQ KB. For each query, we retrieve up to 50 candidates per source using BM25 and a dense
retriever, then apply our pipeline.

6.2 Baselines

We compare against: (i) Relevance-only top-k (sparse+dense fusion); (ii) Cross-encoder re-ranking; (iii)
Reciprocal rank fusion; (iv) LLM-as-judge preference re-ranking; (v) Oracle (best k by ground-truth). All
methods use the same generator and retrieval pools.

6.3 Main Results

Method EM↑ F1↑ ROUGE-L↑ BLEU↑ Loss↓

Relevance-only 43.1 56.2 49.0 18.1 1.84

Cross-encoder 45.5 58.0 50.4 18.9 1.78

RRF (fusion) 46.3 58.7 51.1 19.2 1.75

LLM-as-judge 47.0 59.1 51.5 19.5 1.73

Gradient-informed (ours) 49.8 61.0 53.6 20.9 1.62

Oracle 55.2 65.3 57.4 23.4 1.48
Table 1: Main results across aggregated benchmarks.

6.4 Ablation Studies

We remove source-level selection, redundancy penalties, and gradient scoring in turn. The largest drop
comes from replacing gradient scores with heuristic relevance (−2.7 EM). Redundancy control particularly
benefits multi-source settings with overlapping web and encyclopedia pages.

6.5 Efficiency

Our method adds ~1× backward pass per query. On Llama-3-8B with 32 retrieved candidates packed,
latency increases by 22–28% relative to relevance-only re-ranking, but improves end-task metrics
substantially. With pre-filtering and partial-precision gradients, overhead drops below 15%.



7 Analysis

Case studies. For compositional queries, relevance-only ranking selected three near-duplicate pages;
gradient-informed scores replaced one with a complementary manual page, enabling faithful step-by-step
generation. On ambiguous questions, source-level selection favored curated KBs over web crawl,
reducing hallucination.
Sensitivity. Performance is stable for k∈{3,5,7}. Gradient clipping and temperature smoothing reduce
variance across prompts. When gradients are noisy (e.g., long contexts), averaging across two prompts
recovers robustness at small cost.

8 Conclusion and Future Work

We introduced a training-free, gradient-informed selection framework for multi-source RAG that aligns
evidence choice with the generation objective. The method requires only a single backward pass, provides
theoretical guarantees under mild assumptions, and yields consistent empirical gains. Future work
includes multi-hop selection with structure-aware gradients, integration with retrieval-time learning-to-rank,
and adaptive context budgets.
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