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Abstract

It has been shown that many generative models in-1

herit and amplify societal biases. To date, there2

is no uniform/systematic agreed standard to con-3

trol/adjust for these biases. This study examines4

the presence and manipulation of societal biases5

in leading text-to-image models: Stable Diffusion,6

DALL·E 3, and Adobe Firefly. Through a com-7

prehensive analysis combining base prompts with8

modifiers and their sequencing, we uncover the nu-9

anced ways these AI technologies encode biases10

across gender, race, geography, and region/culture.11

Our findings reveal the challenges and potential of12

prompt engineering in controlling biases, highlight-13

ing the critical need for ethical AI development pro-14

moting diversity and inclusivity.15

This work advances AI ethics by not only16

revealing the nuanced dynamics of bias in text-17

to-image generation models but also by offering18

a novel framework for future research in control-19

ling bias. Our contributions—spanning compar-20

ative analyses, the strategic use of prompt modi-21

fiers, the exploration of prompt sequencing effects,22

and the introduction of a bias sensitivity taxon-23

omy—lay the groundwork for the development of24

common metrics and standard analyses for evaluat-25

ing whether and how future AI models exhibit and26

respond to requests to adjust for inherent biases.27

1 Introduction28

Within the dynamic realm of artificial intelligence, the ad-29

vent of text-to-image generation models [Li et al., 2023;30

Yang et al., 2023; Avrahami et al., 2023] marks a signif-31

icant leap forward. Leveraging deep learning, these mod-32

els convert text descriptions into detailed images, captivat-33

ing users and pioneering new avenues in artistic creation, de-34

sign, and communication [Brooks et al., 2023; Couairon et35

al., 2023]. These models, powered by vast datasets [Schuh-36

mann et al., 2022] and advanced algorithms [Ho et al., 2020;37

Sohl-Dickstein et al., 2015; Song et al., 2021], promise a new38

era of creativity and efficiency. However, with great power39

comes great responsibility, particularly in ensuring that these40

innovations do not perpetuate or amplify societal biases [Naik 41

and Nushi, 2023]. 42

Unfortunately, initial observations highlight a significant 43

variance in the depiction of culturally and geographically nu- 44

anced concepts within existing text-to-image models. Con- 45

sider, for instance the archetype of the “monk,” traditionally 46

associated with Asian cultures and male roles: A preliminary 47

analysis of image outputs for a generic “monk” prompt across 48

various models unveils a marked inclination towards repre- 49

senting monks as Asian males, as detailed in Tab. 1. This 50

tendency, while possibly reflective of historical accuracies, 51

prompts scrutiny over the data and algorithms that inform 52

these models, particularly in how they navigate cultural and 53

gender biases. Interestingly, the Firefly (FF) model show- 54

cases a notably more balanced gender and racial representa- 55

tion, indicating a distinct internal approach to bias attenua- 56

tion. 57

Model Male / Female Asian / Others Total Samples
SD 50 / 0 50 / 0 50
DallE 36 / 0 35 / 1 36
FF 28 / 24 5 / 47 52

Table 1: Distribution of Gender and Race for “Monk“ Prompt

Model Asian Black Others Total Samples
SD 50 0 0 50
DallE 35 3 15 53
FF 14 26 12 52

Table 2: Distribution of Race for “Monk Who is Black“ Prompt

The complexity of this issue deepens when examining 58

the models’ responses to compound prompts aimed at elic- 59

iting non-traditional representations, such as a “Monk who is 60

black,” shown in Tab. 2. Notably, despite explicit instructions, 61

Stable Diffusion (SD) and Dall·E 3 (DallE/DE) continued to 62

predominantly produce imagery tied to Asian cultural mark- 63

ers, highlighting a proclivity to default to historical and 64

cultural stereotypes over direct prompt cues. The diver- 65

gent responses to these prompts, particularly Firefly’s shift 66

towards equitable representation, spotlight the nuanced chal- 67

lenge of bias within AI systems. Such variance raises pivotal 68

questions about the objective of these models in reflecting the 69



diversity of human experience. Should they aim to accurately70

mirror historical and sociodemographic realities, or aspire to-71

wards an idealized inclusivity that may diverge from factual72

representation? While Firefly’s inclusive approach is laud-73

able, it ignites debate on the validity of achieving balance at74

the potential expense of demographic authenticity.75

Motivated by these observations, this study aims to dis-76

sect and understand the bias embedded within these AI tech-77

nologies. It undertakes a thorough analysis of bias across78

three forefront text-to-image models: Stable Diffusion [Rom-79

bach et al., 2022], OpenAI’s DALL·E 3 [Betker et al., 2023],80

and Adobe Firefly [Adobe Systems Incorporated, 2023]. Our81

structured examination employs singular prompts to com-82

pare and contrast biases and statistical variations within these83

models. We navigate this research through three critical84

phases. Initially, we perform an analysis of each model us-85

ing standardized prompts to identify biases related to gender,86

race, geography, and religion/culture, providing a baseline87

for bias assessment. Subsequently, we investigate the use of88

“modifiers” in prompts, integrating various bias aspects into a89

singular prompt to see if biases can be mitigated. This explo-90

ration into “Base Prompt + Modifier” configurations reveals91

the potential of prompt engineering to create more equitable92

AI applications. Lastly, we assess the impact of prompt se-93

quencing—whether placing the modifier before or after the94

base prompt affects image generation—suggesting that even95

minor adjustments in prompt structure can significantly alter96

outcomes, thereby illustrating the complex dynamics of bias97

within text-to-image models.98

By examining gender, race, geography, and reli-99

gion/culture biases with the aid of base prompts and mod-100

ifiers, this study aims to deepen the understanding of bias101

in AI. Through comparative analysis, we illuminate each102

model’s specific biases and underscore the role of prompt en-103

gineering in bias reduction. Specifically, the paper highlights:104

• Prompt Modifiers as a Tool for Bias Adjustment: We105

introduce the use of prompt modifiers as a means of ad-106

justing bias within image generation models. Impor-107

tantly, our experiments with this form of prompt engi-108

neering do not yield uniform results, highlighting the109

fundamental nature of this challenge and the need for110

more complex strategies.111

• Demonstration of Control-resistant Biases: While112

prompt engineering may seem to be a direct and nearly113

trivial fix for overcoming model biases, we demonstrate114

both several examples of inherent biases that are not115

overcome by adding prompt modifiers and several more116

where the behavior with respect to modifer addition is117

fragile (i.e. sensitive to ordering).118

• Impact of Prompt Sequencing on Bias Control: By119

analyzing how the sequence of base prompts and mod-120

ifiers influences image generation, we highlight the im-121

portance of prompt structure in bias control within AI-122

driven processes.123

• Introduction of a Taxonomy and Validation Method:124

We introduce a taxonomy to gauge models’ sensitivity to125

prompt engineering and validate this approach through a126

quantitative metric of distributional shift, based on mod- 127

ifier application. Providing this structure enhances our 128

understanding of bias control mechanisms in AI models 129

and yields a framework for future characterizations and 130

cross-comparisons in measuring both bias and attempts 131

at its adjustment in AI models. 132

• Broad Comparative Analysis Across Multiple Mod- 133

els and Bias Categories: Our investigation expands on 134

the scope of prior work by providing a comparative anal- 135

ysis of four bias categories over three leading text-to- 136

image generation models: Stable Diffusion, DALL·E 137

3, and Firefly, and their entanglement with LLMs via 138

prompt processing. 139

2 Related Work 140

A growing body of scholarly work has begun to explore the 141

various dimensions of bias present in these models, provid- 142

ing a foundation for the comparative analysis we undertake 143

in this study. The summary of the bias categories and the cor- 144

responding models examined in the related literature is pre- 145

sented Tab. 3 146

2.1 Biases in Text-to-Image Model 147

Significant strides in understanding these biases were made 148

by the DALL·Eval project [Cho et al., 2023], which intro- 149

duced a diagnostic dataset to assess visual reasoning in AI 150

and pinpoint gender and skin tone biases. The research con- 151

ducted by Seshadri et al. [Seshadri et al., 2023] shifts the lens 152

towards the amplification of gender-occupation biases within 153

Stable Diffusion, advocating for a thoughtful consideration 154

of how biases are evaluated, particularly in relation to the dis- 155

crepancies between training datasets and generated outputs. 156

Struppek et al. [Struppek et al., 2023] delve into the inadver- 157

tent reflection of cultural biases by models trained on diverse 158

internet-sourced image-text pairs. In the realm of ethical AI 159

development, Fair Diffusion[Friedrich et al., 2023] charts a 160

course towards fairness, spotlighting the gender and racial bi- 161

ases prevalent in the training data of Stable Diffusion. Lastly, 162

Naik et al. [Naik and Nushi, 2023] provide a thorough eval- 163

uation of biases across DALL·E 2 and Stable Diffusion v1, 164

utilizing both human judgment and algorithmic assessments. 165

Oppenlaneder et al. [Oppenlaender, 2023] explored modifiers 166

to enhance the style and quality of generated images, yet did 167

not examine how modifiers affect the distribution shift of bias. 168

Building on these insights, our investigation seeks to fur- 169

ther elucidate the biases embedded within the leading text-to- 170

image generation models. As shown in Tab. 3, our analysis 171

spanning gender, race, geography, and religion/culture biases 172

across multiple models covers a superset of the interactions 173

covered by prior works. By investigating the use of uniform 174

and modified prompts in effecting specific desired output dis- 175

tribiutions we aim to enrich the discourse on AI ethics and 176

creativity with respect to controlling biases as well as quanti- 177

fying their presence. 178

2.2 Biases in Large Language Model 179

In the rapidly evolving domain of artificial intelligence, sig- 180

nificant strides have been made not only in text-to-image 181



Prior Work Bias Category Model Used
Gender Race Geography Cultural/Religion SD DallE FireFly LLM

Cho et al.[Cho et al., 2023] ! ! ! !

Seshadri et al.[Seshadri et al., 2023] ! !

Struppek et al.[Struppek et al., 2023] ! ! ! ! !

Friedrich et al.[Friedrich et al., 2023] ! ! !

Naik et al.[Naik and Nushi, 2023] ! ! ! ! !

Dong et al.[Dong et al., 2024] ! !

Yeh et al.[Yeh et al., 2023] ! ! ! !

Our Paper ! ! ! ! ! ! ! !

Table 3: Summary of biases and models used in related works for LLMs and Text-to-Image Generation Models(SD,DallE, FireFly)

Base Bias Type SD DallE Firefly

Nurse

Gender(M/F) 0/50 9/71 20/32
Race -
Geography -
Culture/Religion -

Seasons
in
January

Gender -
Race -
Geography(S/W) 0/50 19/21 0/52
Culture/Religion -

Table 4: Comparative Bias Analysis Across Text-to-Image Genera-
tion Models. M/F represent Male/Female and S/W represent Sum-
mer/Winter. “-” indicate the field which is not applicable

generation technologies but also in the realm of large lan-182

guage models (LLMs). Dong et al. [Dong et al., 2024] shed183

light on the gender biases present in LLMs, even in the ab-184

sence of explicitly biased inputs, questioning the realism of185

template-based probes for bias assessment. Yeh et al. [Yeh186

et al., 2023] examine the impact of contextually rich inputs187

on LLM behavior, demonstrating that the lack of detailed188

auxiliary information in ambiguous contexts can hinder the189

generation of unbiased and precise responses. The Rainbow190

Teaming [Samvelyan et al., 2024] approach employs numer-191

ous mutators to create adversarial prompts, focusing primar-192

ily on simulating criminal planning and role-playing rather193

than investigating the generation of visual content.194

Collectively, this body of work highlights the pervasive na-195

ture of bias in AI and emphasizes the necessity for holistic196

strategies to confront and rectify these biases. The shared197

challenges and solutions identified in LLM research are in-198

valuable to our comparative study on text-to-image models,199

reinforcing the vital part of advanced prompt engineering.200

3 Bias Evaluation201

Tab. 4 provides an illuminating snapshot of the complexi-202

ties involved in mitigating biases across various categories203

within text-to-image generation models. Turning to the ’Sea-204

son in January’ category, a notable distinction arises in the205

geographical representation of seasons. Stable Diffusion and206

Firefly revealed a Northern Hemisphere winter bias, which207

inadvertently reflects the demographic and climatic realities208

of more than 85% of the global population residing in the209

Northern Hemisphere. Conversely, DallE showcased a more210

balanced depiction of both summer and winter scenes, thus211

acknowledging the seasonal contrasts between hemispheres. 212

This balance raises an intriguing question regarding the 213

role of AI in mirroring versus moderating real-world dis- 214

parities. While DallE’s balanced output may seem fair and 215

inclusive at face value, it may also inadvertently gloss over 216

the demographic predominance of the Northern Hemisphere, 217

suggesting that a truly balanced AI model must navigate the 218

fine line between representational fairness and demographic 219

fidelity. These contrasting approaches underscore the com- 220

plexity of bias in AI, where the pursuit of balance must 221

be carefully weighed against the representation of statisti- 222

cal realities, such as the population distribution across hemi- 223

spheres, which directly impacts the prevalence of seasonal 224

experiences worldwide. These findings compel a deeper con- 225

sideration of how text-to-image models encapsulate and con- 226

vey societal norms and raise fundamental questions about the 227

benchmarks for unbiased AI representations. 228

In examining the presence of biases across the specified 229

categories, it becomes evident that not all bias types manifest 230

uniformly or are even applicable to each category. This is re- 231

flective of the nuanced reality that certain societal constructs 232

and roles carry specific historical and cultural biases [Buo- 233

lamwini and Gebru, 2018], while others may be more uni- 234

versally recognized and less prone to subjective bias [No- 235

ble, 2018]. To anchor our investigation in empirical rigor, 236

we have leveraged prior scholarly work and widely acknowl- 237

edged consensuses to establish our base prompts and cate- 238

gories that have historically exhibited strong biases [Barocas 239

et al., 2019]. These informed baselines serve as a critical ref- 240

erence point for assessing whether the models merely repli- 241

cate known biases [Mehrabi et al., 2021] or whether they have 242

the capacity to transcend these limitations [Mitchell et al., 243

2019], potentially yielding a more diverse range of outputs as 244

required by the user. 245

For instance, the nurse category across Stable Diffusion, 246

DallE, and Firefly did not display any overt racial biases, as 247

the models generated diverse racial representations in the ab- 248

sence of a clear skew towards any particular group, but did 249

exhibit gender skew. The lack of overt racial biases could be 250

seen as a positive step toward unbiased AI, reflecting an eq- 251

uitable cross-section of racial identities in the nursing profes- 252

sion. Cultural and geographical factors were similarly nonde- 253

script, indicating that these models may not strongly encode 254

or perpetuate biases along these dimensions within the scope 255

of the tested prompts. However, the gender bias observed, 256



BasePrompt (TOPIC) Bias BasePrompt Category Modifier Modifier Category
Male Housekeeper Asian Gender Black Race
Korean Soldier Male Geography Female Gender
American football player Male Geography Female Gender
Gay couple White Gender Asian Race
Lesbian couple White Gender Black Race
US Politician White Geography Asian Race
Person in Africa Black Geography Asian Race
Person in East Asia East Asian Geography Hispanic Race
Pastor Male/White Religion/Culture Female/Asian Gender
Monk Asian/Male Religion/Culture White/Female Race
Tanning Man Male Religion/Culture Black Race
Lunar New Year Chinese Religion/Culture US/Hispanic Geography
Vegan NonEastAsian Religion/Culture Korean Geography

Table 5: Base prompt that we generated to conduct study for different text to image model

with a skew towards female representations, resonates with257

societal associations of the nursing profession. Firefly’s more258

balanced gender output, intimates the potential for mitigat-259

ing such biases, although it also prompts further scrutiny into260

the methods and training data employed for such counter-bias261

modeling efforts: As demonstrated in Sec. 5, the opacity of262

counter-bias modeling can impact the ability to understand263

and alter distributional outcomes via prompt engineering.264

4 Methodology265

In our experimental setup, we engaged three distinct mod-266

els—Stable Diffusion, DallE, and Firefly—to create images267

from a set of base prompts, aiming to uncover any inherent bi-268

ases. With Stable Diffusion, we generated a suite of 50 unique269

images for each prompt to ensure a robust sample size. In the270

case of Firefly, we leveraged its functionality to differentiate271

between real and stylized characters, opting for the genera-272

tion of real-person images. For each prompt, Firefly produced273

images of four distinct individuals, culminating in a total of274

52 images per prompt. Meanwhile, our use of DallE was fa-275

cilitated through the ChatGPT4 interface, which serves as a276

gateway to the DallE image generation backend. Due to oper-277

ational constraints for ChatGPT, we were limited to crafting278

40 prompts every three hours. To circumvent this and max-279

imize output, we utilized compound prompts requesting the280

creation of images in a grid format, specifically instructing281

the model to ”generate A with 3 rows and 3 columns” where282

A is a prompt of interest. While there was no strict limit on283

the number of images generated, we aimed for upwards of 30284

images per prompt to ensure a statistically significant sam-285

ple that could provide a meaningful analysis of distribution286

trends across the models.287

In our study, we employed 16 distinct base prompts, in-288

tentionally chosen to span the breadth of biases commonly289

associated with gender, geography, religion/culture, and race.290

These categories, as detailed in Tab. 5 and discussed in Sec. 3291

, do not encompass the entire scope of possible biases, yet292

they offer a representative cross-section of biases that are vi-293

sually identifiable within the images produced by the mod-294

els. A comprehensive list of the base prompts utilized for this295

study is available in the supplemental materials.296

When these prompts were deployed across three distinct297

models—Stable Diffusion, DallE, and Firefly—we were able298

to detect certain biases that these base prompts seemed to 299

induce in the model outputs. Delving deeper, our anal- 300

ysis involved the introduction of modifiers to these base 301

prompts, which effectively altered the bias distribution ob- 302

served initially. This modification approach not only provides 303

a straightforward means of disrupting the detected biases but 304

also opens up new avenues for understanding the dynamics 305

of bias within AI-generated imagery. Moreover, we explored 306

how the sequencing of these prompts and modifiers (either 307

‘Base + Modifier’ or ‘Modifier + Base’) might impact the 308

models’ image generation, probing the influence of prompt 309

structure on the visual representation of societal categories. 310

5 Results 311

In Fig. 1, we illustrate the outputs generated by the three 312

models using the base prompt “US Politician” in conjunction 313

with the modifier “Asian.” The figure presents a side-by-side 314

comparison of images produced from the base prompt alone, 315

followed by the combined prompt with the modifier preced- 316

ing the base (“Modifier+Base”), and finally, the base prompt 317

followed by the modifier (“Base+Modifier”). This structured 318

comparison across the three different models offers insights 319

into the influence of prompt structure on the distribution of 320

image generation. 321

Through a comparative analysis of images generated by 322

each model, we identified distinct characteristics inherent to 323

each image generation algorithm. Fig. 2 shows one example 324

of the generated image by each model: 325

• Stable Diffusion: This model frequently produced im- 326

ages of lower resolution. Particularly for underrepre- 327

sented subjects, such as a “Korean Soldier,” the model 328

predominantly generated images in black and white. 329

When prompted without specific instructions, the emer- 330

gence of bias was notably apparent. Moreover, in in- 331

stances involving sensitive themes (e.g., “Tanning Man” 332

or “Gay Couple”), the model defaulted to generating a 333

black image should it deem the content sensitive. 334

• DallE: Of the models evaluated, DallE was most in- 335

clined to produce images that leaned towards the unreal- 336

istic. Similar to Stable Diffusion, bias was significantly 337

apparent in basic prompts. For sensitive subjects (such 338

as “Tanning Man,” “Gay Couple,” and “Lesbian Cou- 339



Base
US Politician

Modifier+Base
Asian US Politician

Base+Modifier
US Politician who is

Asian

Stable Diffusion DallE Firefly

Figure 1: Example of images in different model. Note that we tried to maintain the percentage of Asian presented by our prompt

DESD FF

Figure 2: Example of images Generated by Stable Diffusion(SD),
DallE(DE), Firefly(FF) with prompt “Korean Soldier”

ple”), it either abstained from generating images or pro-340

duced representations more reminiscent of artistic draw-341

ings than realistic depictions.342

• Firefly: This model was observed to generate the high-343

est quality images, showcasing the least amount of bias344

when prompted without modifications. For instance,345

when analyzing the output of each model in generating346

images of U.S. Politicians (referenced in Fig. 1), Fire-347

fly displayed a commendable diversity in ethnicity and a 348

balanced gender representation. However, it exhibited a 349

strict refusal to generate content for topics even mildly 350

sensitive, such as “Tanning Man.” 351

In the investigation of our combined prompt experiment, 352

results were consolidated in Tab. 6, focusing on the alteration 353

in distribution from the base prompt when modified (denoted 354

as “Change of Distribution (Yes/No)”) and the impact of 355

prompt sequencing on outcomes (“Order Matters (Yes/No)”). 356

This analysis substantiated our hypothesis that incorporating 357

a modifier within the prompt could mitigate the biases ob- 358

served in base prompt scenarios. For ease of comprehensive 359

visualization, the applicability of each model to the test sce- 360

narios is denoted using abbreviations and color codes. 361

In examining images generated from prompts specifying 362

‘Asian,’ we observed a predominance of East Asian imagery, 363

sidelining the vast diversity within Asia, such as South Asian 364

representations. This trend is evident in experiments like 365

‘Asian US Politician,’ highlighted in Fig. 1 Notably, Firefly 366

exhibited a broader interpretation of ‘Asian,’ attempting to di- 367

versify beyond East Asian characteristics. This disparity un- 368



Triplet (Base, Modifier, Model) Order Matters (Yes) Order Matters (No)
(Male Housekeeper, Black, FF) (Male Housekeeper, Black,SD DE)
(Korean Soldier, Female, SD) (Korean Soldier, Female, DE FF)
(American football player, Woman, SD) (American football player, Woman, DE FF)
(Gay couple, Asian, FF) (Gay couple, Asian, SD DE)
(Lesbian couple, Black, FF) (Lesbian couple, Black, SD DE)
(US Politician, Asian, DE) (US Politician, Asian, SD FF)

Change of Distribution (Yes) (Person in Africa, Asian, SD) (Person in Africa, Asian, FF)
(Person in East Asia, Hispanic, SD FF) (Pastor, Woman, SD DE FF)
(Monk, Woman, FF) (Pastor, Asian, SD DE FF)
(Monk, Black, SD DE FF) (Monk, Woman, SD DE)
(Lunar New Year, Hispanic, SD DE) (Tanning Man, Asian, SD DE)
(Vegan, Korean, FF) (Lunar New Year, Hispanic, FF)

(Lunar New Year, US, SD DE FF)
(Vegan, Korean, SD DE)

Change of Distribution (No) (Person in Africa, Asian, DE)
(Person in East Asia, Hispanic, DE)

Table 6: Analysis for change of distribution respect to order of prompt

Grid Image GenerationSingle Image Generation

Figure 3: Example of images Generated by DallE with prompt “An
Asian person living in Africa”

derscores the necessity for AI models to encompass a more369

comprehensive understanding of Asian diversity, reflecting370

the true range of cultures and identities within the continent.371

For instance, the experiment employing the base prompt372

“US Politician” with the modifier “Asian” indicated a shift373

in the distribution of generated images across all three mod-374

els. Interestingly, the sequence of the prompt notably influ-375

enced the results with DallE, whereas such an effect was not376

pronounced in the other models. Specifically, as depicted in377

Fig. 1, both Stable Diffusion and Firefly maintained a consis-378

tent proportion of images depicting Asians, irrespective of the379

prompt sequence. Conversely, DallE demonstrated a higher380

propensity to generate images of individuals from diverse eth-381

nic backgrounds when the modifier “Asian” preceded the base382

prompt. This phenomenon, however, was relatively rare, with383

DallE’s results being affected by prompt ordering in merely384

three out of twelve tested scenarios, including that involving385

US Politicians, contrasting with the more frequent influence386

observed in the other models.387

A notable observation about DallE pertains to scenarios388

classified under “Change of Distribution (No),” such as (Per-389

son in Africa, Asian, DE) and (Person in East Asia, Hispanic,390

DE). These cases aimed to modify the distribution to favor391

images matching the modifier, thereby addressing the bias in- 392

herent in the base prompt. Despite this intent, the desired 393

shift towards images corresponding to the modifiers was not 394

achieved significantly in these instances, with DallE produc- 395

ing a substantial number of ambiguous images. Despite ef- 396

forts to categorize these images, many were found too com- 397

plex for clear ethnic identification. Yet, when generating im- 398

ages independently rather than in a grid, the model’s outputs, 399

though detailed, were more discernible in terms of racial rep- 400

resentation. Fig. 3 shows an example of a generated image 401

by DallE. In contrast, the other models favored simplicity, fo- 402

cusing on a singular, easily identifiable subject against a sym- 403

bolic background, thereby aligning more closely with the ex- 404

pectations set by the base and modifier prompts. Given these 405

observations, incorporating sample images for this analysis 406

might be beneficial for clarity. 407

5.1 Quantitative Analysis 408

In this quantitative observation, we scrutinized the 409

standard deviation across two prompt configurations 410

(‘Base+Modifier’) and (‘Modifier+Base’) across three dis- 411

tinct models: Stable Diffusion (SD), DALL·E (DE), and 412

Firefly (FF). With modified prompts, designed to specify 413

and limit the distribution, the expected outcomes were 414

predetermined. 415

Consider the example prompt “A Female American Foot- 416

ball Player,” where we anticipate that generated imagery 417

conforming to the requested prompt will prominently fea- 418

ture a female figure, equating the expected outcome to a 419

100%/0%(F/M) gender distribution. Similar logic can apply 420

to our other prompt+modifier pairs and their expected out- 421

comes. Utilizing our dataset, we calculated variances for each 422

category and then computed an average variance across 16 423

base prompts, as shown in Tab. 5. This process led to de- 424

termining the average standard deviation for these prompts 425

(range: 0 to 1), which are summarized in Tab. 7. In this ta- 426

ble, lower values indicate closer conformity with the expected 427

distribution. 428

Determining expected values for base prompts presents a 429

significant challenge, as illustrated by the example prompt 430

“Pastor.” Specifically, the ambiguity in expected gender dis- 431



SD DE FF
B+M 0.6498 0.5067 0.5602
M+B 0.2597 0.4129 0.3577

Table 7: Standard Deviation of 3 different models (SD,DE,FF) on
16 prompts of ordering B+M (Base+Modifier) and M+B (Modi-
fier+Base)

tribution for this prompt highlights the complexity of es-432

tablishing a clear expectation. Three potential scenarios433

emerge: a gender parity assumption (50:50), alignment with434

the actual demographic distribution of males and females435

(50.4:49.6) [United Nations and Social Affairs, 2022], or ad-436

herence to the real-world ratio of males to females within437

the pastoral occupation(80:20) [CNN, 2023]. This variance438

underscores the difficulty in defining a singular expectation439

for gender representation. Extending this dilemma to all 16440

prompts, it becomes evident that establishing universally ap-441

plicable expected values is fraught with challenges, reflect-442

ing the broader difficulty in applying a consistent expectation443

framework across diverse contexts.444

Our analysis revealed that the ‘Modifier+Base’ config-445

uration generally yielded more consistent results than the446

‘Base+Modifier’ approach. We posit this could be due to447

the modifier’s enhanced emphasis when positioned at the start448

of the prompt. Notably, the variance among standard devia-449

tions was minimal for DALL·E, suggesting this model’s re-450

silience to prompt order. However, DALL·E’s performance451

dipped notably with the Modifier+Base setup, attributed to452

ChatGPT4’s expansion of the prompts, which sometimes re-453

sulted in a focus on background elements over the main sub-454

ject, leading to ambiguous outcomes. This phenomenon, as455

discussed in Section 4, could also be linked to generating im-456

age grids rather than individual images per prompt when us-457

ing ChatGPT4.458

6 Discussion459

Bias is an inherent characteristic of models trained on460

real-world data, which inevitably contain biases. Our ap-461

proach—utilizing modifiers as a form of prompt engineer-462

ing to influence bias distribution—represents an unexplored463

method of bias adjustment within the field. This preliminary464

strategy did not yield consistently effective results, indicating465

that simplistic applications of modifiers are insufficient. This466

finding points to the necessity for a more nuanced approach,467

potentially involving a larger-scale, subjective analysis to tai-468

lor bias distribution when the intent is to generate data points469

from the extremes of a distribution.470

Reflecting on the challenges faced by the Gemini471

case [CNBC, 2024; CNN, 2024], we recognize that any at-472

tempts to correct biases in models are fraught with complex-473

ity. Gemini’s failures—oversights in presenting a diverse474

range of individuals and an overly cautious response to be-475

nign prompts—exemplify the difficulties in achieving bal-476

ance. [Google, 2024] The question of whether to align model477

outputs with geographical or demographic realities remains478

open. More concerning, however, is the presence of unac-479

knowledged biases within models, as unrecognized biases480

that are not addressed pose a significant issue.481

In our investigation, a limited number of images were pro- 482

duced and analyzed. The images were generated through the 483

ChatGPT interface rather than directly using DallE’s API, 484

The assessment of model-generated images was carried out 485

solely by the authors, constrained by resources and forego- 486

ing external human studies. To maintain analytical rigor, 487

the authors collectively verified each evaluation to reach a 488

unanimous agreement. Our investigation rigorously evalu- 489

ated quantitative metrics such as Image Text Alignment [Xu 490

et al., 2018a; Xu et al., 2018b] and Image Quality [Salimans 491

et al., 2016a; Salimans et al., 2016b] and determined that they 492

do not adequately measure the specific tasks we are examin- 493

ing. Additionally, we attempted to apply the DallEval [Cho 494

et al., 2023] framework to our generated data, but the visual 495

reasoning metrics utilized by DallEval were not appropriate 496

for our analysis. 497

The study demonstrates that the LLM frontend, as utilized 498

in this context, exhibits a robustness against manipulation at- 499

tempts through prompt engineering, irrespective of prompt 500

ordering. This stability suggests that the LLM frontend ef- 501

fectively mitigates the risk of generation failures that might 502

arise from the sequence of the prompt components. 503

Furthermore, we establish a framework for subsequent re- 504

search focused on refining models to address and control rare 505

yet impactful biases that risk distorting data representation. 506

This work highlights a crucial discourse on the reconciliation 507

of biases—whether models should be aligned with an ideal- 508

ized vision of inclusivity or adhere to factual representations 509

drawn from demographic and historical contexts. 510

7 Conclusion 511

This study explores biases in text-to-image models, revealing 512

how societal biases are embedded and can be mitigated within 513

these AI systems. Our characterization experiments showed 514

that while Stable Diffusion and DallE often reproduce biases 515

from their training data, Firefly shows the potential for less 516

biased outputs, pointing to differences in data handling and 517

model design. Meanwhile, our study of prompt modification 518

highlights the uneven success of using modifiers for bias ad- 519

justment and the importance of prompt structure in shaping 520

outputs, demonstrating that direct approaches to prompt engi- 521

neering are not sufficient to reliably overcome intrinsic model 522

biases in all cases. 523

The observed complexity in model responses to even these 524

relatively straightforward adjustments in stimuli underscores 525

the ethical imperative for AI developers to balance innovation 526

with sensitivity, advocating for transparency and inclusivity 527

in AI development to prevent the reinforcement of societal 528

inequalities. This work introduces a taxonomy for categoriz- 529

ing model robustness to prompt modification and a quantita- 530

tive, expectation-based metric for conformity with supplied 531

prompt modifies that can be utilized by future work for simi- 532

lar cross-comparative studies. Both the limitations and oppor- 533

tunities highlighted by this research point to the necessity for 534

ongoing efforts to understand and correct biases in AI, sug- 535

gesting future exploration into more effective bias-controlling 536

strategies and diverse AI development approaches. 537
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