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Abstract

In recent years, the field of AI for protein design has made tremendous advances
in the generation of high quality proteins. Much of the generative focus has been
on producing de novo sequences and structures or in producing large libraries
to screening for novel function, thereby leading to the discovery of a starting
protein candidate. The downstream pipeline for drug discovery for engineering
the protein candidate into a suitable therapeutic, however, has been much less a
focus for generative protein design, especially for non-antibody biologics. For
a protein to be a suitable therapeutic, it must not only have the desired function
at a therapeutically relevant efficacy, it must also be manufacturable, safe, and
non-immunogenic. Multi-objective optimization methods are uniquely suited to
providing a one-pot model to simultaneously optimize for function and all desired
drug-like properties. In this work we present individual models for the generation
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of fit, functional protein sequences and the prediction of drug-like properties, as
well as generative models that harness the totality and subsets of these individual
models in generating therapeutically developable proteins. We explore the synergy
of these machine learning methods in modular generative multi-objective optimiza-
tion models by comparing training data, generative model architectures, generation
methods, and implementation of various developability constraints. By generating
sequences from these modular multi-objective optimization models and experimen-
tally screening proteins derived from IdeS (immunoglobulin degrading protease)
for stability and function, we demonstrate that our models are able to consistently
generate highly fit proteins that have been optimized to possess drug-like properties
in silico.
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